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ABSTRACT

A NUMERICAL VORTEX APPROACH TO AERODYNAMIC

MODELING OF SUAV/VTOL AIRCRAFT

Douglas F. Hunsaker

Department of Mechanical Engineering

Master of Science

A combined wing and propeller model is presented as a low-cost approach to

preliminary modeling of slipstream effects on a finite wing. The wing aerodynamic

model employs a numerical lifting-line method utilizing the 3D vortex lifting law

along with known 2D airfoil data to predict the lift distribution across a wing for

a prescribed upstream flowfield. The propeller/slipstream model uses blade element

theory combined with momentum conservation equations. This model is expected to

be of significant importance in the design of tail-sitter vertical take-off and landing

(VTOL) aircraft, where the propeller slipstream is the primary source of air flow past

the wings in some flight conditions. The algorithm is presented, and results compared

with published experimental data.
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Chapter 1

Introduction

This chapter introduces the concepts of the thesis by presenting a short back-

ground, stating the objective, summarizing related work, and discussing the relevant

contributions of the work as a whole.

1.1 Background

Interest in man-portable small unmanned air vehicles (SUAVs) has height-

ened recently as miniaturized autopilot and sensor capabilities have improved and

increasingly complex SUAV missions have been conceived. Typical fixed wing SUAV

configurations are often limited in their practical application due to the requirement

of large take-off and landing areas and/or specialized take-off and landing equipment.

In addition, the capability to persistently sense an area via a “perch-and-stare” ap-

proach has long been desired. In this mission scenario, the SUAV would be required to

fly to a remote location, land, collect sensor data for an extended period of time, then

take off and return to a specified rendezvous point—all without human assistance.

These drawbacks and desired capabilities, among others, have directed attention to-

ward the development of vertical take-off and landing (VTOL) SUAVs, specifically

tail-sitter designs.

The concept of a tail-sitter VTOL aircraft has been around for over half a

century. The main attraction of such an aircraft is the ability to take off and land

in a manner similar to a rotorcraft, yet transition to efficient horizontal flight, thus

achieving higher flight speeds and longer endurance and range. Likely, the most

famous of these aircraft are the Convair XFY-1 Pogo (see Fig. 1.1) and the Lockheed

XFV-1, developed and tested in the 1950’s. These planes quickly proved that the tail-
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sitter concept was substantially flawed, at least for piloted aircraft. After a relatively

short test period, this concept was all but abandoned, mainly due to difficulties

associated with a piloted landing. One must realize that the pilot was essentially

laying on his back with no real view of the ground while trying to descend onto

a target. However, when dealing with unmanned air vehicles under autonomous

control, this problem no longer exists, and the tail-sitter becomes, conceptually, a

viable solution.

Figure 1.1: The Convair XFY-1 Pogo in hovering flight.

The development of such VTOL aircraft presents many challenges for SUAVs,

including power, controls, and aerodynamic modeling. VTOL aircraft experience

airflow situations very foreign to conventional aircraft. For example, propwash ef-

fects are of secondary importance and are often ignored in preliminary designs of

conventional aircraft, but cannot be neglected in the development of VTOL aircraft.

Specifically during take-off, hovering, and landing, propwash effects become domi-

nant where freestream flow from the aircraft’s forward velocity is almost negligible.

Additionally, current design tools are almost exclusively based on purely inviscid flow

assumptions, which are questionable for Reynolds numbers less than 800,000, and

certainly inadequate for Reynolds numbers less than 200,000. Thus, it becomes nec-

essary to address, at least at some level, viscous effects in the early development of

any SUAV aircraft.
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Commonly, computational fluid dynamics (CFD) and/or experimental trial

and error are used as design tools for development of fixed-wing SUAVs. Although

one cannot argue that some success has been achieved, the time required to obtain

results from these methods is too great to efficiently be used during the initial de-

sign phase. Rather, these are viable analysis tools to be employed after a design has

reached some level of maturity. A design tool that rapidly and correctly predicts ge-

ometry, propwash, and Reynolds number effects on aerodynamic forces and moments

is desirable.

1.2 Objective

This research presents a candidate approach to rapid aerodynamic modeling

based on a numerical lifting line algorithm. The original algorithm is extended to

allow for viscous effects from the 2D section lift and drag behavior and the effects of

non-uniform airflow over a wing (i.e. jet/propwash effects) to be taken into account.

This approach, rooted in inviscid theory, accounts for the effects of viscosity on the

lift, drag, and moment behavior via semi-empirical corrections to an otherwise poten-

tial flow solution. This approach also requires a model to estimate the flowfield of a

propeller. The propeller model employs blade element theory coupled with momen-

tum equations. The resulting flowfield is added to the freestream velocity to create

the input flowfield for the aerodynamic model.

1.3 Related Work

Although the lifting line and blade element algorithms are not new, the com-

bination of the two to account for propeller effects on a 3D wing is unique.

Panel methods have been effectively used for a number of years in the initial

stages of aircraft design. Blade element theories [1] and helical vortex models [2] have

been employed to model propeller-induced flowfields with impressive success. These

propeller models have been linked with panel methods to predict the aerodynamic

influence of a propeller on a wing [3, 4]. Although sound, these methods often require

a great deal of computational resources.
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An alternative to panel methods has been suggested by Phillips [5] which

extends Prandtl’s lifting line theory to wings with sweep and washout. Phillips showed

that the algorithm matched the accuracy of CFD solutions while requiring only a

fraction of the computational cost. However, this extension of the lifting line theory

has never been used to predict the effects of propwash on a wing.

Stone [6] combined a blade element theory with a panel method in the de-

velopment of a tail-sitter UAV. The model was then used to create an aerodynamic

database from which the aerodynamic forces and moments could be found through

interpolation for dynamic simulation. Although the accuracy of the model is not

quantitatively discussed, the model has produced reasonable results which have facil-

itated the development of the UAV. McCormick [7] has also intensely studied VTOL

aerodynamics and presents simplified models for aerodynamic forces and moments

of an aircraft in hover mode. His research is often cited to understand the basic

phenomena of V/STOL flight.

1.4 Contributions

BYU faculty and students have undertaken an effort to develop the analysis

tools, control algorithms, and system design of a VTOL SUAV. This research supports

the development of this aircraft and provides a sound aerodynamic modeling package

for students to use in the development of other aircraft for years to come. The

following summarizes the main contributions of the research. This research

• provides a validated aerodynamic modeling package that can be implemented

in the design phases of a VTOL SUAV.

• offers alternate solution methods to the equations of the numerical lifting line

algorithm which allows a solution above stall.

• demonstrates the feasibility of the integrated propeller and lifting line models

for analyzing VTOL flight.

• provides an analysis tool available to other students for future aircraft design

projects.

4



1.4.1 Resulting Publications

Hunsaker, D. Snyder, D.O., ”A Lifting-Line Approach to Estimating Propeller

/ Wing Interactions,” 24th Applied Aerodynamics Conference, San Francisco, CA,

June 5-8 2006

Hunsaker, D., ”A Numerical Blade Element Approach to Estimating Propeller

Flowfields,” 45th AIAA Aerospace Sciences Meeting and Exhibit, Reno, Nevada, Jan.

2007 (Accepted)

1.5 Thesis Overview

The numerical model presented in this research can be divided into two sub-

models: 1) an aerodynamic model (lifting line model), and 2) a propeller model (blade

element model). The aerodynamic model is presented first because it is the core of the

computational effort of the models. The propeller model is simply a tool to calculate

the flowfield used as the input to the aerodynamic model.

The thesis is divided into four main sections. Chapters 2 and 3 present the

algorithms for the lifting line model and the blade element model respectively along

with relevant assumptions. Chapter 4 presents the validation of each model as well

as the validation of the combined models by comparing the numerical results with

published data. Chapter 5 discusses the integration of the model into a 6 DOF

simulator. Chapter 6 presents the conclusions of the total work.
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Chapter 2

Numerical Lifting Line Model

A numerical method based on Prandtl’s classical lifting line theory is presented

as a low computational cost approach to modeling slipstream effects on a finite wing.

This method uses a 3D vortex lifting law along with known 2D airfoil data to predict

the lift distribution across a wing.

2.1 Nomenclature

Ai area of wing section i

c̄i characteristic chord length for wing section i

ci average chord length at wing section i

CDi section drag coefficient for wing section i

CLi section lift coefficient for wing section i

CLαi section lift slope for wing section i

CMi section moment coefficient for wing section i

d"i directed differential vortex length vector at control point i

dFi section aerodynamic force vector for wing section i

dFi magnitude of dFi

f system of equations

F total force on aircraft

[J] Jacobian matrix

M total moment on aircraft

N total number of horseshoe vortices

R residual vector

R magnitude of R

7



ri vector from aircraft CG to control point i

ri1j vector from 1st node on section i to control point on section j

ri2j vector from 2nd node on section i to control point on section j

ri1j magnitude of ri1j

ri2j magnitude of ri2j

Si planform area of wing section i

uai chordwise unit vector at control point i

uni normal unit vector at control point i

usi spanwise unit vector at control point i

ui unit vector in the direction of the local velocity

vij velocity induced at control point j by horseshoe vortex i

Vi velocity vector at control point i

Vi magnitude of Vi

Vai axial component of the velocity at control point i

Vni normal component of the velocity at control point i

Vreli upstream velocity at control point i

Vtoti total velocity at control point i

Vtoti magnitude of Vtoti

αi angle of attack at wing section i

αL0i zero-lift angle of attack for with section i

δi flap deflection for wing section i

δMi section quarter-chord moment coefficient at wing section i

δMvisci viscous correction to the moment coefficient for wing section i

εi flap efficiency for wing section i

Γ vector of vortex strengths

Γi vortex strength at control point i

Ω relaxation factor

ρ fluid density

8



2.2 History

In the early 1900s, Ludwig Prandtl theorized that the lift caused by a three

dimensional wing could be modeled by placing horseshoe-shaped vortices across the

wing attached along the quarter chord as shown in Fig. 2.1. Each of these vortices

would vary in magnitude, which would be at a maximum value in the center of the

wing and taper out to zero at the wing tips where lift is virtually zero.

Figure 2.1: Prandtl’s lifting line horseshoe-shaped vortex placement.

The magnitudes of each vortex could be directly translated to lift by the

following vortex rule:

L = ρV∞Γ (2.1)

This equation shows that the lift at any wing section (L) is equal to the air

density (ρ) times the airstream velocity (V∞) times the strength of the vortex at the

wing section (Γ). If these horseshoe vortices were placed next to each other along

the quarter-chord of the wing, the values for lift at each wing section could then be

summed to calculate the total lift across a straight 3D wing. An explanation of the

original lifting line theory can be found in almost any aerodynamics book. The reader

is referred to Anderson [8] for a more thorough explanation.

9



This method for calculating the forces on a 3D wing has been widely used for

many years due to the simplistic nature of the mathematics. After the development

of the computer, other computational methods became popular and are still avidly

used today. Recently, Phillips expanded the basic lifting line algorithm [5], suggesting

that special placement of the vortices would allow the theory to account for sweep,

taper, and washout of a 3D wing. Phillips’s vortex placement can be seen in Fig. 2.2.

This broadened the algorithm and made it capable of analyzing practical wing shapes.

Along with this development, Phillips presented a method which allowed for a system

of equations to be written and solved for a wing cut into a number of wing sections

each having only one unknown: its local vortex magnitude. This system could then

be solved for various aircraft configurations. The system of equations is nonlinear,

requiring an iterative solver to converge within certain error criterion to the solution.

Once the vortex magnitude at each wing section is known, it is converted to lift

through the above equation and the results are summed to find the total lifting force

over a wing.

Figure 2.2: Phillips’s lifting line horseshoe-shaped vortex placement.

10



2.3 Assumptions

2.3.1 Potential Flow

The original lifting line theory assumes potential flow. Such an assumption is

quite valid at high Reynolds numbers and at low angles of attack. However, at angles

of attack near or above stall, potential flow can no longer be assumed and corrections

must be made. The approach presented here, although rooted in inviscid theory,

accounts for the effects of viscosity on lift, drag, and moment via semi-empirical

corrections to an otherwise potential flow solution. The viscous corrections are made

by using 2D viscous data for the section lift and drag behavior. However, no attempt

is made to correct the potential flow effects around the tips of wings. This means that

although a wing may be separated from another lifting surface by only an extremely

small distance, the lift at that wing tip could drop to zero. This is not physically

true. In real life, viscous effects would prohibit the lift from dropping to zero at small

gaps between wings.

2.3.2 2D Airfoil Characteristics At Each Spanwise Wing Section

The lifting line theory assumes that the lift generated at each spanwise lo-

cation along the wing is equal to that of a 2D airfoil at the same effective angle of

attack. (The effective angle of attack is the sum of the incident angle of attack to

the freestream velocity and the induced angle of attack resulting from the downwash

caused by the trailing vortices.) This assumption is in order for wings below stall and

lends to very accurate results. It has been shown [9] that flows over wings at high

angles of attack (i.e. above stall) have significant three dimensional properties. More

specifically, at high angles of attack, the flow separates on the upper surface of the

wing and a spanwise vortex forms along the wing. Thus, in order to accurately model

the aerodynamics of a wing above stall, three dimensional effects should be taken

into account. Although the lifting line theory assumes nearly two dimensional flow

over each spanwise section of the wing, if post-stall data for the 2D airfoil is known,

the assumption that the lift generated at each spanwise location is equal to that of a
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2D airfoil at the same angle of attack should still be valid. This approach has been

shown [10] to prove useful as a rough estimate to calculate wing lift above stall.

2.3.3 Elliptical Lift Distribution Initial Guess

High aspect ratio wings below stall have spanwise lift distributions which are

very nearly elliptical in nature. Thus, for wings below stall, it is helpful to start with

an initial elliptical circulation distribution. The formulation of such an initial guess

is discussed in 2.5.1. This initial guess is also applied above stall, although it is not

assumed that the final lift distribution will resemble an elliptical distribution. Thus

it is assumed that an initial guess of an elliptical lift distribution produces reasonable

results below and above stall.

2.4 Formulation

2.4.1 Overview

In the numerical lifting line method presented by Phillips [5], a finite wing is

modeled using a series of horseshoe vortices with one edge bound to the quarter chord

of the wing and the trailing portion aligned with the freestream velocity. A general 3D

vortex lifting law is combined with Prandtl’s hypothesis that each spanwise section

of the wing has a section lift equivalent to that acting on a similar 2D airfoil with the

same local angle of attack.

From the 3D vortex lifting law, the differential force vector produced by the

finite wing section i is

dFi = ρΓiVi × d"i (2.2)

The lift coefficient of a 2D airfoil can be expressed as an arbitrary function of angle

of attack and flap deflection

CLi = CLi(αi, δi) (2.3)
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Assuming that this relationship is known at each section, the magnitude of the dif-

ferential force produced by wing section i is

dFi =
1

2
ρV 2

i CLi(αi, δi)Ai (2.4)

Setting the magnitude of Eq. (2.2) equal to the right hand side of Eq. (2.4) for each of

the spanwise sections of the wing produces a system of equations that can be solved

for the vortex strengths at each section. Once all the vortex strengths are known, the

force vector at each section can be computed and summed together to determine the

force and moment vectors acting on the wing. This method has been shown to work

well at predicting the inviscid forces and moments for wings with sweep and dihedral

and aspect ratios greater than four. Accuracy is similar to panel methods or Euler

computational fluid dynamics, but at a fraction of the cost. In addition, systems of

lifting surfaces with arbitrary position and orientation can be analyzed.

2.4.2 Vortex Strengths

Typically, the numerical lifting line algorithm is developed in a nondimensional

form. This is appropriate for conventional aircraft where the freestream velocity is

used as a parameter for nondimensionalization. However, for VTOL flight analysis,

where the freestream velocity can approach zero, a dimensional approach is better

suited.

We begin by setting the magnitude of the force obtained from the section lift

coefficient at wing section i, Eq. (2.4), equal to the magnitude of the forces determined

from the 3D vortex lifting law, Eq. (2.2). After some rearrangement, we obtain

2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣− V 2
totiAiCLi(αi, δi) = 0 (2.5)

Note that on the LHS, the velocity of section i is split into the local upstream velocity

Vreli and the velocity induced by all horseshoe vortices in the system (initially of

unknown strength). The local upstream velocity differs from the global freestream
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velocity in that it may also have contributions from prop-wash or rotations of the

lifting surface about the aircraft center of gravity. The magnitude of the total velocity

at wing section i is denoted as

Vtoti = |Vtoti| =

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)∣∣∣∣∣ (2.6)

In the above expressions, vji is the normalized velocity induced at section i by

horseshoe vortex j, calculated as

vij =
1

4π

[
δij

(ri1j + ri2j)(ri1j × ri2j)

ri1jri2j(ri1jri2j + ri1j · ri2j)

]

+
1

4π

[
u∞ × ri2j

ri2j(ri2j − u∞ · ri2j)
− u∞ × ri1j

ri1j(ri1j − u∞ · ri1j)

]
(2.7)

where δij is the Kronecker delta (1 if i = j, 0 if i $= j). The local angle of attack at

each section is calculated from the total velocity vector as

αi = tan−1





(
Vreli +

∑N
j=1 Γjvji

)
· uni

(
Vreli +

∑N
j=1 Γjvji

)
· uai



 (2.8)

Equation (2.5) defines a system of equations that can be solved for the un-

known horseshoe vortex strengths Γi. The system can be written in the vector form

f(Γ) = R (2.9)

where

fi(Γ) = 2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣− V 2
totiAiCLi(αi, δi) (2.10)

We seek the vector of horseshoe vortex strengths Γ that forces the residual

vector R to zero. Notice that Vtoti and α in Eq. (2.9) are both functions of Γ. Thus

the system of equations is nonlinear and requires an iterative solver to converge on

the solution.
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2.4.3 Aerodynamic Forces and Moments

Once the magnitude of Γi at each wing section has been found, the forces

resulting from the vortex strengths can be summed to find the overall aerodynamic

force and moment acting on the aircraft. The total force on the aircraft is found by

summing Eq. (2.2) over all wing sections:

F = ρ
N∑

i=1

[
Γi

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

]
(2.11)

Equation (2.11) provides the total inviscid force vector acting on the aircraft, and

can be divided into the typical lift and induced drag components. A correction for

the viscous drag [11] is added to the model based on the 2D airfoil drag behavior as

a function of angle of attack:

δFvisc =
N∑

i=1

1

2
ρV 2

totiSiCDiui (2.12)

where CDi is the local 2D section drag coefficient (evaluated at the local angle of

attack).

Similarly, the overall moment vector acting on the aircraft can be found from

M = ρ
N∑

i=1

ri ×
[
Γi

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

]
+ δMi (2.13)

where the first term is the moment due to the aerodynamic forces at each section

acting at a moment arm about the center of gravity, and the second term δMi is the

2D quarter-chord moment generated by each spanwise segment. δMi can be easily

obtained by assuming a constant moment coefficient over each wing section:

δMi = −1

2
ρV 2

totiCMi

∫ s1

s0

c2 dsusi (2.14)

where usi is the local spanwise unit vector.
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A viscous correction [11] is also added to the overall moment vector to take

into account the additional moment caused by the viscous drag force at each spanwise

wing section:

δMvisci =
N∑

i=1

1

2
ρV 2

totiSiCDi(ri × ui) (2.15)

2.5 Solvers

The nonlinear system of equations has been solved using various techniques.

Phillips [5] uses a Newton iteration method by calculating the Jacobian of the nondi-

mensionalized system, while Anderson [10] uses a Picard iteration. Below stall the

system displays different characteristics than above stall. A number of solvers were

written in order to facilitate solving the nonlinear equations in both pre- and post-stall

scenarios. Each of these solvers is described below.

2.5.1 Linearized System

In order to achieve the convergence criteria with a small number of iterations,

it is important to obtain a good initial guess for Γ. To do this, Phillips [5] suggests

finding first a linearized approximation. This system is constructed from the original

system of equations, Eq. (2.10), by dropping all second order terms and assuming a

small induced angle of attack. The full derivation can be found in A.4. This results

in the linear system

2Γi

AiCLαi
|Vreli × d"i|− V 2

reli

(
N∑

j=1

Γjvji · uni

Vrelj

)

= V 2
reli

(
tan−1

[
Vreli · uni

Vreli · uai

]
− αL0i + εiδi

)
(2.16)

Once this system is solved for the Γis, they can be used as the initial guess for other

solvers.
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2.5.2 Adjusted Linear Solver

A careful look at the linear solver just described reveals that the resulting

circulation distribution is always elliptical and directly proportional to the lift slope

of the 2D airfoil. At high angles of attack, where the lift slope decreases and deviates

from the initial lift slope of the airfoil, the linear method produces results with sig-

nificant over-predictions for the magnitudes of circulation. However, for most of the

subsequent solvers to converge to a suitable answer, it was found necessary to start

with an initial guess which was much closer to the expected final answer than the

original linearization allowed. Thus it became necessary to find a way to “scale” the

linear solution, especially above stall.

Two options for scaling the solution are presented here.

• Residual Scaling: From each solution, a residual can be calculated using Eq. (2.9)

and Eq. (2.10). Scaling the circulation values by a factor likewise scales the

residual. By applying a Jacobian-type solver to this scenario, the scaling factor

can be found which minimizes the residual of the linear system solution.

• Solution Confidence Scaling: Once a solution has been calculated, one may

note that there are two ways to calculate the resulting forces on the wing. The

most common method is a result of the left half of Eq. (2.5), which is derived

from Eq. (2.2). However, it is often helpful to approach the force calculations

by using the right half of Eq. (2.5), which is derived from Eq. (2.4). Each of

these equations can be used to calculate the total lift on the wing. If these

two values for lift match perfectly, the circulation distribution solution can be

trusted. Further, a significant difference between the two lift magnitudes would

suggest that the solution is not sound. A “solution confidence” value can be

calculated by taking the ratio of the smaller calculated lift to the larger. As

this value approaches 1, the solution becomes increasingly valid. Scaling the

circulation values by a factor affects the solution confidence value. By applying

a Jacobian-type solver to this scenario, the scaling factor can be found which

produces the solution with the highest solution confidence.
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Note that the solutions resulting from either scaling method are still elliptical

(for wings without propwash effects) and are simply scaled. The tests performed

during this research suggest that the first method, residual scaling, produced the

most valuable initial guesses for the subsequent solvers. This method is implemented

in the resulting computer program. It is worth noting that both methods produced

“better” initial guesses than not scaling the linear solution at all. Additionally, this

scaled linear method has been found to be useful as a final solution estimate above

stall when using another solver causes divergence or requires too much computational

power.

2.5.3 Jacobian Solver

A reliable method for solving the nonlinear system below stall is by using

Newton iterations. Simply stated, the vector of horseshoe vortex strengths Γ that

forces the residual vector R to zero of Eq. (2.9) is needed. Starting with an initial

guess for Γ, we can compute the iterative change from

[J]∆Γ = −R (2.17)

where [J] is the N by N Jacobian matrix:

Jij =
∂fi

∂Γj
(2.18)

This ∆Γ is applied to the previous estimate of Γ and iterations are continued until

convergence criterion are met.

Evaluating the partial derivatives of Eq. (2.10), we obtain

Jij = δij2|Wi| +
2Wi · (vji × d"i)

|Wi|
Γi

− V 2
totiAi

∂CLi

∂αi

Vai(vji · uni)− Vni(vji · uai)

V 2
ai + V 2

ni

− 2AiCLi(αi, δi)(Vtot · vji) (2.19)
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where δij is the Kronecker delta, and

Wi =

(
Vreli +

N∑

j=1

Γjvji

)
× d"i (2.20)

In Eq. (2.19) Vai and Vni are the axial and normal components of the local velocity,

respectively:

Vai =

(
Vreli +

N∑

j=1

Γjvji

)
· uai (2.21)

Vni =

(
Vreli +

N∑

j=1

Γjvji

)
· uni (2.22)

where uai is the unit vector in the axial (chordwise) direction of section i, and uni

is the unit vector in the normal direction of section i. The complete derivation of

Eq. (2.19) can be found in A.3. When airfoil sections experience angles of attack

beyond stall, the small or negative lift slope of the 2D airfoil data causes divergence

of the Newton iterations. Thus it becomes necessary to explore other solvers.

2.5.4 Picard Solver

A common, simplistic approach to solving the nonlinear system of equations

is through the use of Picard iterations. This solver begins with an initial guess

(calculated from the Best Linear Solver explained above). The initial guess for the

solution vector is used for any imbedded Γ vector within the system of equations

that makes the system nonlinear. If these imbedded values for Γ are known, the

system becomes a linear system and can be directly solved using an LU Decomposition

routine. This produces a new solution vector which is theoretically closer to the real

solution than the previous vector. This new guess is then used for the embedded

vectors and the process is repeated until convergence criteria are met.

If Γold is known, the linear system can be written as

fi(Γ) = 2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjold
vji

)
× d"i

∣∣∣∣∣− V 2
totiAiCLi(αi, δi) (2.23)
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where Γold is used to calculate both Vtoti and α. This system can be under-relaxed to

minimize the probability of overstepping the solution.

Γinew = Ω (Γi − Γiold
) (2.24)

The Picard Solver often requires more iterations to converge than the Jacobian

Solver, but is able to find solutions above stall when the lift slope is negative.

2.5.5 Steepest Descent Solver

The idea behind a Steepest Descent Solver is also simplistic in nature, but

requires a great deal more computational power than the Picard Solver. Starting

from an initial guess, the gradient is found and a line search is performed in that

direction until a local minimum is found. The local minimum is used as the new

initial guess, and the process is repeated until convergence criteria are met.

The purpose of any of the solvers is to minimize the magnitude of the residual

vector R. We will call this magnitude R. We first seek the gradient of R where

R = ‖R‖ = ‖f(Γ)‖ (2.25)

This gradient can be found by applying small perturbations to the current solution

and calculating the change in the residual with each perturbation. However, this

is computationally expensive. Thus we seek a computationally efficient method for

calculating ∇‖f(Γ)‖. By setting

‖f(Γ)‖ =
√

(f(Γ)2 (2.26)

and

P (Γ) =
1

2

(
f1(Γ)2 + f2(Γ)2 + . . . + (fN(Γ)2

)
(2.27)

it can be said that

‖f(Γ)‖ ∝ P (Γ) (2.28)
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Therefore,

∇‖f(Γ)‖ ∝ ∇P (Γ) (2.29)

where

∇P (Γ) =





f1
∂f1

∂Γ1
+ . . . + fN

∂fN

∂Γ1

...
. . .

...

f1
∂f1

∂ΓN
+ . . . + fN

∂fN

∂ΓN




(2.30)

and can be rewritten in terms of the Jacobian matrix as

∇P (Γ) = [J]





f1(Γ)

f2(Γ)
...

fN(Γ)




(2.31)

Therefore, !P (Γ) can be used as the gradient in the solver because

∇P (Γ) ∝ ∇‖R‖ (2.32)

Once the gradient is found, a line search is performed in the direction opposite

of the gradient (the direction of steepest descent) until a local minimum in that

direction is found. This new point is used as the new initial point. The process is

repeated until the solver converges.

Steepest Descent is advantageous in that it is guaranteed to always progress

down-hill and find a local minimum. Additionally, it usually makes good progress dur-

ing the first few iterations. However, if the design space is eccentric, the convergence

process may take a long time.

2.5.6 BFGS Update Solver

The ideal solver would begin by using steepest descent and would gradually

switch to using the Jacobian. This would ensure that good progress would be made

near the beginning of the iterations, and that the optimum would be quickly found

when the iterations near convergence. Such methods exist and are called Rank 1
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Update methods. These methods choose a direction to search by multiplying the

gradient at the current solution by a direction matrix O as follows

s = −O∇f (2.33)

O begins as the identity matrix, and is slowly transformed to the Hessian of the design

space by storing gradients as it traverses the design space. When O is the identity

matrix, the search direction is directly opposite of the gradient at the current solution.

However, as the solver progresses, O becomes the Hessian, and is able to make faster

progress toward the optimum.

Currently, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) Update is consid-

ered to be the best update method. The direction matrix O for this method is found

from

Ok+1 = Ok +

(
1 +

(
γk

)T
Okγk

(∆Γk)T γk

)(
∆Γk

(
∆Γk

)T

(∆Γk)T γk

)
−

∆Γk
(
γk

)T
Ok + Okγk

(
∆Γk

)T

(∆Γk)T (γk)
(2.34)

where

γk = ∇f
(
Γk+1

)
−∇f

(
Γk

)
, (2.35)

∆Γk = Γk+1 − Γk, (2.36)

and k is the iteration number.

2.6 Flaps

In order to predict the aerodynamics of aircraft, the effects of control surfaces

on the aircraft must be taken into account. Such effects can be accounted for by

altering the lift, drag, and moment coefficients of wing sections with a deflected

control surface. Equation (2.3) defines the local lift coefficient, Cli , as an arbitrary

function of both the local angle of attack, αi, and the local flap deflection, δi. The
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drag and moment coefficients can also be defined as arbitrary function of the local

angle of attack and flap deflection. This section describes the calculations of each.

2.6.1 Lift Coefficient

Phillips [11] suggests a simple way to calculate the increase in lift coefficient

with flap deflection. A brief overview of the method is given here.

Suppose that an airfoil is at an angle of attack, α. If the lift slope, Clα, of the

airfoil is known, the lift coefficient can be calculated as an angle multiplied by the lift

slope

Cl = Clα[α− αL0] (2.37)

where αL0 is the zero-lift angle of attack of the 2D airfoil with no flap deflection.

When a positive flap deflection, δf , is added, the camber of the airfoil is increased.

The increase in lift can be approximated by

δCl = Clα[εfδf ] (2.38)

where εf is the actual flap effectiveness and can be defined as follows:

εf = εfiηhηd (2.39)

Here, εfi is the ideal flap effectiveness, ηh is the hinge efficiency, and ηd is a deflection

efficiency. The ideal flap effectiveness is a function of θf .

εfi = 1− θf − sin θf

π
(2.40)

θf is simply a geometric property of the wing and is a function of the ratio of the flap

chord, cf to the section chord, c.

θf = cos−1
(
2
cf

c
− 1

)
(2.41)
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The hinge efficiency, ηh, is a function of the ratio of the flap chord to the

section chord. When this ratio is small, the efficiency is very low. However, as this

ratio approaches 1, the efficiency approaches 1 in an asymptotic fashion. The hinge

efficiency can be approximated as

ηh = 3.9598 tan−1
[(cf

c
+ .006527

)
89.2574 + 4.898015

]
− 5.18786 (2.42)

This is a numerical approximation of the graphical relationship presented by Phillips

[11]. The hinge efficiency should be decreased by 20 percent for unsealed flaps.

The deflection efficiency, ηd, is a function of the deflection. At deflections less

than 10 degrees, the efficiency can be assumed to be 1. However, above 10 degrees,

the efficiency begins to drop linearly with deflection angle. The deflection efficiency

can be approximated from the equation

ηd = −.0086 (δ) + 1.108 (2.43)

which is also a numerical approximation of the graphical relationship presented by

Phillips [11].

Even with the definitions above, various methods can be used to approximate

the lift coefficient with varying angle of attack and flap deflection. It is of worth to

be more specific about how the code presented here calculates the lift coefficient. In

this code, the 2D airfoil data is used as the arbitrary function to calculate the lift

coefficient with respect to angle of attack with no flap deflection. Additionally, the

lift slope at the local angle of attack with no flap deflection, Clα,l, is used as the 2D

airfoil lift slope. Thus, a flap deflection at a low angle of attack when the lift slope is

at a maximum is more effective than a flap deflection near stall where the lift slope

decreases. Equation (2.37) and Eq. (2.38) combine to produce

Cli = Cli(αi) + Clα,l[εfδf ] (2.44)
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2.6.2 Drag Coefficient

The drag coefficient can also be approximated by an arbitrary function of the

local angle of attack. Without a flap deflection, the 2D airfoil data is used as the

arbitrary function.

Cdi = Cdi (αi) (2.45)

When a flap deflection exists, the lift coefficient is first calculated, and the

drag polar is then used as the relation to calculate the drag coefficient.

Cdi = Cdi (Cli) (2.46)

The drag polar cannot be used when the lift coefficient caused by the flap deflection

exceeds the maximum lift coefficient of the 2D airfoil without a flap deflection. In

this case, the effect of the flap deflection is ignored, and the drag coefficient is approx-

imated from the 2D airfoil data at the local angle of attack. Above stall, the flap is

assumed to be totally ineffective, and the 2D airfoil drag coefficient is used regardless

of the flap deflection.

2.6.3 Moment Coefficient

The moment coefficient is also effected by the application of flaps and can be

approximated as an arbitrary function of both local angle of attack, αi, and local flap

deflection, δf .

Cmi = Cmi(αi, δf ) (2.47)

Phillips [11] suggests simply adding a correction factor to the 2D moment coefficient

at the local angle of attack as follows:

δCmi = Cm,δδf (2.48)
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Using the ideal moment slope for thin airfoil theory, the change in moment slope with

flap deflection, Cm,δ, can be approximated by

Cm,δ =
sin (2θf )− 2 sin θf

4
(2.49)

This value is simply multiplied by the flap deflection and added to the original moment

calculated from the 2D airfoil data at the local angle of attack to find the total section

moment coefficient.

2.6.4 Flaps Above Stall

Above stall it is assumed that the flaps have no effect and can be ignored in

the lift, drag, and moment coefficient calculations. This can be assumed because the

flow on the upper surface of a wing in stall separates, causing the flaps to lose their

effectiveness.

2.7 Summary

A numerical method based on Prandtl’s classical lifting line theory has been

presented. Methods for solving the resulting system of equations have been discussed.

Additionally, the treatment of flap effects below and above stall has been addressed.
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Chapter 3

Numerical Blade-Element Model

A numerical method is presented as a low computational cost approach to

modeling an induced propeller flowfield. This method uses blade element theory cou-

pled with momentum equations to predict the axial and tangential velocities within

the slipstream of the propeller, without the small angle approximation assumption

common to most propeller models.

3.1 Nomenclature

Bd = slipstream development factor

b = number of blades

Cb = batter capacity in mAh

Cl = section coefficient of lift

cb = blade section chord

Dp = propeller diameter

Eb = battery voltage (Volts)

Em = motor voltage (Volts)

Eo = no load battery voltage (Volts)

Gr = motor gear ratio

Ib = battery current (Amps)

Im = motor current (Amps)

Io = no load motor current (Amps)

J = advance ratio

Kv = motor voltage constant (RPM/volt)

N = number of blade sections
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Nm = motor RPM

Np = propeller RPM

Pb = motor break power (Watts)

Rb = battery internal resistance (Ohms)

Rc = speed control operating resistance (Ohms)

Rm = motor resistance (Ohms)

Rp = propeller radius

r = radial distance from propeller axis

s = normal distance to propeller plane

Tm = motor torque (Nm)

Tp = propeller torque (Nm)

Vi = blade section total induced velocity

Vθi = blade section induced tangential velocity

α = angle of attack to freestream

βt = geometric angle of attack at propeller tip

η = motor and battery system efficiency

εi = blade section induced angle of attack

ε∞ = blade section advance angle of attack

Γ = blade section circulation

κ = Goldstein’s kappa factor

ω = propeller angular velocity

τ = throttle setting

θ = azimuthal angle of propeller

ζb = battery endurance (hrs)

3.2 History

The origins of blade element theory began in the late 1800s and continued

development into the early 1900s. However, lack of the ability to account for the

induced angle of attack which was apparent in experiments hindered the theory’s
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credibility. Lifting line theory became the credible source for calculating the forces

on both fixed and rotary wings in the early 1900s because of its ability to model the

induced velocity at each wing section. Later, research by Prandtl [12] and Goldstein

[13] allowed for the development of an expression for the circulation about the blade,

and the induced velocity was accounted for in the blade element theory. This theory is

now used mainly for rotary wings as it allows for a fast calculation of the induced axial

and tangential velocities in the plane of a propeller. However, it does not account

for interactions between other fixed or rotary wings. Therefore, it is seldom used for

fixed-wing aircraft analysis.

3.3 Assumptions

The blade element approach, coupled with a slipstream development factor

based on momentum equations, to modeling the propeller flowfield implies a few

underlying assumptions. These are discussed below.

• The axis of the propeller slipstream stays coincident with the axis of the pro-

peller. This can be assumed if the induced axial velocity of the propeller is

much greater than the propeller sideslip velocity.

• There is no mixing between the slipstream and the freestream velocities. No

adjustments are made at the edges of the slipstream to account for mixing with

the freestream. This is obviously a significant assumption, but accounting for

these effects is beyond the scope of this initial-stage aerodynamic model.

• The helical trailing vortex sheet maintains a constant pitch.

• Finally, the resultant induced velocities at any distance behind the propeller

are assumed constant with varying azimuthal angle. Therefore, although the

induced velocity downstream from the propeller is a function of θ when the

propeller is at an angle of attack, the average velocity at that radius and distance

from the propeller is taken as the induced velocity.
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3.4 Formulation

In order to predict the time-averaged slipstream behind a propeller, an induced

velocity must be calculated immediately behind the propeller. This velocity is a

function only of the radius if the propeller axis is in line with the freestream velocity

vector, and a function of radius and azimuthal angle, θ, if the propeller is not aligned

with the freestream. Phillips [11] presents an approach that does not constrain the

freestream velocity to be aligned with the propeller axis. Thus, off-axis moments

and forces from the propeller can be found. Dividing the propeller into N discrete

intervals, the induced velocity at each radial blade element can be found by relating

the section circulation to the section induced tangential velocity as shown in Eq. (3.1).

bΓ = 4πκrVθi (3.1)

Substituting Prandtl’s tip loss factor [12] for Goldstein’s κ factor, the following equa-

tion is produced:

bcb

16r
Cl − cos−1



exp



−
b
(
1− 2r

Dp

)

2 sin βt







 tan εi sin(ε∞ + εi) = 0 (3.2)

which can be numerically solved for εi. Once εi is known for a given blade section,

the total induced velocity is found from

Vi =
ωr sin εi

cos ε∞
(3.3)

This velocity vector is then divided into its axial and tangential components. These

components can be integrated to find the thrust and torque, respectively, of the

propeller.

Once the induced axial and tangential velocities are known at the propeller

plane, the flowfield behind the propeller can be estimated by applying conservation

of momentum equations. The slipstream radius at a distance s behind the propeller

is found by solving for the slipstream development factor suggested by McCormick:
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[14]

Bd = 1 +
s√

s2 + R2
d

(3.4)

where Bd is the development factor and approaches 2 as the distance from the pro-

peller plane (s) approaches infinity. Using this radius, and applying conservation of

mass and angular momentum as suggested by Stone [6], the development of the axial

and tangential velocities throughout the slipstream are found.

3.5 Battery and Motor Properties

It is often helpful to predict the behavior of a battery, motor, and propeller

combination. Blade element theory allows the thrust and torque of a propeller to be

predicted. This torque must be matched by the motor to continue operation. Using

a basic electric motor model, the required power of the motor in terms of voltage and

current can be found.

Given the motor, battery, and speed control constants, Kv, Gr, Rm, Io, Rb,

Eo, and Rc, along with the speed control setting, τ , and the propeller torque, Tp,

motor and battery variables can be found as follows.

Tm =
Tp

Gr
(3.5)

Im = .1047KvTm + Io (3.6)

Eb = Eo − ImRb (3.7)

Ib = τIm (3.8)

ηs = 1− .078(1− τ) (3.9)

Em = ηsτEb − ImRc (3.10)

Nm = Kv (Em − ImRm) (3.11)

Iterations are performed until both the motor RPM and propeller RPM match.

Once these values match, the motor break power, Pb, can be calculated as well as a
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prediction for the battery endurance, ζb.

Pb = .14198TmNm (3.12)

ζb =
Cb

1000Ib
(3.13)

This gives a reasonable prediction for the electrical characteristics of the motor, bat-

tery, and propeller combination.

3.6 Combined Model Assumptions

The numerical lifting line model and the blade element propeller model were

combined to produce a complete algorithm capable of predicting propeller/wing inter-

actions. A major design consideration in the development of the computer code was

the intention of making the algorithm fast enough to link to a real-time simulator. In

order to facilitate this need, a few assumptions within each model were made. These

assumptions are explained in 2.3 and 3.3.

The combination of the two numerical models into a comprehensive model

requires an additional assumption. In order to preserve the low-cost computational

goal of the algorithm, it is assumed that the propeller aerodynamics affect the wing,

but the wing aerodynamics do not affect the propeller. This allows for the combined

wing and propeller models to first solve the propeller behavior and then solve for the

aerodynamics of the wing in the resultant flowfield. No iterations need be performed

between the flowfields of the wing and propeller, which provides for a faster solution.
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Chapter 4

Results

4.1 Lifting Line Model

4.1.1 Below Stall

As a first check on the present numerical lifting line algorithm, inviscid esti-

mates of wing lift coefficient for a swept wing in a uniform freestream were computed.

The section lift coefficient was defined as a linear function of angle of attack, and the

section parasite drag was set to zero. For this case, the algorithm exactly reproduces

the results of a published numerical lifting line algorithm [5] as shown in Fig. 4.1.
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Figure 4.1: 3D wing CL vs. 2D section Cl for a wing with sweep. Comparison to
published lifting line results [5]
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4.1.2 Above Stall

Lifting line theory is based on the assumption that at each spanwise section

of the wing, the lift generated by the section circulation can be equated to the lift

generated by a similar 2D airfoil. This works well for angles of attack below stall.

However, above stall this assumption breaks down. Anderson [10] mentions that if

the 2D airfoil data is known above stall, an “engineering solution” may be obtained

using a lifting line algorithm. Additionally, Phillips [11] suggests that his numerical

lifting line method can converge for a wing above stall if the system of equations

is extremely underrelaxed. Others have studied the use of lifting line algorithms

above stall and have made various observations. The results presented in this section

support Anderson’s claim that if the 2D airfoil data is known above stall, a reasonable

estimate for the lift and drag on a 3D wing can be predicted. Additionally, the results

presented here validate the claims of others as will be discussed.

Oscillations

Numerical solutions found for wings near or above stall have been found to have

spanwise oscillations [15, 16] which have discouraged some from trusting these results.

Von Karman is said to have proven that above stall, there are an infinite number of

solutions to the lifting line equation [17]. This includes symmetrical and asymmetrical

solutions. Additionally, the solutions have been shown to be greatly dependent on

the initial guesses for the system [10]. Thus a numerical result of the lift distribution

of a wing above stall should not be accepted as singularly viable.

One attempt to remedy the oscillatory problem was conducted by Mukherjee

[16] who has shown that the algorithm can be “guided” to a more controlled solution

with less oscillation by using a decambering approach. This author also has initial

ideas on how the solution may be guided to a less oscillatory solution. However, it

is beyond the scope of the current research and will not be considered here. Here,

the oscillatory behavior is simply noted and quantified. Further research should be
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conducted to better understand this behavior and to find methods of damping the

oscillation within the solution.

Figure 4.2 shows resulting circulation distributions for a wing with an aspect

ratio of 6 at seven post-stall angles of attack. Each circulation distribution was

computed using 18 wing sections across the span in a cosine distribution. The 2D

airfoil Cl used for the computation can be seen in Fig. 4.3.

0

0.2

0.4

0.6

0.8

1

1.2

-0.4 -0.2 0 0.2 0.4
Spanwise Coordinate

C
irc

ul
at

io
n

Alpha = 20
Alpha = 30
Alpha = 40
Alpha = 55
Alpha = 60
Alpha = 70

0

0.2

0.4

0.6

0.8

1

-0.4 -0.2 0 0.2 0.4
Spanwise Coordinate

C
irc

ul
at

io
n

20 Sections
60 Sections

Figure 4.2: Circulation distributions for a wing with an aspect ratio of 6 at various
angles of attack. Angles shown in degrees.
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Figure 4.3: 2D Cl vs. α input and 3D CL vs. α results on a wing with an aspect ratio
of 6 with a grid density of 18.
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Notice the oscillatory behavior of the circulation distribution above stall. Al-

though the distributions are obviously not correct, the integrated lift across the wing

matches closely to the expected total lift on the wing which can be seen in Fig. 4.3.

Spanwise Section Distribution Effects

The author has found the solution to be highly dependent on the spanwise section

distribution used for the computations. It is assumed that this phenomenon has

not been realized by others [10, 16] because their numerical models were not able to

support various spanwise section distributions.

Figure 4.4 shows the converged circulation distributions for a wing with an

aspect ratio of 6 with two different grid densities. Both of the grid densities follow a

cosine distribution.
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Figure 4.4: Comparison of the numerical circulation distributions for a wing with two
different section distributions.

To understand the effect of spanwise section distributions on the solution,

the lift distribution on a symmetrical wing with an aspect ratio of 6 was solved

for 13 angles of attack between 0 and 90 degrees. At each angle of attack, the

wing was analyzed using 46 different distributions. These section distributions varied

from 10 spanwise sections to 100 spanwise sections by increments of 2. Each of
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the section distributions followed a cosine distribution. At angles of attack where

the 2D airfoil data has a positive lift slope, the Jacobian solver was used. At all

other angles of attack, the Steepest Descent solver was used. If the solver did not

converge within 1000 iterations, it was halted. Only those solutions which reached a

“converged” state, meaning that the residual described in (2.5) was driven sufficiently

near zero, were considered. Additionally, any solutions which resulted in a total lift

coefficient which varied by more than 100 percent from the 2D airfoil data were not

considered. Figure 4.5 shows which section distributions returned solutions that met

these criterion.
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Figure 4.5: Wing section distributions which yielded acceptable results.

At each angle of attack, all of the converged solutions from the varying grid

densities were averaged and their variance was quantified. Figure 4.6 shows the

resulting average 3D wing lift coefficients at each angle of attack compared to the 2D

input lift coefficient data. Figure 4.7 shows the variance in the averaged 3D wing lift

coefficients at each angle of attack.

Notice that the variance below stall is extremely small while the variance just

past stall is significantly higher. This immediate post-stall region is possibly the

most difficult range of angles of attack to predict because in this region the wing is
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Figure 4.6: 2D and 3D CL vs. α values for a wing with an aspect ratio of 6.
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Figure 4.7: Variance in computed 3D lift coefficients over a range of angles of attack.

only partially stalled. At higher angles of attack where the wing is fully stalled, the

variance in the solutions seems to drop. However, this drop in variance must also be

partially attributed to the fact that at extremely high angles of attack, only a few

grid densities converged. Still, it is significant that the variance in these solutions at

high angles of attack is quite small.

From the data presented, we can conclude that although the variances in the

solutions above stall are greater than those below stall, the total lift calculated from

a circulation distribution solution above stall is a practical estimate for the total lift

on the wing, even if the circulation distribution contains oscillations.
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Lifting Line Limitation

At this point, an insightful realization about the limitations of the lifting line theory

is worthy of note. Namely, that as a finite wing approaches 90◦ angle of attack, the

lifting line theory is less able to take 3D effects into account in the lift, drag, and

moment calculations.

This realization came as a result of a study of drag coefficients above stall. A

2D airfoil usually has a drag coefficient of about 2 at 90◦ angle of attack. However,

the drag coefficient of a finite wing at 90◦ is usually around 1.2. Figure 4.8 compares

the 2D drag data published by Pope [18] and used in the current model with the finite

wing results for a wing with an aspect ratio of 5.536. Notice that the finite wing drag

coefficient nears the 2D airfoil drag coefficient at high angles of attack. At 90◦, where

the 3D drag should be significantly lower than the 2D drag, the lifting line model

predicts the drag to be the same as the 2D airfoil.
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Figure 4.8: Experimental vs. numerical results for a 2D airfoil and a finite wing of
aspect ratio 5.536 respectively.

The reason for this phenomenon can be understood by understanding the effect

of circulation across the wing. If a portion of the wing is at an angle of attack near

90◦, it has no circulation, and thus produces no downwash on other sections of the

wing. The drag coefficient at any given section of the wing is calculated from the
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local angle of attack. Therefore, if there is no downwash, the local angle of attack is

the same as the freestream angle of attack, and the 2D airfoil drag coefficient is taken

as the section drag coefficient. This means that as the 3D wing approaches 90◦ angle

of attack, the 3D drag coefficient should likewise approach the 2D drag coefficient

data, which is the case in the numerical results presented in Fig. 4.8.

This phenomenon is the same for lift and moment calculations. Therefore,

as a finite wing nears 90◦, its lift, drag, and moment calculations using lifting line

theory approach that of its 2D airfoil. This trend can be seen in Fig. 4.3 and Fig. 4.6.

Notice that as the wing approaches 90◦ angle of attack, the 3D results increasingly

match the 2D results. This behavior can also be seen in the results presented in the

following section. Similar results were found for moment calculations.

It is important to realize that this characteristic of lifting line theory is a result

of the lift on a wing section (which is directly proportional to the circulation of the

wing section) approaching zero at 90◦. Thus, if an airfoil had 2D lift characteristics

that approached zero at 50◦ rather than at 90◦, this phenomenon would occur near

50◦ rather than at 90◦.

4.1.3 NACA 0015 Test Case

To validate the model above stall, numerical results were compared to exper-

imental values published by Critzos [19] and Anderson [10] for a NACA 0015 airfoil.

Critzos published 2D lift, drag, and moment data taken by Pope [18] whose original

publication was not readily available. However, Critzos reports that the data was

taken at a Reynolds number of 1.23 × 106 and that the data was published without

correction factors because the experimentalists found (through some tests and as-

sumptions) that correction factors were not necessary. Anderson published numerical

and experimental lift data for a finite wing with an aspect ratio of 5.563 from 0◦ to 50◦

at a Reynolds number of 2× 106. However, he does not reveal the 2D data used for

his numerical model. Thus Pope’s 2D data was used as input to the current numeri-

cal model and the results were compared to Anderson’s experimental and numerical

results. Figure 4.9 compares the 2D data from Pope and the 3D numerical results
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of the current model with the 3D experimental and numerical results published by

Anderson.
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Figure 4.9: Experimental vs. numerical results for a finite wing of aspect ratio 5.536.

From the discrepancy between Anderson’s finite-wing numerical results and

the numerical results of the current model, it is apparent that Anderson’s 2D airfoil

lift data was slightly different than Pope’s lift data. This can partly be attributed

to the difference in Reynolds numbers of the two data sets. However, below 12◦, the

current model matches Anderson’s experimental values better than his own finite-

wing numerical model does. Notice that as Anderson’s numerical results approach

40◦, his numerical model seems to diverge and over-predict lift. However, the results

of the numerical model presented here show that this model is capable of predicting

reasonable values for lift across the entire regime of angles of attack.

4.1.4 Upstream Velocity Effects

To determine the ability of the model to predict the effects of uniform flow

and irrotational slipstream flow, results are compared to the experimental data of

Stuper [20]. (The ability of the lifting line model to predict rotational slipstreams is

discussed in 4.3.) In these experiments, conducted in the 1930’s, the aerodynamics

of a finite wing were investigated in the presence of a slipstream. A Göttingen 409
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airfoil section was employed on a rectangular wing of aspect ratio four (0.8 m span,

0.2 m chord) with circular end caps of diameter 0.32 m. Precautions were taken in the

experimental setup to ensure that the slipstream produced by the 0.12 m diameter jet

was both uniform and non-rotational. The freestream velocity was nominally 30 m/s,

with jet speeds of 35.4 m/s and 40.8 m/s, representing 18% and 36% velocity increases

in the slipstream, respectively.

For the numerical model, the 2D section lift behavior as a function of angle of

attack is required. This behavior can be obtained either numerically or experimen-

tally. Experimental results for the Göttingen 409 airfoil were not readily found in the

literature, so instead a 2D incompressible Reynolds-Averaged Navier-Stokes (RANS)

solution was used. For this, a pressure-based, segregated finite-volume solver was em-

ployed. In terms of the solution/discretization procedure, the convective terms were

computed using a second-order upwind discretization, while the viscous terms were

discretized using a second-order central discretization. Pressures were interpolated to

the cell faces using a second-order interpolation scheme, and pressure-velocity cou-

pling was achieved using the common SIMPLEC algorithm. Figure 4.10 shows the

grid-converged results at Re= 406, 000 using the Spalart-Allmaras [21] turbulence

model. Although it is not expected that this model predicts the behavior beyond

stall with a large degree of accuracy, it provides sufficiently accurate behavior in the

absence of experimental data.

The end caps employed in Stuper’s experiments significantly affect the lift

behavior of the wing. To represent these circular caps in the computational model,

vertical rectangular wing sections were included at the wing tips. Great care was

taken to ensure that the effects of these rectangular surfaces correctly represented the

effects of the circular caps. Figure 4.11 illustrates the numerical geometry, showing

the wing and representative size of the slipstream. Note that the chord-wise lines

represent the distribution of the 2D spanwise wing sections.
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Figure 4.10: CL vs. α for the Göttingen 409 airfoil at Re= 406, 000 as predicted by
the RANS equations.

Figure 4.11: Computer model of the finite wing geometry showing the distribution
of the spanwise sections. The circular disk illustrates the size of the jet relative to the
wing.

Uniform Flow

As an initial check to the model, a uniform flow condition was tested. Figure 4.12

shows a comparison of the numerical solutions to the experimental Cl distributions at

three angles of attack for the case of uniform flow. The similarity in behavior near the

tips indicates that the rectangular surfaces accurately model the effects caused by the

circular end caps used in the experiments. Note that the Cl distribution across the

entire wing at both 4◦ and 12◦ angle of attack agree very well. At α = 8◦, however,

the magnitude of the lift forces are under-predicted. This discrepancy is a result of

a “jump” in the experimentally measured lift that occurs near α = 8◦ which can be

seen throughout much of Stuper’s data. This jump is not predicted by the 2D RANS

solution used as an input into the lifting line algorithm and is assumed to be an error

in the experimental data.
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Figure 4.12: Cl distribution across the wing at three angles of attack, α = 4, α =
8, and α = 12, with a uniform freestream velocity. Experimental values published by
Stuper [20].

Irrotational Slipstream

Once the uniform flow condition had been tested, the ability of the model to han-

dle irrotational slipstream flow could be tested. The experimentally measured up-

stream velocity profiles were used as inputs to the numerical model, and are shown in

Fig. 4.1.4. These profiles are altered slightly from the experiments in that they repre-

sent symmetrically “averaged” profiles (the measured profiles exhibit some asymmet-

ric behavior that is ignored in the numerical model). Note that a significant velocity

deficit occurs near the edge of the slipstream. Stuper attributes this deficit to viscous

effects on the jet nozzle placed upstream of the wing.

Using the nonlinear airfoil section lift behavior obtained from the RANS equa-

tions, the upstream velocity profiles obtained from the published experiments, and

the geometry shown in Fig. 4.11, lift distribution results were obtained at three differ-

ent angles of attack for both the 18% and 36% jets. The numerical solution required

19 Newton iterations to converge—about six seconds of CPU time on a Pentium 4

PC—for the worst case (36% jet at α = 8◦). The resulting lift distributions are shown

in Fig. 4.14 and Fig. 4.15 along with the experimental values.

Overall, the numerical analysis shows good agreement with the experimental

data. At α = 4◦, the numerical results appear to lie within the uncertainty of the
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Figure 4.13: Upstream velocity profiles for 18% and 36% increase in freestream ve-
locity in the slipstream, based on the measurements of Stuper [20].
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Figure 4.14: Cl distribution along the span for slipstream velocity 18% at three angles
of attack, α = 4, α = 8, and α = 12. Experimental values published by Stuper [20].
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Figure 4.15: Cl distribution along the span for slipstream velocity 36% at three angles
of attack, α = 4, α = 8, and α = 12. Experimental values published by Stuper [20].
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experimental data for both jet velocities. With increasing angle of attack, it appears

that the deficit in velocity at the edges of the jet have a greater effect on the numerical

results than the experimental results. This is noticeable from the large dips in the

numerical results near the edge of the jet. These dips vary from the experimental

results by about 12 to 16%.

Also of note is that the dips deviate more from experimental values when the

wing is at a higher angle of attack. It should be remembered that no mixing between

the jet velocity and the freestream velocity is modeled, which phenomenon could be

causing the difference between the numerical and experimental results. The reader is

reminded that the lifting line method calculates the lift from a section of wing purely

by the incoming velocity experienced at the quarter chord of the wing. At higher

angles of attack in experimental setups, this incoming velocity may vary from the

given jet velocity because of boundary conditions present with the actual 3D wing.

Thus, it is expected that viscous effects would cause the experimental results to be

less agitated by a deficit in velocity than the numerical results.

It is also worth noting that at both 8◦ and 12◦ angle of attack, the experi-

mental Cl values outside of the slipstream are noticeably higher (about 5%) than the

numerical results. This phenomenon could also be caused by mixing or other pressure

effects caused by the slipstream which are not accounted for in the numerical model.

It is apparent that the circulation distributions are more elliptically shaped at

the tips of the wing. This stands to reason as the high circulation strengths within

the jet profile have less effect on the outer edges of the wing because of distance.

Thus, near the center of the wing, large amounts of downwash are experienced by the

wing sections. This downwash, along with the deficit in velocity at the edge of the

jet causes the circulation dip in the numerical results.

Also of interest is the overall CL vs. α behavior for the finite wing with and

without the slipstream. Figure 4.16 shows the experimental and numerical results for

the coefficient of lift over a range of angles of attack. Note that the numerical model

matches the data very well at angles of attack below stall. The numerical analysis

predicts an increase in overall lift with increasing jet velocity which agrees with the
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experimental data. The jump in the experimental CL measurements at α = 8◦ is

noticeable here. As stated previously, this jump was not found in the 2D RANS

results.
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Figure 4.16: Overall CL vs. α for the finite wing. Experimental values published by
Stuper [20].

4.2 Propeller Model

Propellers are often characterized by only a diameter and pitch. However,

propellers include many other significant (and often proprietary) parameters such as

chord distribution, airfoil geometry, pitch offset, and pitch washout. These addi-

tional parameters are not usually included in published results. Therefore, it is often

necessary to make a number of assumptions when modeling the aerodynamic char-

acteristics of propellers. Basic assumptions were made in comparing the subsequent

numerical results to experimental data and are noted where appropriate.

4.2.1 Total Thrust

Results from the model are first shown vs. experimental results published by

Kotb [22]. Kotb included many important parameters in his paper, which allowed for

accurate propeller parameters to be used in the numerical model. However, airfoil lift
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and drag characteristics were not published, and are here assumed to be similar to

a NACA 0012 airfoil. Figure 4.17 displays the numerical vs. experimental values for

coefficient of thrust vs. advance ratio. The numerical model appears to be slightly

optimistic across the entire range of tested advance ratios. This could be due to

the fact that the model makes no adjustment for mixing with the freestream at the

boundaries of the propwash. The lack of modeling the mixing phenomenon is apparent

in subsequent plots.
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Figure 4.17: Experimental and numerical results for thrust coefficient vs. advance
ratio. Experimental values published by Kotb [22].

In situations where the propeller is at an angle of attack to the freestream,

the thrust varies azimuthally around the propeller. To check the accuracy of the off-

axis model, results were compared to experimental results cited by McCormick [7].

Figure 4.18 shows how the ideal power required by the propeller varies with induced

velocity and angle of attack. The velocity axis is normalized by the induced velocity

under static conditions and the power axis is normalized by the power required to

produce the same thrust under static conditions.
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Figure 4.18: Required ideal power vs. velocity for constant thrust. Published data
cited by McCormick [7].

4.2.2 Velocity Profiles

Figure 4.19 displays the numerical axial and tangential velocities predicted

by the model vs. the time averaged experimental velocities published by Kotb [22].

The velocities are normalized by the freestream velocity. The lack of mixing with

the freestream is obvious in these plots, as the numerical results peak near the edges

of the propeller, rather than tapering off into the freestream. Further discrepancies

between the two sets of data could be caused by the airfoil characteristics assumption.
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Figure 4.19: Normalized time-averaged velocities behind propeller vs. normalized
propeller radius. Experimental values published by Kotb [22].
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Figure 4.20 and Fig. 4.21 display the numerical results vs. the time averaged

experimental data taken by Lepicovsky [23]. Only basic parameters of the experi-

mental propeller were included in the publication, so two assumptions were made: 1)

the chord has an elliptical distribution, 2) The airfoil has lift and drag characteristics

of a NACA 0012. From the deficit in the predicted velocity profiles in Fig. 4.20, it is

assumed that the propeller had an undisclosed pitch offset. By adding a pitch offset

of 10 degrees, Fig. 4.21 was produced. Again, the lack of slipstream interaction with

the freestream is apparent in the numerical model. However, the basic numerical

velocity profiles are very similar to the experimental results.
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Figure 4.20: Normalized time-averaged velocities behind the propeller vs. normalized
propeller radius. Experimental values published by Lepicosvsky [23].

4.2.3 Slipstream Profile

Figure 4.22a displays the numerical model predictions of the slipstream radius

(white line) on the experimental data taken by Nozicka [24]. The data was taken

at an advance ratio of 0 (static thrust condition) and reveals the strong slipstream

contraction at static thrust conditions. Figure 4.22b displays the numerical model

velocity field behind the propeller. The color coding of each of the two figures are ref-

erenced according to the color scale at the right of Fig. 4.22b which is in units of m/s.
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Figure 4.21: Normalized time-averaged velocities behind the propeller vs. normalized
propeller radius. Experimental values published by Lepicosvsky [23].

From the figures it can be noted that the velocity magnitudes within the slipstream

of the numerical solution match experimental data quite well. The slipstream radius

of the numerical model appears to become more accurate to the experimental data as

it moves further downstream. Other cases were tested at various advance ratios with

similar results. Again, it is apparent that no mixing with the freestream is modeled.
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Figure 4.22: (a) Experimental axial velocity flowfield of a propeller at an advance
ratio of zero as measured by Nozicka [24], overlaid with the numerical prediction of the
slipstream edge. (b) Numerical prediction of the flowfield of a propeller at an advance
ratio of zero. The color bar at the right has units of (m/s) and is applicable to both
figures.
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4.3 Combined Models

Finally, the numerical propeller and wing aerodynamic models are integrated

into a single model to simulate the effects of propwash on the lift distribution along

a finite wing. The same wing geometry used by Stuper [20] presented in the previous

section is employed here (0.8 m span, 0.2 m chord). The propeller used in the ex-

periments and numerics has a diameter of 15 cm and a pitch of 6 cm. The propeller

was placed in the model 12.5 cm in front of the wing quarter chord and rotated at

an advance ratio of 0.15 in the 30 m/s freestream. Figure 4.23 shows the resulting

prediction for the Cl distribution across the wing.
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Figure 4.23: Cl distribution along the span of a wing in a propeller slipstream. Ex-
perimental values published by Stuper [20].

Note that the numerical results are qualitatively correct, but quantitatively

optimistic. It should be noted that only standard pitch and diameter values are pre-

sented for the propeller used in the experiments. However, the actual propeller used

in the experimental setup is not readily available, and thus assumptions were made.

It is likely that a more accurate representation of the propeller would result in bet-

ter agreement with the experimental data (although it is not expected to completely

resolve the discrepancies in magnitude seen in the figure).
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It is also possible that the numerical lifting-line approach implemented in the

wing aerodynamic model is over-predicting the additional lift induced by the pro-

peller. To understand this possibility, the reader is reminded that rotational velocities

within the slipstream model increase as the slipstream contracts to preserve angular

momentum. Thus, the leading edge of the wing is at a lower angle of attack than the

quarter-chord of the wing. The lifting line model predicts aerodynamics from a single

incoming velocity vector placed at the quarter chord, and it is assumed that the entire

wing section is at a similar angle of attack. However, in a real-life scenario where

viscous and boundary conditions affect the slipstream, the rotational flow caused by

the propeller is damped out over the chordwise length of the wing. Thus, it is possible

to imagine that the leading edge of the wing experiences the highest angle of attack

and that the incident angle of attack decreases along the chordwise length of the

wing. Modeling such boundary condition effects are beyond the scope of this project.

However, as an initial modeling tool for wing and propeller interaction, the lifting line

model combined with the blade element propeller model produces reasonable results.
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Chapter 5

6 DOF Simulator Application

A compelling advantage of a low computational cost aerodynamics model is

its ability to be linked to a flight simulator. In this way, autopilot controllers can be

realistically tested and tuned on various airframes before being tested on expensive

and fragile hardware in the field. This allows for the majority of the autopilot code

testing to be accomplished in a virtual world before using the autopilot functions on

actual airframes. Thus, the combined propeller and aerodynamics model was used to

enhance the accuracy of a 6 degree of freedom (DOF) simulator written by Nathan

Knoebel.

Originally, simple flight mechanics equations (which can be found in almost

any mechanics or controls book [25, 11]) were used in the simulator to predict the

aerodynamic loads on airframes in horizontal flight. Similar methods [26] were used to

predict these forces and moments during hover modes. These simplified equations are

based on aerodynamic coefficients often unknown about an airframe. Once the current

aerodynamic model was completed, it was used to predict the aircraft coefficients of

an airframe currently used for experimentation. With these coefficients, the 6 DOF

simulator is able to run real-time with relatively accurate aerodynamic forces and

moments.

The speed of the aerodynamics model also allowed it to be linked directly to the

simulator for almost-real-time (ART) force updates. This provides for more accurate

aerodynamic forces and moments to be computed for various flight regimes rather

than relying on aerodynamic coefficients calculated for a steady-level flight regime to

be used during other flight conditions such as climbing, banking, descending, etc.
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Figure 5.1 through Fig. 5.6 compare the aerodynamic forces and moments

in airframe coordinates of the two aerodynamic models. The first model is based

on the simplified mechanics equations with aerodynamic coefficients, and the second

model is the ART full aerodynamic modeling results. These ART full results were

computed using the “Jacobian” solver for the system of equations. Similar (although

less accurate) results can be achieved by using the “Best Linear” solver. Figure 5.7

shows the aircraft states for the computed flight regime. This flight period represents

a horizontal launch and rolling climb of the aircraft.
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Figure 5.1: Predicted aerodynamic force in the x direction on the aircraft using each
model.

Three significant observations can be made from the plots presented.

• First, there is a noticeable offset between each of the models throughout most

of the plots. This can partially be attributed to the fact that the coefficients

for the aircraft must be calculated at a set angle of attack. Model 1 uses these

coefficients in a linear manner to predict the forces and moments at all other

angles of attack while Model 2 uses the real-time angle of attack to predict the

forces and moments.
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Figure 5.2: Predicted aerodynamic force in the y direction on the aircraft using each
model.
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Figure 5.3: Predicted aerodynamic force in the z direction on the aircraft using each
model.
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Figure 5.4: Predicted aerodynamic moment about the x axis of the aircraft using
each model.
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Figure 5.5: Predicted aerodynamic moment about the y axis of the aircraft using
each model.
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Figure 5.6: Predicted aerodynamic moment about the z axis of the aircraft using each
model. The left y axis corresponds to model one and the right y axis corresponds to
Model 2.
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Figure 5.7: Deflections and states of the aircraft.
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• Second, Model 1 is virtually unable to predict drag due to elevator and aileron

deflections. This can be seen by noticing that the drag predicted from Model

1 near the beginning of the flight is much lower than the drag predicted by

Model 2. During this time there are significant elevator and aileron deflections

which naturally cause drag. Model 1 uses only a single coefficient to predict

the drag due to elevator deflection and no coefficient to predict the drag due to

aileron deflection. In fact, this coefficient has a positive sign, which results in

a drag force when the elevator is positively deflected and a thrust force when

the elevator is negatively deflected. Therefore, in the first few moments of this

flight, when the elevator is negatively deflected, Model 1 shows more force in

the x direction than Model 2, which can be attributed to this positive drag

coefficient.

This limitation of Model 1 can also be seen starting at the 128th time step.

At this moment, the aircraft has reached a quasi-steady-state and suddenly

deflects the elevator. Model 1 uses the coefficient of drag due to elevator and

angle of attack to predict the increase in drag and decrease in x force. Model 2

is less sensitive to this, as it also picks up drag perturbations from a subsequent

aileron deflection. Notice that beyond that point, Model 1 x force follows a

combination of the elevator deflection and angle of attack patterns while Model

2 x force is affected by the elevator deflection, angle of attack, and aileron

deflection patterns.

• Third, it is apparent from Fig. 5.6 that the full aerodynamic model predicts

much more moment about the z axis than the simplified equations. In fact, it

predicts an order of magnitude difference in moment about the z axis. This

could be related to the fact that the propeller model includes off-axis forces

and moments caused by the propeller situated at an angle of incidence to the

freestream velocity. In many situations, normal forces in the plane of the pro-

peller rotation would cause a moment about the z axis.
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Overall, both aerodynamic modeling results predict reasonable forces and mo-

ments. However, it is apparent by the complexity in the plotted results of the full

aerodynamic model that this model is more sensitive and capable of modeling the full

effects of various input perturbations not detected by the simplified equations model.

The autopilot code has been tested for its ability to control around the forces

and moments predicted by the full aerodynamic model and found to be very suc-

cessful during horizontal flight modes. The full aerodynamic model has not yet been

employed during VTOL modes. This constitutes the remaining step for the full inte-

gration of the aerodynamic model into the 6 DOF simulator.
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Chapter 6

Conclusion

6.1 Lifting Line Model

The lifting line algorithm has proven to be extremely fast and accurate for

3D wings below stall. This provides a very useful tool for the initial design stages

of conventional aircraft. For wings above stall, the lifting line method can be used

with caution. It has shown to produce reasonable values for the integrated lift on a

wing. However, these solutions are often plagued with oscillations in the circulation

distribution, which make the resulting lift, drag, and moment distributions hard to

believe. Further investigation may be able to alleviate these drawbacks to convergence

above stall. Additionally, it has been found that the lifting line theory has significant

limitations in predicting 3D effects on a wing near 90◦ angle of attack. However, the

results produced at high angles of attack are within reason, and can be used with

caution.

6.2 Propeller Model

The accuracy of the propeller model is dependent upon the extent to which the

propeller is correctly characterized within the model. When the propeller is correctly

modeled, the propeller model appears to predict a slightly higher velocity profile

than the experimental data. However, for the initial stages of VTOL aircraft design,

the velocity profiles and slipstream geometry predicted by the model are acceptable.

Thus, a method has been presented and validated which can quickly and accurately

predict propeller slipstream characteristics. The speed of this solution along with its

accuracy will allow the model to be used in preliminary design phases of a VTOL

SUAV.
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6.3 Combined Models

The results of the combined low-cost models presented above indicate that this

overall approach shows promise for initial aerodynamic design calculations of wings

with significant slipstream effects. The lifting line approach to modeling the wing

aerodynamics produces satisfactory results in the presence of a slipstream, often to

within the uncertainty of the experimental measurements. The propeller model also

produces results in good agreement with experimental data. However, the combined

wing and propeller models produce results that, although qualitatively correct, tend

to over-predict the magnitude of the lift perturbations due to the slipstream. This

behavior and its possible remedies should be further investigated.

6.4 Resulting Software: Aither

A software package for aircraft design resulted from the code described above.

The code was written in C++ with a Graphical User Interface developed by Jeff

Hogge. The software has proven to be user-friendly and will be implemented by

aircraft design teams at Brigham Young University for future development of both

conventional and VTOL aircraft.

62



Appendix A

Derivation of Lifting-Line Equation

A.1 Nomenclature

Ai area of wing section i

c̄i characteristic chord length for wing section i

ci average chord length at wing section i

CDi section drag coefficient for wing section i

CLi section lift coefficient for wing section i

CLαi section lift slope for wing section i

CMi section moment coefficient for wing section i

d"i directed differential vortex length vector at control point i

f system of equations

F total force on aircraft

[J] Jacobian matrix

M total moment on aircraft

N total number of horseshoe vortices

R residual vector

ri vector from aircraft CG to control point i

ri1j vector from 1st node on section i to control point on section j

ri2j vector from 2nd node on section i to control point on section j

ri1j magnitude of ri1j

ri2j magnitude of ri2j

Si planform area of wing section i

uai chordwise unit vector at control point i

uni normal unit vector at control point i
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usi spanwise unit vector at control point i

ui unit vector in the direction of the local velocity

vij velocity induced at control point j by horseshoe vortex i

Vreli upstream velocity at control point i

Vtoti total velocity at control point i

Vtoti magnitude of Vtoti

αi angle of attack at wing section i

δi flap deflection for wing section i

Γi vortex strength at control point i

ρ fluid density

A.2 Overview of Numerical Lifting Line Method

In the original numerical lifting line method, a finite wing is modeled using

a series of horseshoe vortices with one edge bound to the quarter chord of the wing

and the trailing portion aligned with the free-stream velocity. A general 3D vortex

lifting law is combined with Prandtl’s hypothesis that each spanwise section of the

wing has a section lift equivalent to that acting on a similar 2D airfoil with the same

local angle of attack.

From the 3D vortex lifting law, the differential force vector produced by the

finite wing section i is

dFi = ρΓiVi × d"i (A.1)

The lift coefficient of a 2D airfoil can be expressed as an arbitrary function of angle

of attack

Cli = Cli(αi, δi) (A.2)

Assuming that this relationship is known at each section, then the magnitude of the

differential force produced by wing section i is

dFi =
1

2
ρV∞

2Cli(αi, δi)Ai (A.3)
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Setting the magnitude of Eq. (A.1) equal to the right hand side of Eq. (A.3)

for each of the spanwise sections of the wing produces a system of equations that can

be solved for the vortex strengths at each section. Once all the vortex strengths are

known, the force vector at each section can be computed and summed together to

determine the inviscid force and moment vectors acting on the wing. This method

has been shown to work well at predicting the inviscid forces and moments for wings

with sweep and dihedral and aspect ratios greater than 4. Accuracy is similar to

panel methods or Euler computational fluid dynamics, but at a fraction of the cost.

In addition, systems of lifting surfaces with arbitrary position and orientation can be

analyzed.

A.3 Jacobian

Phillips [5] derives a nonlinear system of equations which can be solved for

the vortex strengths at each section. This nondimensional approach works well for

conventional aircraft where a freestream velocity can be used to nondimensionalize the

flow. However, for VTOL flight analysis where the freestream velocity can approach

zero, the nondimensional equations do not stand. The following derivation presents a

similar result to Phillips’s nondimensional derivation, but preserves the dimensional

qualities of the flow and aircraft. Such an approach allows not only for freestream

velocities to approach zero, but also for varying velocities across the wingspan.

We begin by setting the magnitude of the force obtained through the lift

coefficient at wing section i equal to the magnitude of the forces obtained from the Γ

values.

ρΓi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣ =
1

2
ρV 2

totiAiCli(αi, δi) (A.4)
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where

vij =
1

4π

[
δij

(ri1j + ri2j)(ri1j × ri2j)

ri1jri2j(ri1jri2j + ri1j · ri2j)

]

+
1

4π

[
u∞ × ri2j

ri2j(ri2j − u∞ · ri2j)
− u∞ × ri1j

ri1j(ri1j − u∞ · ri1j)

]
(A.5)

Rearranging and canceling ρ we get

2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣− V 2
totiAiCli(αi, δi) = 0 (A.6)

The system of equations is then written in the vector form

F (Γ) = R (A.7)

where

Fi(Γ) = 2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣− V 2
totiAiCli(αi, δi) (A.8)

We want to find the vector of vortex strengths Γ that makes the residual vector

R approach zero. Therefore we want the change in the residual vector to be equal

to −R. If we start with an intial guess for the vector Γ, we can use the Newton

corrector equation and iterate until convergence criteria are met.

[J]∆Γ = −R (A.9)

where [J] is an N by N matrix of partial derivatives.

Jij =
∂Fi

∂Γj
(A.10)

Eq. A.10 takes on two different forms for two possible cases: Case 1: i $= j

and Case 2: i = j. We will first look at Case 1.
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Case 1: i $= j : ∂Fi
∂Γj

can be divided into two parts (see Eq. (A.8). First, let’s

look at the derivative of the first half of the equation with respect to Γj:

∂

∂Γj
2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣ (A.11)

This can be rewritten in generic notation as

∂

∂t
|f × g| =

f × g

|f × g| ·
(

∂f

∂t
× g

)

where f is a vector function of t and g is any vector that is not a function of t.

Applying this rule to the equation yields:

∂

∂Γj
2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣ =
2Wi · (vji × d"i)

|Wi|
Γi (A.12)

where

Wi =

(
Vreli +

N∑

j=1

Γjvji

)
× d"i (A.13)

Now we turn our attention to the derivative of the second half of the equation

with respect to Γj:

∂

∂Γj
V 2

totiAiCli(αi, δi) (A.14)

where

Vtoti = Vreli +
N∑

j=1

Γjvji (A.15)

Vtoti = |Vtoti| (A.16)

and

αi = tan−1





(
Vreli +

∑N
j=1 Γjvji

)
· uni

(
Vreli +

∑N
j=1 Γjvji

)
· uai



 (A.17)
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Here Vtoti and Cli are both functions of Γj. The product rule is used for this part of

the equation as follows:

∂

∂t
f(t)g(t) = f ′(t)g(t) + f(t)g′(t)

where f(t) and g(t) are both functions of t. Applying this rule to the equation yields:

∂Cli
∂αi

∂αi

∂Γj
V 2

totiAi + Cli(αi, δi)Ai
∂

∂Γj

(
|Vtoti|2

)
(A.18)

In order to solve for ∂αi
∂Γj

we use the chain rule with the known derivatives of

two basic equations:
∂

∂u

(
tan−1 u

)
=

1

u2 + 1

∂

∂u

(v

u

)
=

v∂u− u∂v

v2

Applying the chain rule and the above derivatives we get:

∂αi

∂Γj
=




1

(
Vni
Vai

)2

+ 1




[
Vai(vji · uni)− Vni(vji · uai)

V 2
ai

]
(A.19)

where

Vai =

(
Vreli +

N∑

j=1

Γjvji

)
· uai (A.20)

and

Vni =

(
Vreli +

N∑

j=1

Γjvji

)
· uni (A.21)

Simplifying yields
∂αi

∂Γj
=

Vai(vji · uni)− Vni(vji · uai)

V 2
ai + V 2

ni

(A.22)

Using rules of vector derivatives we find

∂

∂Γj

(
|Vtot|2

)
= 2(Vtot · vji) (A.23)
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Substituting equations A.22 and A.23 into Eq. A.18 and then equations A.12 and

A.18 into Eq. A.10, we get:

Jij =
∂Fi

∂Γj
=

2Wi · (vji × d"i)

|Wi|
Γi

− V 2
totiAi

∂Cli
∂αi

Vai(vji · uni)− Vni(vji · uai)

V 2
ai + V 2

ni

− 2AiCli(αi, δi)(Vtot · vji) (A.24)

Case 2: i = j: Now we turn to Case 2 where i = j. The derivation of Case

2 is identical to Case 1 except that an extra term appears in equation A.12 where

Γi = Γj which alters the derivative somewhat. Our new answer for Eq. A.12 is:

∂

∂Γj
2

∣∣∣∣∣Γi

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣ = 2|Wi| +
2Wi · (vji × d"i)

|Wi|
Γi (A.25)

As a result, we obtain

Jij =
∂Fi

∂Γj
= 2|Wi| +

2Wi · (vji × d"i)

|Wi|
Γi

− V 2
totiAi

∂Cli
∂αi

Vai(vji · uni)− Vni(vji · uai)

V 2
ai + V 2

ni

− 2AiCli(αi, δi)(Vtot · vji) (A.26)

Jij can then be used in Eq. (15) to compute the correction vector ∆Γ. Using Newton’s

method, a new Γ vector is computed. This process is repeated until the residual

vector, R reaches some convergence criteria.

A.4 Linear Approximation

In order to make the Newton iteration process converge as quickly as possible,

it is important to obtain the best initial guess for the Γ vector as possible. To do this,

a linear system of equations can first be solved. This system is constructed from the

original system of equations by dropping all second order terms and using the small
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angle approximation for the geometric and induced angles of attack. In the original

system,

2Γi

∣∣∣∣∣

(
Vreli +

N∑

j=1

Γjvji

)
× d"i

∣∣∣∣∣− V 2
totiAiCli(αi, δi) = 0 (A.27)

αi is defined as

αi = tan−1





(
Vreli +

∑N
j=1 Γjvji

)
· uni

(
Vreli +

∑N
j=1 Γjvji

)
· uai



 (A.28)

Applying the small angle approximations,

αi =

(
Vreli +

N∑

j=1

Γjvji

)
· uni (A.29)

Thus αi can be approximated as the sum of the geometric angle of attack, αgeomi ,

and the induced angle of attack, αindi . Thus

αi = αgeomi + αindi (A.30)

where

αgeomi =
Vreli · uni

Vreli

(A.31)

and

αindi =
N∑

j=1

Γjvji · uni

Vrelj

(A.32)

Here Vreli and Vrelj are used to normalize the magnitudes of the dot products . Now

αi can be written as

αi =

(
Vreli · uni

Vreli

)
+

(
N∑

j=1

Γjvji · uni

Vrelj

)
(A.33)

Additionally, we assume that the angle of attack is in the linear lift slope range. Thus,

Cli(αi, δi) = CLαi (αi − αL0i + εiδi) (A.34)
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By dropping all second order terms (substituting Vreli for Vtoti), the following equa-

tion is produced.

2Γi |Vreli × d"i|− V 2
reliAiCLαi

[(
Vreli · uni

Vreli

)
+

(
N∑

j=1

Γjvji · uni

Vrelj

)
− αL0i + εiδi

]
= 0

(A.35)

A.35 can be rearranged to the linear system

2Γi

AiCLαi
|Vreli × d"i|− V 2

reli

(
N∑

j=1

Γjvji · uni

Vrelj

)
= V 2

reli

[(
Vreli · uni

Vreli

)
− αL0i + εiδi

]

(A.36)

Once the resulting Γ vector is solved, it is used as the initial guess in the

nonlinear system.
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