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ABSTRACT
An essential task in manufacturing planning and control is to determine when to release orders
to the shop floor. A prominent approach is the workload control (WLC) concept which originated
from the idea of controlling flow times by controlling order releases. Despite recent advances in
rule based WLC models, the recent semiconductor literature has neglected them, although it has
been shown that they outperformmost other periodic and continuous order release models. There-
fore, we adapt the most successful rule based WLC model, the LUMS-COR approach and compare it
with two approaches from the semiconductor manufacturing literature: Starvation Avoidance (SA)
and ConLOAD approach. We include three pool sequencing rules, namely First-Come First-Served
(FCFS), Earliest Due Date (EDD) and Critical Ratio (CR). We analyse their performance using a simu-
lation model of a scaled-down wafer fabrication facility. The results show that, in comparison to the
other two order release approaches, the LUMS-COR model yields lower total costs due to a more
balanced shop and better timing performance which is robust across different settings. This sug-
gests that the adapted LUMS-COR model has high potential to become a viable alternative to the
rule based order release mechanisms used in semiconductor industry to date.
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1. Introduction

This paper re-examines the use of rule based workload
control (WLC) in semiconductor manufacturing given
the recent developments in WLC research. WLC orig-
inated from the idea of controlling flow times by con-
trolling order releases, and thus the level of work-in-
process (WIP) and output (Kingsman, Tatsiopoulos, and
Hendry 1989; Wiendahl 1995). An order release model
has to decide which orders should be released from
an order pool to the shop floor, where the order pool
contains all unreleased orders and seeks to smooth out
fluctuations in the incoming flow of orders. Within the
WLC literature, two streams of research can be identified
(Puergstaller and Missbauer 2012; Haeussler and Net-
zer 2019): (i) Rule based and (ii) optimisation based order
release models. The latter models formulate a multi-
period optimisation model to determine the optimal
order release quantities over a certain planning horizon
(Missbauer and Uzsoy 2011) and have been tested in
the semiconductormanufacturing context (Kacar, Irdem,
and Uzsoy 2012; Kacar, Moench, and Uzsoy 2013; Ziar-
netzky et al. 2015). The second category are rule-based
order releasemechanisms that determine when to release
orders by employing a set of rules based on a variety
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of design options (Bergamaschi et al. 1997) and param-
eter settings (e.g. workload norm) of the order release
mechanisms (Glassey and Resende 1988;Wiendahl 1995;
Land 2004). The focus of this paper is on the latter
category.

Rule based order release methods can be divided into
two groups according to when the order release decision
takes place: at periodic intervals or continuously (Fowler,
Hogg, and Mason 2002; Thuerer et al. 2014a). When
applying rule based order release models to semiconduc-
tormanufacturing,mainly continuousmodels were used.
These approaches release new orders at any moment
in response to a trigger event, i.e. the workload falling
below a critical level.Methods differ from each otherwith
regard to how the workload is aggregated, and can be
either bottleneck based (Goldratt and Cox 1986; Goldratt
and Fox 1986; Glassey and Resende 1988; Wein 1988;
Glassey, Shanthikumar, and Seshadri 1996) or shop load
based (Spearman, Woodruff, and Hopp 1990; Lin and
Lee 2001). However, despite recent developments in
the rule based WLC literature which mainly focuses
on Small and Medium Enterprises (SME) in Make-
To-Order (MTO) environments (Oosterman, Land, and
Gaalman 2000; Thuerer et al. 2012, 2014a; Thuerer and
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Stevenson 2016; Yan et al. 2016), most recent papers
on semiconductor manufacturing focus on multi-period
optimisation models for order release (Kacar, Irdem, and
Uzsoy 2012; Kacar, Moench, and Uzsoy 2013; Ziarnet-
zky et al. 2015). This might be due to findings of ear-
lier comparative papers that show that periodic order
release models are outperformed by continuous mecha-
nisms (Hendry and Wong 1994; Sabuncuoglu and Kara-
pınar 1999), but a recent study of Thuerer et al. (2012)
shows that a hybrid approach combining periodic and
continuous elements, namely the LUMS-COR (Lan-
caster UniversityManagement School – Corrected Order
Release) model outperforms all other tested order release
approaches.

Since the semiconductor wafer fab environment, with
high uncertainty, long re-entrant process routings, and
combination of batch and unit processing machines con-
stitutes a very challenging environment for workload
control methods, it is worth studying it from the point
of view of WLC also. In this regard, as recent research
on semiconductor manufacturing has not taken advan-
tage of some of the latest developments in the WLC
literature, in particular the LUMS-COR method intro-
duced in Thuerer et al. (2012), this papers’ contribution
is twofold: First, it links two largely separately devel-
oped streams of research and second it analyses whether
an adapted LUMS-COR approach improves the perfor-
mance of rule based WLC approaches in semiconductor
wafer fabs. This should serve as decision support for prac-
titioners whether implementing the LUMS-COR model
for order release is worth the effort in the semiconduc-
tor environment. Therefore, we compare the continu-
ous Starvation Avoidance (SA) approach of Glassey and
Resende (1988) and the continuous CONstant LOAD
(ConLOAD) approach of Rose (1999) with an adapted
LUMS-COR model (Thuerer et al. 2012), which com-
bines continuous and periodic release elements, using
a simulation model of a scaled-down wafer fabrication
facility (Kayton et al. 1997).

ConLOADwas introduced to overcome the shortcom-
ing of ConWIP (Spearman, Woodruff, and Hopp 1990)
which only controls the number of jobs on the shop
floor, while ConLOAD was designed to track the load
situation of the fab and thus the desired and current
product mix by considering the load contribution of a
job to the bottleneck work centre (Rose 1999; Mönch,
Fowler, and Mason 2013). SA was developed for high
volume, low mix environments, while LUMS-COR was
explicitly designed for a Make-To-Order, high mix envi-
ronment. Although the number of such environments in
wafer fabrication was quite limited about thirty years ago,
it is, with the growth of the foundry model for semicon-
ductor manufacturing, much more relevant today. Since

ConLOAD and SA put their emphasis on controlling
the bottleneck workload we changed the LUMS-COR
approach of Thuerer et al. (2012) accordingly to yield a
fair comparison. Moreover, since previous research on
semiconductor wafer fabs has neglected pool sequenc-
ing rules, another contribution of this paper is the con-
sideration of such rules in the semiconductor domain.
Therefore, each of the above order release approaches
is combined with First-Come First-Served (FCFS), Ear-
liest Due Date (EDD) and Critical Ratio (CR) based
pool sequencing. Performance is measured in three
respects: By capturing costs, timing and load balancing
measures.

The remainder of this paper is structured as follows:
Section 2 reviews the relevant literature regarding rule
based periodic and continuous order release models and
their application domains. Section 3 outlines the used
pool sequencing and order release approaches and in
Section 4 we describe the simulation model and the
experimental design of our study. After presenting our
results in Section 5 we summarise, conclude and give
insights for future research in Section 6.

2. Literature review

The focus of this paper lies on the order release stage
only, thuswe refer toUzsoy, Lee, andMartin-Vega (1994),
Lu, Ramaswamy, and Kumar (1994), Mönch, Fowler, and
Mason (2013) or Land, Stevenson, and Thuerer (2014)
for reviews on scheduling models and their interaction
with order release models. The literature on order release
mechanisms based on workload control can, in gen-
eral, be divided into two streams of research: (i) peri-
odic and (ii) continuous order release models (Thuerer
et al. 2014a).

2.1. Periodic order releasemodels

With regard to periodic rule based order release models,
two key approaches are typically applied:

(1) Load Oriented Manufacturing Control (LOMC) app
roach: This method divides the workload (mea-
sured in hours of work) at any time into direct
load, orders waiting in front of the work centre, and
indirect load which is the workload upstream that
needs to be processed by the respective work cen-
tre. The LOMC approach determines the workload
of a capacity group by adding a discounted indirect
load to the direct load at release using a deprecia-
tion factor (Bechte 1988; Wiendahl, Glaessner, and
Petermann 1992; Bechte 1994).
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(2) Lancaster University Management School (LUMS)
approach: This approach simply adds the direct
and indirect load (Bertrand and Wortmann 1981;
Hendry 1989). Most recent research on rule based
WLC focussed on the LUMS approach, culminat-
ing in the so called LUMS-COR (Corrected Order
Release) method which corrects the workload cal-
culation by dividing the contributed workload by
the position of a work centre in the routing. This
leads to more robust workload norms (upper bound
for workload) by levelling short-term load fluctua-
tions (Oosterman, Land, and Gaalman 2000). It also
includes a continuous element which pulls orders
into the shop whenever a work centre is in danger
of starving (Thuerer et al. 2012).

Several optimisation basedWLCmodels evolved over
time which can be divided into exogenous (de Kok and
Fransoo 2003; Puergstaller and Missbauer 2012) and
workload-dependent lead time models (Kacar, Irdem,
and Uzsoy 2012; Ziarnetzky et al. 2015; Haeussler,
Stampfer, and Missbauer 2020). A thorough review of
optimisation based order release models is out of the
scope of this paper and thus we refer the interested reader
to Missbauer and Uzsoy (2011).

2.2. Continuous order releasemodels

Continuous order release models differ in how the work-
load is aggregated for triggering the release of orders.

(1) Bottleneck (Goldratt and Cox 1986; Goldratt and
Fox 1986; Glassey and Resende 1988; Wein 1988;
Glassey, Shanthikumar, and Seshadri 1996; Enns and
Costa 2002): Here orders are released to the shop
floor if the workload of the bottleneck work centre
falls below a certain limit. Only the bottleneck work
centre is considered, and thus only orders that have
to pass through the bottleneck are controlled.

(2) Work centre (Sugimori et al. 1977; Melnyk and
Ragatz 1989; Hendry and Wong 1994; Sabuncuoglu
and Karapınar 1999; Lin and Lee 2001): Whenever
the direct load of any work centre falls below a cer-
tain threshold, an order is released for which the
triggering work centre is the gateway work cen-
tre (i.e. the first work centre in the routing of
a job).

(3) Shop load (Spearman, Woodruff, and Hopp 1990;
Lin and Lee 2001): Here the order release method
releases a certain order whenever the shop load (i.e.
total workload on the shop floor) reaches a critical
level.

2.3. Application domains of rule based order
releasemodels

With regard to applying rule based WLC models, two
streams of research have developed, largely separately,
over time: applying WLC (i) to semiconductor industry
and (ii) to Small and Medium sized Enterprises (SME) in
Make-To-Order (MTO) environments.

Within the first group, Glassey and Resende (1988)
andWein (1988) were the first to show the important role
of order release methods in semiconductor wafer fabri-
cation. Their Starvation Avoidance (SA) and Workload
Regulation (WR) approaches were refined and applied to
multi-bottleneck wafer fabs (Cogez 1990; Glassey 1990;
Glassey, Shanthikumar, and Seshadri 1996). Several wafer
fabs (e.g. Mosley, Teyner, and Uzsoy 1998) implemented
the ‘drum-buffer-rope’ approach introduced by Goldratt
and Cox (1986) and Goldratt and Fox (1986). The idea
of this concept is that the slowest paced process – the
bottleneck – provides the pace (drum) which is tied to
the system entry points (ropes), and the buffer provides
the bottleneck with a time-phased WIP that protects it
from idling. Lou and Kager (1989) developed an order
release strategy called Flow Rate Control (FRC) which is
based on a two region control system model that either
stops or releases orders based on a calculation of sur-
plus inventory. Spearman, Woodruff, and Hopp (1990)
developed the CONstant Work In Process (ConWIP)
approach that focuses on keeping the work in process
on the shop floor at a constant level. This means that a
new order is released as soon as an order has finished
processing. Previous research on semiconductor manu-
facturing has shown that ConWIP-type approaches often
perform better than the Starvation Avoidance mecha-
nism (Rose 1999; Qi, Sivakumar, and Gershwin 2007).
In this regard, Rose (1999) developed ConLOAD which
is an extension of WR that seeks to keep the bottle-
neck workload at a specified level. ConLOAD better fits
the semiconductor environment compared to ConWIP,
as ConWIP does not consider differences in the bot-
tleneck workload contributions among the jobs. More-
over, while WR calculates the workload contribution of
a job by summing up the bottleneck processing times
(Wein 1988; Mönch, Fowler, and Mason 2013), Con-
LOAD divides the sum of bottleneck processing times by
the average shop floor time of the corresponding product
type (Rose 1999).

Finally, Lin and Lee (2001) present a continuous order
release model for wafer fabrication based on the shop
load and use a queuing network-based algorithm to
determine suitable load levels. Surprisingly, there is no
study of periodic rule based order release models applied
to semiconductor manufacturing, but a vibrant research
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direction evolved using multi-period optimisation mod-
els (Kacar, Irdem, and Uzsoy 2012; Kacar, Moench, and
Uzsoy 2013; Ziarnetzky et al. 2015).

Concerning WLC models applied to SME-MTO sys-
tems, most of the recent research has used the LUMS
approach and its extensions (e.g. LUMS-COR), since sev-
eral papers have shown that it outperforms other rule
based order release methods (both periodic and con-
tinuous) in most settings (Oosterman, Land, and Gaal-
man 2000; Thuerer et al. 2012). To the best of the
authors’ knowledge there is only one paper on LUMS-
COR that analyses a job shop with re-entrant flows
(Thuerer and Stevenson 2016) and three that analyse
LUMS-COR in unbalanced shops: the study by Fernan-
des, Land, and Carmo-Silva (2014) focuses on a job
shop, Chen et al. (2019) analyses a general flow shop
and Thuerer et al. (2017b) includes both a pure job
shop and a general flow shop (as defined in Ooster-
man, Land, and Gaalman 2000) in their simulation stud-
ies. However, their shops are different in many aspects
from the general structure of semiconductor wafer fab-
rication which includes (i) batch processing operations
at several work centres, where multiple jobs are pro-
cessed simultaneously as a batch, (ii) multiple re-entrant
flows and (iii) machine failures. Thus, we argue that
the results of earlier periodic rule based order release
models cannot be transferred to the far more complex
semiconductor manufacturing, making it hard to pre-
dict whether the improvement in performance holds
here as well. The lack of papers on implementations of
rule based order release models like LOMC (e.g. Wien-
dahl, Glaessner, and Petermann 1992, LUMS (Hendry
and Kingsman 1991), LUMS-COR (Thuerer et al. 2012)
in semiconductor wafer fabs seems to confirm this
conjecture.

Thus, this paper analyses whether the new advances
from the latter stream of research yield similar improve-
ments in performance of rule based order release mod-
els for semiconductor wafer fabs. Additionally, research
on rule based WLC in SME-MTO has stressed the
important role of pool sequencing rules on the perfor-
mance of rule based order release models (LUMS and
ConWIP; e.g. Thuerer et al. 2015, 2017a). Since pre-
vious research on semiconductor wafer fabs neglected
these rules, another contribution of this paper is the
consideration of different pool sequencing rules in this
domain. Therefore, we compare the cost, timing and
load balancing performance of the LUMS-COR, Con-
LOAD and SAmethods in combination with FCFS, EDD
and CR pool sequencing using a simulation model of
a scaled-down wafer fabrication facility (Kayton et al.
1997).

3. Pool sequencing and order release

3.1. Pool sequencing rules

A pool sequencing rule defines the sequence in which
arriving, unreleased orders that are collected in an order
pool, are considered for the order release decision. This
study considers three different pool sequencing rules
from the literature:

• First-Come First-Served (FCFS) is the simplest pool
sequencing rule under consideration. Orders are
sequenced based on their arrival time, which means
that the order that arrived first at the order pool is
also considered first for order release (e.g. Sabun-
cuoglu and Karapınar 1999; Fredendall, Ojha, and
Patterson 2010; Thuerer et al. 2015).

• Earliest Due Date (EDD) sequences orders based on
their due date, which means that the most urgent
order, i.e. the order with the earliest due date, is con-
sidered first (e.g. Ragatz andMabert 1988;Melnyk and
Ragatz 1989; Thuerer et al. 2015).

• Critical Ratio (CR)which calculates a priority value for
each order:

CR = remaining time until order′s due date is reached
total processing time of order

.

(1)
The order with the lowest critical ratio is consid-
ered first for order release (e.g. Enns 1995; Thuerer
et al. 2015).

3.2. Order release approaches

In this section, the order release approaches investigated
in our simulation model are described in greater detail.

3.2.1. Starvation avoidance (SA)
SA is a purely continuous release mechanism that
releases new orders whenever the sum of the direct
load and the indirect load of the bottleneck drops
below a pre-determined level (Resende 1987; Glassey
and Resende 1988; Fowler, Hogg, and Mason 2002). As
mentioned earlier, in a semiconductor wafer fab prod-
ucts have re-entrant process routings which means that
products can visit certain work centres multiple times.
However, the indirect load is defined as all orders that
are upstream of the bottleneck prior to their first visit
to the bottleneck work centre and all orders that are
upstream of the bottleneck within a defined time frame.
The latter is defined as the time that an order requires
to arrive at the bottleneck for the first time after its
release. As described above, SA only controls the release
of orders that pass through the bottleneck work centre.
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Thus, all non-bottleneck-products are released immedi-
ately at the moment of arrival in the order pool (Thuerer
et al. 2017b).

In terms of its specific implementation (Resende
1987), SA requires the determination of the bottleneck
work centre B and the respective number of machinesm
at this work centre B. Kj,i denotes the current number of
orders of product j at step i (i.e. in queue or in process),
wj,i the corresponding work centre and dj,i the respective
processing time of product j at step i. Furthermore, ij,0
is defined as the process step corresponding to the first
visit to the bottleneck work centre B of product j. The sets
of bottleneck work centre steps of product j are defined
by Sj,B = (ij |wj,i = B) and the sets of process steps per-
formed prior to the first bottleneck work centre visit of
product j by Fj = (1, . . . , ij,0 − 1).

Lj is the sum of the expected processing times over the
process steps of Fj, and is given by

Lj =
ij,0−1∑
ij=1

dj,i. (2)

nj,i is the process step number of product j’s next bottle-
neck work centre visit given that the corresponding order
of product j is currently at step i. Consequently, sets Pj
can be specified as those process steps of product jwhose
expected processing time plus the expected processing
time of the subsequent process steps prior to nj,i is less
than Lj. Thus, the sets Pj are given by

Pj =
⎛
⎝ij

∣∣∣∣
nj,i−1∑
k=ij

dj,k < Lj

⎞
⎠ . (3)

Having determined Pj, one can continue with specifying
the sets of critical steps of product j asQj = Fj ∪ Pj ∪ Sj,B.
Consequently, sets Qj contain all steps of product j that
are performed prior to the first bottleneck work centre
visit or that are within the lead time of the bottleneck
(i.e. time required for product j to arrive at the bottle-
neck work centre for the first time after order release) and
additionally contain all bottleneck steps of product j.

The inventory Wj represents all work in the system
of product j at the critical steps Qj that arrives at the
bottleneck work centre B (and the respective number of
machinesm) which can be calculated as follows:

Wj =
∑

i∈Qj
Kj,i ∗ dnj,i
m

. (4)

The virtual inventory W represents the sum of all Wj.
If the virtual inventory W drops below αL, where L
is defined as the maximum over all Lj (Resende 1987;
Fowler, Hogg, and Mason 2002; Mönch, Fowler, and

Mason 2013), with α > 0, the bottleneck work centre
is likely to starve and hence, SA triggers the release of
orders until this critical threshold level is exceeded. Dif-
ferent α-values represent different safety stock levels to
account for manufacturing uncertainties, such as pro-
cessing time variability. More precisely, higher α values
mean that new orders are released earlier compared to
lower values. Thus, one needs to specify and continuously
update W and determine an appropriate α-value when
applying SA (Resende 1987; Glassey and Resende 1988).

3.2.2. ConLOAD
CONstant LOAD (ConLOAD) is a continuous order
release approach that aims at holding the workload of the
bottleneck at a pre-determined level. ConLOAD deter-
mines the load contribution of a job by dividing the sum
of bottleneck processing times by the mean shop floor
time of the corresponding product type. Therefore, Con-
LOAD requires the estimation of the average shop floor
time for each product type.

Arriving orders are collected in an order pool, and
whenever an order on the shop floor has undergone its
last processing step, the overall bottleneck load is reduced
by the total load contribution of that order to the bot-
tleneck work centre. The procedure then checks whether
the current bottleneck load is below a pre-defined limit
(hereinafter referred to as the ConLOAD limit). If yes,
ConLOAD releases orders from the order pool until the
ConLOAD limit is reached. When an order is released,
its load contribution to the bottleneck is added to the
current bottleneck load (Rose 1999).

Since ConLOAD, like SA, only controls the release
of orders that pass through the bottleneck work centre,
again all non-bottleneck-products are released immedi-
ately at the moment of arrival in the order pool as under
SA.

3.2.3. LUMS-COR
LUMS-COR is a hybrid approach which incorporates
both periodic and continuous elements. The periodic ele-
ment of this order release procedure works as follows
(Thuerer et al. 2012, 2014b):

(1) All incoming orders are collected in an order pool.
(2) At the beginning of each period, the release proce-

dure checks whether the first order in the order pool
violates the predefined workload norm of any work
centre, defined as an upper bound for the workload.

(3) If noworkloadnorm is violated, the order is released,
the corresponding corrected workloads are added to
the work centres on its routing and the next order is
selected. If the workload norm of at least one work
centre is exceeded, the order is kept in the order pool.
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(4) This procedure is repeated until all orders were
checked and is started again after a certain time
which is defined by the release frequency whichmay
be a planning period (e.g. a day).

Note that it is sufficient to set only oneworkload norm,
which is the same for all work centres (Thuerer, Silva,
and Stevenson 2011), and that the workload contribu-
tion of an order to a work centre is not removed from
the current workload of this work centre until the respec-
tive process step is completed (Oosterman, Land, and
Gaalman 2000).

In order to guarantee a fair comparison with the
SA and ConLOAD approach, we need to make the fol-
lowing adaption to the periodic element of the LUMS-
COR approach: Since SA and ConLOAD only control
bottleneck-products in this study, the periodic release
procedure of LUMS-COR has been adjusted such that
only the workload of the bottleneck work centre is con-
trolled. More precisely, only the workload norm of the
bottleneckwork centre is determined and an order is only
released if its release will not cause the bottleneck load
to exceed the workload norm of the bottleneck. Non-
bottleneck-products are collected in the order pool and
are released at the beginning of the following period.
Thus, with LUMS-COR, non-bottleneck-products are
released periodically (interval release).

The continuous element of LUMS-COR aims at avoid-
ing idling or starving work centres between the peri-
odic release points. Thus, if a work centre runs idle
the next order in the order pool, whose first process
step has to be performed at the idling work centre, is
released. No workload norms are thereby considered,
but the workload contributions of this order are added
to the current workloads of the single work centres
(Thuerer et al. 2012, 2014b). However, since in the semi-
conductor system under study there is only one gateway
machine for all orders we also need to adapt the contin-
uous element of LUMS-COR: We use SA as described
in Section 3.2.1 which only controls bottleneck-products
and therefore, non-bottleneck-products are exclusively
released via the periodic order release mechanism. Thus,
all non-bottleneck-products are released at the beginning
of the following period.

All in all, the three investigated order release approa
ches are either designed (SA and ConLOAD) or adapted
(LUMS-COR) to only control bottleneck products and
therefore, the non-bottleneck products are handled in
the same manner by SA, ConLOAD and LUMS-COR,
meaning that they were not controlled at all: For SA and
ConLOAD, non-bottleneck products are released imme-
diately at arrival and for LUMS-COR they are all released
at the beginning of each period (interval release).

4. Simulationmodel and experimental design

We use a simulation model of a re-entrant bottleneck
system which was built with attributes of a real-world
semiconductor wafer fab previously studied in WLC
research (Kayton et al. 1997; Asmundsson, Rardin, and
Uzsoy 2006; Kacar, Irdem, and Uzsoy 2012; Albey and
Uzsoy 2015; Ziarnetzky et al. 2015; Gopalswamy and
Uzsoy 2018). The major characteristics of wafer fabri-
cation are multiple products with re-entrant and vary-
ing product routings and number of operations, unre-
liable machines and batch processing machines. The
photolithography process represents the re-entrant bot-
tleneck work centre and the model has batching work
centres (work centres 1 and 2) early in the process, rep-
resenting furnaces that perform diffusion and oxidation
processes. These machines can be loaded with any prod-
uct lot mix, that is, a batching work centre can run lots of
one type of product or many product types at one time.
All other work centres process one lot at a time. The tar-
get utilisation for the bottleneck work centre is 90%. The
model is shown in Figure 1.

The simulation model is made up of 11 work centres,
each with one server except the bottleneck work centre
(work centre 4) that has two servers. The processing times
for thework centres are log-normally distributedwith the
standard deviation less than or equal to 10 percent of the
mean. Table 1 shows the specific work centre processing
times and the respective batch sizes.

Machines 3 and 7 are subject to machine failures,
whose time to failure (MTTF) and time to repair (MTTR)
follow gamma distributions with the following parame-
ters that are the same for both machines:

• MTTF: α = 7200, β = 1 −→ Mean = 7200, Std. Dev.
= 84.9

• MTTR:α = 1200,β = 1.5 −→ Mean = 1800, Std.Dev.
= 52.0

The low process variance is representative of automa-
tion and tight process specifications encountered in the
semiconductor industry. A visit to a work centre is
defined as a process step and will be referred to as
a ‘step’ for consistency. Three products are produced
in the system which have varying number of process
steps, representing the differing complexity among prod-
ucts: Product 1 has 22 process steps including 6 visits
to the bottleneck work centre, product 2 has 14 pro-
cess steps with 4 visits to the bottleneck work cen-
tre and product 3 has 14 process steps and does not
visit the bottleneck. The system is required to produce
a product mix that is 3:1:1 of Product 1, 2, and 3
respectively.
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Figure 1. Re-entrant bottleneck model process chart for products (Kacar, Irdem, and Uzsoy 2012).

Table 1. Processing times and batch sizes.

Work centre # Mean Std. Dev. Batch (Min/Max)

1 80 7 2/4
2 220 16 2/4
3 45 4 1
4 40 4 1
5 25 2 1
6 22 2.4 1
7 20 2 1
8 100 12 1
9 50 4 1
10 50 5 1
11 70 2.5 1

In the simulation model, there are two work centres
with low reliability that create most of the starvation at
the bottleneck. One work centre is visited only once by
each product early in the process routings; the physical
location early in the process lends this step to act as a
‘gateway operation’ because of its ability to restrict the
flow of the product into the system. The second work
centre capable of starving the bottleneck is a re-entrant
work centre that is visited multiple times by the prod-
ucts and occurs later in the routings. This work centre
is representative of a Chemical Vapor Deposition (CVD)
process that is capable of producing a high output very
quickly. These two unreliable work centres have the abil-
ity to produce many products in a very short period of
time but can starve the bottleneck due to poor availability.
The demand is assumed to be stochastic with exponen-
tially distributed inter–arrival times. Orders arrive with
a mean of one order per 98 minutes and the due dates
are set as follows (Kutanoglu 1999; Land 2006; Gupta and
Sivakumar 2007; Bahaji and Kuhl 2008; Thuerer, Silva,
and Stevenson 2011):

On arrival the product type is randomly assigned by
a discrete uniform distribution dunif{1,5} (1-3: product
type 1, 4: product type 2, and 5: product type 3 to repre-
sent the product mix) and the due date is determined by
adding a random allowance where the minimum slack is
defined as seven times the total processing time of prod-
uct type 1 (7868minutes) and themaximumslack is set to
14,612minutes (13 times total processing time of product
type 1). Thus

DDj = ATj + unif {7868; 14,612} (5)

where DDj denotes the due date and ATj the arrival time
of order j. The random allowance was set such that an
Immediate Release strategy yields a percentage of tardy
jobs between 0% and 5%. Although any individual semi-
conductorwafer fab in practicewill differ inmany aspects
from our stylised environment, we think that our sim-
ulation model still captures the general characteristics
of semiconductor manufacturing, such as: (i) reliability
(hard failures in terms of machine breakdowns), (ii) re-
entrant process flows and (iii) mixed processing modes
(individual items vs. multi-lot batches) (see e.g. Fowler,
Hogg, and Mason 2002). Having described the simu-
lation model, we now discuss the experimental design
which is depicted in Table 2.

The three above described order release approaches,
SA, LUMS-COR and ConLOAD, are analysed with dif-
ferent sets of parameters and in conjunction with each
of the three above described pool sequencing rules (see
Table 2). SA and LUMS-COR are analysed with eleven
and three different α-values, respectively, and we test
ten workload norms for the LUMS-COR model. All
parameters were specified based on pilot simulation runs.



8 P. NEUNER AND S. HAEUSSLER

Table 2. Experimental design.

Pool Sequencing Rule Order Release Model Tested Parameters

FCFS Starvation Avoidance (SA) α (2; 2.5; 3; 3.5; 4; 4.5;
5; 5.5; 6; 6.5; 7)

LUMS-COR α (2; 3; 4)
workload norm (100; 200; 300; 400;
500; 600; 700; 800; 900; 1,000)

ConLOAD ConLOAD Limit (1.9; 1.95; 2.0;
2.05; 2.1; 2.15; 2.2;
2.25; 2.3; 2.35; 2.4)

EDD Starvation Avoidance (SA) α (2; 2.5; 3; 3.5; 4; 4.5;
5; 5.5; 6; 6.5; 7)

LUMS-COR α (2; 3; 4)
workload norm (100; 200; 300; 400;
500; 600; 700; 800; 900; 1,000)

ConLOAD ConLOAD Limit (1.9; 1.95; 2.0;
2.05; 2.1; 2.15; 2.2;
2.25; 2.3; 2.35; 2.4)

CR Starvation Avoidance (SA) α (2; 2.5; 3; 3.5; 4; 4.5;
5; 5.5; 6; 6.5; 7)

LUMS-COR α (2; 3; 4)
workload norm (100; 200; 300; 400;
500; 600; 700; 800; 900; 1,000)

ConLOAD ConLOAD Limit (1.9; 1.95; 2.0;
2.05; 2.1; 2.15; 2.2;
2.25; 2.3; 2.35; 2.4)

Moreover, eleven ConLOAD limits are considered for
ConLOAD, and since ConLOAD requires the estimation
of the average shop floor time for each product type, the
average shop floor times were estimated by pilot simula-
tion runs using an immediate release scenario. Thus, in
total 156 different scenarios are simulated. The dispatch-
ing rule is First-In First-Out throughout all investigated
scenarios. Therefore, the results are solely dependent on
the specific Pool Sequencing rule, the underlying Order
Release approach and the respective parameterisation.

The period length was set to 1440 minutes (one day),
each scenariowas replicated 80 times, thewarm-up phase
was set to 800 periods and data was collected over 1,000
periods. A cost function was defined to evaluate the
results which consists of the sum ofWIP (WIPn,t) at each
work centre n, finished goods holding FGI (FGIt) and
backorder (BOt) costs over all periods t:

Total Costs =
T∑
t=1

N∑
n=1

ωWIPn,t +
T∑
t=1

(πFGIt + κBOt)

(6)

We set the cost parameters ω, π and κ in the follow-
ing relation: 213$ : 1$ : 313$ which is taken from earlier
WLC studies in semiconductor industry (Kacar, Irdem,
and Uzsoy 2012; Kacar, Moench, and Uzsoy 2013; Albey
and Uzsoy 2015; Ziarnetzky et al. 2015).

5. Results

In this section, the results for the different pool
sequencing rules are discussed together with analyses

of all investigated pool sequencing rules for the dif-
ferent order release approaches. For brevity we present
only a selection of our full factorial design, but pro-
vide the results for all simulated scenarios under
http://dx.doi.org/10.17632/jhrzc4wgf5.3.

As common in WLC literature, we focus on the tim-
ing and balancing performance of the tested order release
mechanisms. Therefore, we use a cost based comparison
where we compare the WIP, finished goods inventory,
backorder and total costs (see Equation (6)). This allows
us to identify (i) the best parameterisation of each order
release mechanism and (ii) the overall best approach.
Thereafter, we use timing and load balancing measures
(inminutes) for amore detailed analysis: the former con-
sists of the order pool time, service level (% tardy), mean
tardiness and earliness and the latter is represented by
the mean and standard deviation of shop floor time and
bottleneck queue time.

5.1. FCFS pool sequencing

Figure 2(a) shows the cost measures over all replica-
tions for selected scenarios under FCFS pool sequencing.
For brevity, we use a double for SA and ConLOAD, and
a triple to denote each LUMS-COR scenario: The first
component corresponds to the order release mechanism
(SA, LUMS for LUMS-COR or ConLOAD), the second
denotes the tested α value (for SA and LUMS-COR)
or the ConLOAD limit, and in the third component
the numbers between 600–1000 represent the analysed
workload norms for the bottleneck work centre. Each bar
indicates the total costs of a scenariowhich is divided into

http://dx.doi.org/10.17632/jhrzc4wgf5.3
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Figure 2. Cost comparison between the different order release models for the investigated pool sequencing rules. (a) FCFS pool
sequencing, (b) EDD pool sequencing and (c) CR pool sequencing.

its three components of backorder, WIP and inventory
costs shown in red, orange and grey respectively.

One can see in Figure 2(a) that, with regard to
costs, all LUMS-COR scenarios yield lower total costs
than the best performing parameterisation of the other
release mechanisms (SA and ConLOAD). Furthermore
one can see that the overall best scenario is LUMS_2_800
followed by LUMS_2_900. In comparison to the best
performing LUMS-COR model, the best SA scenario
(SA_3) yields $10,689.32 and the best ConLOAD sce-
nario (ConLOAD_2.1) yields $16,352.51 higher aver-
age total costs. More precisely, LUMS_2_800 yields no
significantly lower backorder costs but $9662.74 lower
WIP costs and $5668.00 lower inventory costs than
ConLOAD_2.1. Similarly, LUMS_2_800 yields $9203.85
lower WIP costs, but no significantly lower inventory
costs and also no significantly lower backorder costs than
SA_3 (also see Table A1 in the Appendix).

With regard to the parameterisation of the order
release mechanisms we can conclude the following: Since
high α values for the LUMS-COR and SA approach lead
to earlier release of orders, backorder costs decrease and

inventory costs increase with increasing α values. Addi-
tionally, for the SA approach one can also see an influ-
ence of the α value on its balancing performance (WIP
costs): If the α value is too low the bottleneck is more
likely to starve which increases the variability on the
shop floor, while for high α values WIP costs increase
due to more orders on the shop floor. The same relation
holds for increasing workload norms (LUMS-COR) and
the ConLOAD limit: the higher the norm or limit the
lower backorder costs and thus higher are the inventory
costs.

Figure 3(a) depicts the balancing and timing perfor-
mance of each order release approach where the former
is represented by WIP costs and the latter by the sum
of inventory and backorder costs. Here the results of SA
are depicted as a red line and each parameterisation is
marked with a diamond, ConLOAD scenarios are rep-
resented by the grey line marked with triangles and the
orange line with squares depicts the results for LUMS-
COR. Figure 3(a) shows that LUMS-COR outperforms
ConLOADby yielding a better balancing and timing per-
formance. In comparison to the SA method LUMS-COR
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Figure 3. Comparison of balancing (WIP) and timing (inventory + backorder) costs for the different order release models for each
investigated pool sequencing rule. (a) FCFS pool sequencing, (b) EDD pool sequencing and (c) CR pool sequencing.

yields similar timing, but also lower balancing (WIP)
costs.

The upper part of Table 3 shows detailed load bal-
ancing and timing measures for the three best perform-
ing parameterisations of the three order release mech-
anisms with FCFS pool sequencing. The first column
denotes the tested order release approach and the cor-
responding parameterisation. Columns two, and seven
to ten depict the timing measures, namely the order
pool time, mean earliness, mean tardiness (all in min-
utes) and the proportions of orders which are late and
early denoted as Tardy Jobs (%) and Early Jobs (%).
Columns three to six depict the load balancing mea-
sures: the mean and standard deviation of shop floor
time and the mean and standard deviation of bottleneck
queue time (all in minutes). The shop floor time is the
average time an order takes to traverse the system from
order release to the end of production, whereas the bot-
tleneck queue time is the average time an order is waiting
at the bottleneck work centre prior to being processed.
We compare each scenario with the best performing sce-
nario with regard to average total costs (LUMS_2_800,
see Figure 2(a)) at a significance level of p = 0.05
using a Wilcoxon/Mann-Whitney-U Test. The values
marked with an asterisk are not significantly different
from the best performing model which is highlighted in
bold.

In the following, we omit the parameterisation in the
notation of the best performing scenarios (LUMS_2_800,
SA_3, ConLOAD_2.1) and simply denote them as
‘LUMS-COR’, ‘SA’ or ‘ConLOAD’. One can see that,
in comparison to SA, LUMS-COR yields slightly better
(not significant) timing measures, namely slightly higher
order pool time, lower mean tardiness and thus a slightly
higher service level (% early). With regard to load bal-
ancing measures LUMS-COR, on the one hand, yields
a slightly higher (not significant) shop floor time, but
significantly lower standard deviation of shop floor time
(187.88minutes). On the other hand, LUMS-COR results
in slightly, but significantly higher mean (75.74 minutes)
and standard deviation (26.93 minutes) of bottleneck
queue time. In comparison to ConLOAD, LUMS-COR
releases orders later (420.29minutes higher average order
pool time) but does not yield significantly different tardi-
ness measures (no significantly lowermean tardiness and
no significantly higher percentage of tardy orders). Nev-
ertheless, LUMS-COR yields a significantly lower mean
earliness (555.76 minutes). Moreover regarding load bal-
ancing measures, LUMS-COR yields a slightly higher
mean shop floor time (105.79minutes) but a significantly
lower mean bottleneck queue time (42.56 minutes) than
ConLOAD.

The results for FCFS pool sequencing can be sum-
marised as follows: (i) LUMS-COR yields the lowest total
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Table 3. Performance measures for the best order release scenarios for each investigated pool sequencing rule.

Shop Floor Time BottleneckQueueTime

Scenario
Mean Order
Pool Time Mean Std. Dev. Mean Std. Dev.

Mean
Tardiness

Mean
Earliness

Percentage
Tardy Jobs

Percentage
Early Jobs

FCFS pool sequencing
SA_3 1260.97* 4185.57* 1723.15 221.80 183.03 93.90* 5886.72* 5.19%* 94.81%*
LUMS_2_800 1280.97 4301.57 1535.27 297.53 209.96 88.81 5744.22 4.59% 95.41%
ConLOAD_2.1 860.68 4195.78 1584.80* 340.10 204.36* 116.82* 6299.97 4.07%* 95.93%*

EDD pool sequencing
SA_3 1381.64 4297.74* 1781.30 231.64 192.12 91.62 5653.78* 4.71% 95.29%
LUMS_2_800 1264.22 4235.15 1502.03 291.62 202.01 54.18 5793.69 2.77% 97.23%
ConLOAD_2.05 1176.80 4190.16* 1564.90 334.95 199.16* 177.08* 6049.63 5.47%* 94.53%*

CR pool sequencing
SA_3.5 968.34 4249.31* 1677.63 242.74* 191.08* 17.86* 6040.19 1.80%* 98.20%*
LUMS_2_700 1501.36 4186.62 1448.02 252.11 187.29 62.72 5615.11 3.10% 96.90%
ConLOAD_2.1 926.53 4161.63* 1555.07 335.95 205.14 123.24 6276.78 3.71%* 96.29%*
∗Not significant (p< 0.05).

costs which is mainly due to the low WIP costs, which
result from the lowest standard deviation of shop floor
time (not significant compared to ConLOAD), (ii) all
of the best performing parameterisations of the three
order release strategies yield a service level (% early) close
to 95% and (iii) SA performs best regarding bottleneck
queue time.

5.2. EDD pool sequencing

Figure 2(b) shows the cost measures for selected sce-
narios under EDD pool sequencing. One can see that
changing the pool sequencing rule from FCFS to EDD
sequencing has little impact on the (relative) perfor-
mance of the order release mechanisms: As above, the
best scenario with regard to total costs is LUMS_2_800
followedby several other parameterisations of the LUMS-
COR approach. Different from the results for FCFS
pool sequencing, the influence of the workload norm
on the WIP costs is more pronounced: For low work-
load norm levels the bottleneck is more likely to starve
which increases the variability on the shop floor and,
on the other, for high workload norms costs increase
due to more orders on the shop floor. In comparison to
LUMS-COR, the best SA scenario SA_3 yields $13,945.15
and the best ConLOAD scenario ConLOAD_2.05 yields
$18,267.55 higher average total costs (also see Table A2
in the Appendix).

Similarly, there is no difference from FCFS pool
sequencing in the relative performance of the three order
release approaches when comparing the WIP and tim-
ing costs (see Figure 3(b)). LUMS-COR also outperforms
ConLOAD and in comparison to SA yields lower WIP,
but similar timing costs.

The middle part of Table 3 shows detailed timing
and load balancing measures for the best performing
scenarios for EDD pool sequencing. Again, the results

are only slightly different from those for FCFS pool
sequencing: The SA and ConLOAD order release mech-
anisms yield a service level (% early) close to 95% and
LUMS-COR yields a service level above 97%. Moreover,
LUMS-COR yields the lowest standard deviation of shop
floor time and SA performs best regarding bottleneck
queue time.

5.3. CR pool sequencing

Figure 2(c) shows the costmeasures for selected scenarios
under CR pool sequencing. Again, all depicted LUMS-
COR scenarios yield lower costs than the best parame-
terisations of SA and ConLOAD. The lowest total cost
value is obtained by the LUMS_2_700 scenario followed
by LUMS_2_800 which has significant higher total costs.
With CR pool sequencing the best performing LUMS-
COR model outperforms the best SA (SA_3.5) and Con-
LOAD (ConLOAD_2.1) scenario by yielding lower WIP
and inventory costs and lower or not significantly dif-
ferent backorder costs. In total SA yields $15,361.25 and
ConLOAD $19,537.18 higher average total costs (also see
Table A3 in the Appendix).

Similarly, there is no difference from the above results
in terms of the WIP and timing costs (see Figure 3(c)).
LUMS-COR also outperforms ConLOAD and yields
lower WIP than SA, but similar timing costs. With
regard to timingmeasures, depicted in the bottom part of
Table 3, LUMS-COR outperforms the other order release
mechanisms by yielding higher order pool time, lower
or not significantly different tardiness and percentage of
tardy orders, but significantly lower earliness. Concern-
ing load balancing, LUMS-COR yields no significantly
different shop floor time, but the lowest standard devi-
ation thereof. Interestingly with CR pool sequencing,
LUMS-COR can close the gap with regard to bottleneck
queue time (both mean and standard deviation).
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To sum up, we have shown that, independent of the
pool sequencing rule, LUMS-COR yields the lowest total
costs mainly due to its superior balancing performance.
This is consistent with earlier research that compared
LUMS-COR to other continuous order release mech-
anisms in balanced shops (Thuerer et al. 2012). The
advantages of LUMS-COR are twofold: First, in con-
trast to the purely continuous methods (SA and Con-
LOAD), LUMS-COR uses both a periodic and a con-
tinuous element: the former levels the workload fluctu-
ations while the latter avoids starvation of the bottle-
neck work centre. Second, the workload calculation of
LUMS-COR is themost accurate, since it divides the con-
tributed workload by the position of a work centre in
the routing while SA and ConLOAD at best only par-
tially differentiate between the workload contributions of
the different bottleneck visits. The superior timing per-
formance of LUMS-COR in comparison to ConLOAD
can be explained by the difference of workload aggrega-
tions: Similar to ConWIP, ConLOAD updates the work-
load contribution after the order leaves the shop floor
while LUMS-COR updates whenever a process step is
finished.

5.4. Influence of pool sequencing rules on
performance of each order release approach

When comparing the best performing parameterisation
(based on cost measures) of each pool sequencing rule
(see Table 3), the following can be concluded: While the
shop floor times do not significantly differ for the best
SA models, EDD and CR pool sequencing yield slightly
but significantly lower percentages of tardy jobs (0.47%
and 3.39%) compared to FCFS pool sequencing. With
regard to load balancing measures, there are no signif-
icant differences between the best parameterisations for
the standard deviation of shop floor time and the mean
and standard deviation of bottleneck queue time, except
for the mean bottleneck queue time under FCFS which
is slightly but significantly lower (20.94 minutes) com-
pared to CR. With regard to cost measures (see Tables
A1 to A3 in the Appendix), we do not see an influence of
pool sequencing rules on the SAmethod, since there is no
significant difference between the best parameterisations
in terms of total costs.

When focussing on the best ConLOAD and LUMS-
COR models (based on cost measures; see Table 3) the
following can be concluded: Only CR under LUMS-COR
yields a significantly lower shop floor time (114.94 min-
utes) than under FCFS. Similarly, CR sequencing yields
a lower or equal percentage of tardy orders in compari-
son to the other two sequencing rules. Nevertheless, EDD
yields 1.81% fewer tardy orders under LUMS-COR but

1.40% more tardy orders under ConLOAD compared to
FCFS, respectively. Moreover, with CR pool sequencing
LUMS-COR order release yields a significantly higher
order pool time, namely 237.14 minutes higher in com-
parison to EDD and 220.40 minutes higher than FCFS
sequencing. Under ConLOAD, there are no significantly
different order pool times.

While the load balancing performance under Con-
LOAD is quite similar for EDD and CR pool sequencing,
both EDD and CR yield better load balancing perfor-
mance compared to FCFS. LUMS-COR yields the best
load balancing performance under CR pool sequenc-
ing: Here, not only the standard deviation of shop floor
time, but also the mean bottleneck queue time and stan-
dard deviation thereof can be reduced: CR sequencing
yields 94.32% and 96.40% of the standard deviation of
the shop floor time, 84.73% and 86.45% in bottleneck
queue time and 89.20% and 92.71% in standard devi-
ation of bottleneck queue time all compared to FCFS
and EDD respectively. Finally, both order release models
(ConLOAD and LUMS-COR) yield the lowest total costs
under CR pool sequencing (see Tables A1 to A3 in the
Appendix)).

Overall, we conclude that for ConLOAD and LUMS-
COR the CR pool sequencing rule should be used.

5.5. Sensitivity analysis

In this subsection, the different order release approaches
are analysed in different settings. More precisely, differ-
ent product mixes, failure rates, the release procedure for
non-bottleneck products and the application of a work-
load norm under LUMS-COR for all work centres are
investigated. For brevity we present the sensitivity anal-
ysis only for CR pool sequencing and limit our inter-
pretation to cost measures. Note that the results of the
sensitivity analysis for FCFS and EDD pool sequenc-
ing and all timing and balancing measures are available
under http://dx.doi.org/10.17632/jhrzc4wgf5.3.

5.5.1. Different productmixes
Three different product mixes are investigated in the fol-
lowing. More precisely, the proportion of non-bottleneck
products is reduced step-wise to 0: starting from the orig-
inally product mix of 3:1:1 (i.e. 60:20:20) to 65:25:10 and
70:30:0 which means that the lower proportion of non-
bottleneck products is equally distributed over products
1 and 2. For both new product mixes, the demand was
parameterised such that again the bottleneck utilisation
equals approximately 90%. Note that the best perform-
ing scenario from each order release mechanism under
the original product mix was used for the two altered
product mixes. Table 4 shows the cost measures for the

http://dx.doi.org/10.17632/jhrzc4wgf5.3
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Table 4. Cost measures for the best order release scenarios for different product
mixes under CR pool sequencing.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

Product Mix 60:20:20
SA_3.5 $606.35* $100,933.12 $61,517.35 $163,056.83
LUMS_2_700 $2126.41 $88,351.15 $57,218.01 $147,695.58
ConLOAD_2.1 $4205.04 $98,983.00 $64,044.71 $167,232.76

Product Mix 65:25:10
SA_3.5 $429.70* $89,628.02 $54,037.03 $144,094.74
LUMS_2_700 $3334.83 $80,019.31 $50,186.90 $133,541.04
ConLOAD_2.1 $6847.40* $90,205.22 $56,504.21 $153,556.83

Product Mix 70:30:0
SA_3.5 $328.21* $82,676.15 $47,766.48 $130,770.84
LUMS_2_700 $8529.25 $75,290.89 $41,889.86 $125,710.01
ConLOAD_2.1 $7062.47* $87,169.96 $47,639.03 $141,871.46
∗ Not significant (p< 0.05).

best SA, LUMS-COR andConLOAD scenarios under CR
pool sequencing. One can see that, reducing the propor-
tion of non-bottleneck products has little impact on the
relative performance of the order release mechanisms:
LUMS-COR yields the lowest total costs, mainly due to
significantly lowerWIP and inventory costs compared to
SA and ConLOAD.1

5.5.2. Long failures
In the original setting, short failure times were applied.
Therefore, in this subsection a long failure setting
is applied which means that the machine failures of
machines 3 and 7 or more precisely, their time to fail-
ure (MTTF) and time to repair (MTTR) are now char-
acterised by gamma distributions with the following
parameters that are the same for both machines:

• MTTF: α = 14,400, β = 1 −→ Mean = 14,400, Std.
Dev. = 120

• MTTR: α = 2400, β = 1.5 −→ Mean = 3600, Std.
Dev. = 73.5

Since the average availability does not change with
these longer failure times, the demand remains the
same as in the short failure setting. Nevertheless, pre-
simulation runs were performed to determine suitable
parameters for the single order release approaches. More
precisely,

• for SA, the α-value was varied from 4 to 10 in steps of
1,

• for LUMS-COR, the workload norm was varied from
700 to 1100 and the α-value was set to 4, and

• for ConLOAD, the ConLOAD limit was varied from
2.45 to 2.75 in steps of 0.05.2

Table 5 shows the cost measures for the best scenar-
ios for short and long failures under CR pool sequencing.

As can be seen, LUMS-COR yields significantly lower
total costs by yielding lower WIP and inventory costs
compared to SA and ConLOAD. This means that under
the long failure scenario the comparative advantage of
LUMS-COR is sustained.

5.5.3. Including a time limit for non-bottleneck
products
In the original setting, all investigated order release
approaches were either designed (SA and ConLOAD) or
adapted (LUMS-COR) to control only bottleneck prod-
ucts and therefore, non-bottleneck products are either
immediately released (SA and ConLOAD) or released
at the beginning of the following period (LUMS-COR).
However, in this subsection a time limit is applied to
non-bottleneck products which means that under SA
and ConLOAD, arriving non-bottleneck products are
released whenever their due date is within the time limit.
Regarding LUMS-COR, non-bottleneck products are still
released at periodic intervals but only if their due date
is within the time limit. The best parameterisation of
each order release mechanism under the original setting
is used. Nevertheless, eight different time limits (2880
through 12,960 in steps of 1440) for non-bottleneck
products were tested and the best time limit for each
release approach in terms of total costs is presented in the
following.3

Table 6 shows the cost measures for the best scenar-
ios without and with a time limit for non-bottleneck
products under CR pool sequencing. Note that in the
lower part of Table 6, i.e. the scenarios with a time
limit, an additional component in the notation is used
to indicate the time limit. LUMS-COR yields signifi-
cantly lower total costs than SA and ConLOAD in both
scenarios: With uncontrolled release of non-bottleneck
products (upper part of Table 6), LUMS-COR yields
similar or lower backorder costs and lower WIP and
inventory costs than SA and ConLOAD. However, with
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Table 5. Cost measures for the best order release scenarios for different failure times
under CR pool sequencing.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

Short failures
SA_3.5 $606.35* $100,933.12 $61,517.35 $163,056.83
LUMS_2_700 $2126.41 $88,351.15 $57,218.01 $147,695.58
ConLOAD_2.1 $4205.04 $98,983.00 $64,044.71 $167,232.76

Long failures
SA_9 $8723.85* $151,037.18 $44,555.16 $204,316.20
LUMS_4_1000 $8779.96 $138,733.27 $40,476.89 $187,990.12
ConLOAD_2.65 $11,151.63* $158,138.64 $47,399.75 $216,690.02
∗ Not significant (p< 0.05).

Table 6. Cost measures for the best order release scenarios under CR pool sequencing
without and with a time limit for non-bottleneck products.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

Without time limit for non-bottleneck products
SA_3.5 $606.35* $100,933.12 $61,517.35 $163,056.83
LUMS_2_700 $2126.41 $88,351.15 $57,218.01 $147,695.58
ConLOAD_2.1 $4205.04 $98,983.00 $64,044.71 $167,232.76

With time limit for non-bottleneck products
SA_3.5_4320 $1525.64 $100,334.37 $47,182.14 $149,042.15
LUMS_2_700_4320 $4756.57 $85,785.71 $42,759.98 $133,302.25
ConLOAD_2.1_4320 $4012.86 $99,924.44 $48,309.36 $152,246.66
∗ Not significant (p< 0.05).

controlled release of non-bottleneck products (lower part
of Table 6), LUMS-COR yields slightly higher backo-
rder costs which are outweighed by a significant WIP
and inventory cost reduction. Generally, including a time
limit for non-bottleneck products improves the cost per-
formance for all order release approaches, but the LUMS-
COR approach utilises the limited time limit best, since it
can also improve the balancing performance (WIP costs).

5.5.4. LUMS-COR all work centres
In this subsection, the potential of applying a work-
load norm not only to the bottleneck work centre but
rather to all work centres is investigated. Therefore, non-
bottleneck products are not released at periodic inter-
vals without considering their workload contribution,
but only if they do not violate the workload norms of the
work centres in their routing. Multiple scenarios (alpha-
values 2 and 3 and workload norms from 800 to 1700 in
steps of 100) have been simulated but only the best (in
terms of costs) scenarios for each alpha-value ± two sur-
rounding parameterisations are presented in the follow-
ing4 and are compared to the overall best performing bot-
tleneck LUMS-COR scenario (i.e. LUMS_BN_2_700) at
a significance level of p = 0.05 using a Wilcoxon/Mann-
Whitney-U Test. Regarding the notation it is to be men-
tioned that a quadruple was used: the first component
denotes the LUMS-COR order release approach, the sec-
ond component describes whether a workload norm is

applied to only the bottleneck (i.e. BN) or all work cen-
tres (i.e. allWCs), the third component denotes the α-
value and the fourth component represents the workload
norm.

Table 7 shows the cost measures for different parame-
terisations for LUMS-COR order release with a workload
norm applied only to the bottleneck and all work cen-
tres under CR pool sequencing. One can see that, com-
pared to LUMS_BN_2_700, LUMS_allWCs_2_1500 leads
to slightly lower total costs on average. More precisely,
LUMS_allWCs_2_1500 yields significantly higher back-
order costs but significantly lower inventory costs and no
significantly higher WIP costs.

Concluding, we show that the proposed LUMS-COR
approach that only applies a workload norm to the bot-
tleneck work centre (LUMS_BN) performs quite well in
terms of costs. One reason why the bottleneck-oriented
LUMS-COR approach performs quite well is that non-
bottleneck products have a low share in the total num-
ber of orders in the system (20%) and thus they do not
seriously impact the systems’ performance by large num-
bers. While LUMS_BN only controls bottleneck prod-
ucts (non-bottleneck products are released at periodic
intervals), the original LUMS-COR approach controls all
products by directing the load contributions of a job to
workload norms for each work centre. Therefore, non-
bottleneck products are only released if they fit within
these norms. While the balancing performance (WIP
costs) is not significantly different, LUMS_allWCs intro-
duces more tardy orders (higher backorder costs) due to
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Table 7. Cost measures for different parameterisations for LUMS-COR order release with a
workload norm for only the bottleneck and all work centres under CR pool sequencing.

Scenario Backorder costs WIP costs Inventory costs Total costs

LUMS_BN_2_700 $2126.41 $88,351.15 $57,218.01 $147,695.58
LUMS_allWCs_2_1300 $31,301.96 $96,883.00 $35,523.00 $163,707.96*
LUMS_allWCs_2_1400 $18,326.24 $89,231.63* $42,928.60 $150,486.47
LUMS_allWCs_2_1500 $9679.60 $89,924.54* $46,194.36 $145,798.51
LUMS_allWCs_2_1600 $6975.14 $89,208.16* $49,843.73 $146,027.02
LUMS_allWCs_2_1700 $4100.44* $90,798.41* $51,839.15 $146,738.00*
LUMS_allWCs_3_1000 $3646.64 $96,893.37 $49,586.79 $150,126.80
LUMS_allWCs_3_1100 $2487.26 $98,173.12 $50,777.41 $151,437.80
LUMS_allWCs_3_1200 $961.54* $92,859.99 $55,818.24* $149,639.77
LUMS_allWCs_3_1300 $586.79* $92,504.52 $57,368.33* $150,459.64
LUMS_allWCs_3_1400 $176.82 $89,451.61* $60,952.89 $150,581.32
∗ Not significant (p< 0.05).

delaying non-bottleneck products, but reduces inventory
costs as non-bottleneck products are also controlled and
are not released too far ahead of their due date.

All in all, the results of the sensitivity analysis demon-
strate the robustness of our results: The comparative
advantage of LUMS-COR over all other tested order
release methods remains unchanged for different prod-
uct mixes, machine failure distribution and when a time
limit is used for the release of the non-bottleneck prod-
ucts. Finally, we show that the proposed LUMS-COR
approach that only applies a workload norm to the bot-
tleneck work centre (LUMS_BN) performs quite well
compared to applying a workload norm to all work cen-
tres. Thus, this study highlights the applicability of a rule
based order release model – the LUMS-CORmechanism
– to semiconductor industry.

6. Conclusion

This paper compared three rule based order release
models based on workload control (WLC), the LUMS-
COR (Thuerer et al. 2012), ConLOAD (Rose 1999)
and Starvation Avoidance (SA) model (Glassey and
Resende 1988), which are considered to be the best per-
forming rule based order release approaches from largely
separately developed streams of research: LUMS-COR is
widely used in Small and Medium Enterprises in Make-
To-Order environments (Oosterman, Land, and Gaal-
man 2000; Thuerer et al. 2012) and the latter two are
mostly used in semiconductor manufacturing (Glassey
and Resende 1988; Cogez 1990; Glassey 1990; Frami-
nan, González, and Ruiz-Usano 2003). One of the main
differences between these approaches is that SA andCon-
LOAD are purely continuous and LUMS-COR is a hybrid
approach, meaning that it includes periodic and contin-
uous elements to make the order release decision. Since
recent research on semiconductor manufacturing has
not taken advantage of some of the latest developments
in the rule based WLC literature, i.e. the LUMS-COR

method introduced in Thuerer et al. (2012), this paper
takes a first step and analyses whether an adapted LUMS-
COR approach improves the performance of rule based
WLC approaches in semiconductor wafer fabs. Fur-
thermore, research on semiconductor wafer fabs has
neglected pool sequencing rules, although several WLC
studies highlighted their important influence on perfor-
mance within rule based order release models (Thuerer
et al. 2015, 2017a). Thus, we also analyse whether pool
sequencing rules impact the performance of rule based
order release models in semiconductor manufacturing.
Therefore, we use a simulation model of a scaled-down
wafer fabrication facility (Kayton et al. 1997) and evalu-
ate the performance of all three order release approaches
by using cost, timing and load balancing measures.

With regard to costmeasures, we find that our adapted
LUMS-COR yields the lowest total costs for all pool
sequencing rules. This is mainly due to the superior-
ity of LUMS-COR regarding load balancing, yielding the
lowest standard deviation of shop floor time over all sce-
narios without worsening the tardiness. The only load
balancing measure where LUMS-COR is outperformed
is, as expected, the bottleneck queue time where the SA
approach remains the best performer. However, these
findings show that the LUMS-COR approach is a viable
alternative for order release in semiconductor manufac-
turing. Moreover, our sensitivity analysis showed that
the performance of the adapted LUMS-COR approach is
also robust across different settings (i.e. product mixes,
failure times, treatment of non-bottleneck products and
application of workload norm to bottleneck or all work
centres). Focusing on our analysis of the influence of pool
sequencing rules on the performance of order release
models in semiconductor wafer fabs our conclusions
are twofold: (i) there is hardly any influence of pool
sequencing on the performance of the SA approach and
(ii) for ConLOAD and LUMS-COR, CR pool sequenc-
ing outperforms the other tested rules, especially with
regard to balancing under LUMS-COR and timing under
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ConLOAD and thus are recommended for these two
order release models. With regard to using LUMS-COR
in practice, especially the periodical element of LUMS-
COR should ease the implementation, since it was often
argued that periodic decision making is thought to be
a better fit with the behaviour of planners who typi-
cally make release decisions once a shift or day (Hendry
and Kingsman 1991; Sabuncuoglu and Karapınar 1999;
Stevenson et al. 2011; Thuerer et al. 2012). Furthermore,
in comparison to earlier purely periodic WLC methods,
the LUMS-COR model has the advantage of setting only
one initial WLC norm.

The study provides important insights, but we are
aware of its limitations. Firstly, the results are limited
to the simulated case and the validity of the results
for e.g. large-scale semiconductor fabs must be assessed
in future studies. Secondly, adding further experimen-
tal factors would be beneficial like analysing different
demand patterns or including different scheduling rules.
Furthermore, future studies should also compare the
LUMS-COR model to the widely used periodic optimi-
sation based order release models in the semiconductor
industry (Kacar, Irdem, and Uzsoy 2012; Kacar, Moench,
and Uzsoy 2013; Ziarnetzky et al. 2015). Finally, another
important future research direction is to address the
problem of setting workload norms in large, complex
fabs, and to demonstrate the applicability of LUMS-COR
in high-mix environments representative of today’s grow-
ing number of foundry fabs.

Notes

1. Note that due to different parameterised inter-arrival times
to achieve the desired 90% bottleneck utilisation, the
results of the different product mixes are not directly com-
parable.

2. Note that the results for all simulated scenarios under the
long failure setting are available under http://dx.doi.org/10.
17632/jhrzc4wgf5.3.

3. Note that the results for all tested time limits are available
under http://dx.doi.org/10.17632/jhrzc4wgf5.3.

4. Note that the results for all tested workload norms are
available under http://dx.doi.org/10.17632/jhrzc4wgf5.3.
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Appendix. Additional tables

Table A1 shows the cost measures over all replications for
selected scenarios under FCFS pool sequencing. The first col-
umn denotes the tested order release approach and the corre-
sponding parameterisation. For brevity, we use a double for SA
and ConLOAD, and a triple to denote each LUMS-COR sce-
nario (adapted to control the bottleneck workload): The first
component corresponds to the order release mechanism (SA,
LUMS for LUMS-COR or ConLOAD), the second component
denotes the testedα value (for SA andLUMS-COR) or theCon-
LOAD limit, and in the third component the numbers between

600–1000 represent the analysed workload norms for the bot-
tleneck work centre. The remaining columns depict the average
Backorder, WIP, Inventory and Total Cost values over all repli-
cations which are compared to the best performing scenario
at a significance level of p = 0.05 using a Wilcoxon/Mann-
Whitney-U Test. The values marked with an asterisk are not
significantly different from the best performing model which
is highlighted in bold. Furthermore, to preserve readability we
indicated the best performing scenario from each order release
model in italics.

Table A1. Costmeasures for different order release scenarios together with FCFS pool
sequencing.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

SA_2.5 $23,051.84 $108,165.74 $45,022.50 $176,240.08
SA_3 $3188.27∗ $99,319.95 $59,933.61∗ $162,441.83
SA_3.5 $1245.42 $95,926.57 $65,498.05 $162,670.04
SA_4 $699.67 $96,466.37 $67,009.85 $164,175.89
SA_4.5 $614.97 $98,185.56 $66,919.00 $165,719.53
SA_5 $657.80 $99,271.57 $67,316.84 $167,246.21
LUMS_2_600 $14,928.27 $91,332.42∗ $50,813.19 $157,073.87∗
LUMS_2_700 $11,077.12 $87,685.73∗ $55,144.31 $153,907.17
LUMS_2_800 $3059.06 $90,116.10 $58,577.35 $151,752.51
LUMS_2_900 $929.36 $90,874.31∗ $61,864.40 $153,668.07
LUMS_2_1000 $517.52 $91,645.45∗ $63,259.23 $155,422.20
LUMS_3_600 $1013.86 $92,836.17∗ $62,124.06 $155,974.09
LUMS_3_700 $842.45 $91,113.11∗ $63,256.66 $155,212.22
LUMS_3_800 $742.42 $91,463.74∗ $63,882.95 $156,089.12
LUMS_3_900 $296.95 $90,671.45∗ $65,708.21 $156,676.62
LUMS_3_1000 $277.93 $90,675.12∗ $66,298.28 $157,251.33
ConLOAD_1.9 $37,299.12 $99,432.37 $50,967.94 $187,699.43
ConLOAD_1.95 $18,024.33 $100,285.18 $55,178.24∗ $173,487.75
ConLOAD_2.0 $11,515.35 $99,568.01 $58,869.64∗ $169,952.99
ConLOAD_2.05 $10,983.76∗ $100,248.92 $60,661.24 $171,893.91
ConLOAD_2.1 $4080.83∗ $99,778.84 $64,245.35 $168,105.02
ConLOAD_2.15 $6,050.24∗ $98,616.90 $65,985.50 $170,652.64
∗ Not significant (p< 0.05).
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Table A2 shows the cost measures for selected scenarios under EDD pool sequencing.

Table A2. Cost measures for different order release scenarios together with EDD pool
sequencing.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

SA_2.5 $23,218.01 $110,011.62 $42,887.75 $176,117.38
SA_3 $3140.52 $102,310.47 $57,706.59∗ $163,157.59
SA_3.5 $1074.55 $101,816.54 $61,919.96∗ $164,811.06
SA_4 $504.12∗ $96,918.36 $66,305.75 $163,728.23
SA_4.5 $270.90∗ $99,061.73 $66,585.06 $165,917.68
SA_5 $213.29∗ $100,242.95 $66,782.03 $167,238.26
LUMS_2_600 $9247.62 $91,325.31∗ $50,349.26 $150,922.19∗
LUMS_2_700 $9484.46 $88,934.56∗ $54,130.70 $152,549.72∗
LUMS_2_800 $1882.03 $88,352.93 $58,977.48 $149,212.44
LUMS_2_900 $378.33∗ $90,141.00∗ $61,942.71∗ $152,462.04
LUMS_2_1000 $89.83∗ $92,244.85 $62,921.76 $155,256.43
LUMS_3_600 $393.23∗ $93,192.37 $61,654.05∗ $155,239.65
LUMS_3_700 $167.00∗ $92,179.84 $62,843.21 $155,190.05
LUMS_3_800 $193.47 $91,480.58 $64,088.18 $155,762.22
LUMS_3_900 $45.12 $89,472.64∗ $66,422.64 $155,940.40
LUMS_3_1000 $76.01∗ $91,479.79 $65,704.35 $157,260.15
ConLOAD_1.9 $36,476.03 $98,160.98 $52,985.44∗ $187,622.44
ConLOAD_1.95 $25,742.15 $98,949.01 $55,588.53∗ $180,279.69
ConLOAD_2.0 $12,434.76 $100,159.19 $57,436.83∗ $170,030.77
ConLOAD_2.05 $6065.80∗ $99,680.31 $61,733.88 $167,479.99
ConLOAD_2.1 $9614.96 $101,870.69 $60,947.16∗ $172,432.81
ConLOAD_2.15 $4858.18 $99,433.36 $65,346.18 $169,637.72
∗ Not significant (p< 0.05).

Table A3 shows the cost measures over all replications for selected scenarios under CR pool sequencing.

Table A3. Cost Measures for different order release scenarios together with CR pool
sequencing.

Scenario Backorder Costs WIP Costs Inventory Costs Total Costs

SA_2.5 $28,297.34 $111,754.31 $40,683.30 $180,734.96
SA_3 $3528.05 $105,334.93 $54,289.44 $163,152.42
SA_3.5 $606.35∗ $100,933.12 $61,517.35 $163,056.83
SA_4 $692.81∗ $100,659.44 $63,806.14 $165,158.38
SA_4.5 $326.71∗ $99,722.34 $65,511.60 $165,560.65
SA_5 $192.18 $97,196.04 $68,085.04 $165,473.26
LUMS_2_600 $12,562.88 $91,087.33∗ $51,490.95 $155,141.16∗
LUMS_2_700 $2,126.41 $88,351.15 $57,218.01 $147,695.58
LUMS_2_800 $1231.81∗ $90,869.16∗ $57,876.66∗ $149,977.63
LUMS_2_900 $453.96 $89,700.31∗ $61,988.24 $152,142.51
LUMS_2_1000 $91.99 $92,224.92 $62,908.94 $155,225.85
LUMS_3_600 $222.15 $93,348.68 $61,410.05 $154,980.89
LUMS_3_700 $163.17 $90,859.98∗ $63,409.66 $154,432.81
LUMS_3_800 $107.31 $91,857.57 $63,681.00 $155,645.88
LUMS_3_900 $116.76 $91,771.51 $64,726.93 $156,615.19
LUMS_3_1000 $68.22 $92,222.45 $65,260.29 $157,550.96
ConLOAD_1.9 $41,147.94 $99,838.14 $49,012.10 $189,998.18
ConLOAD_1.95 $38,939.69 $98,975.25 $53,626.80∗ $191,541.74
ConLOAD_2.0 $13,482.01∗ $99,985.89 $57,969.55∗ $171,437.45
ConLOAD_2.05 $8707.66∗ $99,555.05 $60,576.21 $168,838.92
ConLOAD_2.1 $4205.04 $98,983.00 $64,044.71 $167,232.76
ConLOAD_2.15 $5440.60 $99,785.10 $64,580.31 $169,806.01
∗ Not significant (p< 0.05).
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