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Relatedness, complexity and local growth
Benjamin Daviesa and David C. Maréb

ABSTRACT
We derive a measure of the relatedness between economic activities based on weighted correlations of local employment
shares. Our approach recognizes variation in the extent of local specialization and adjusts for differences in data quality
between cities. We use our measure to estimate activity and city complexity, and examine the contribution of
relatedness and complexity to urban employment growth in New Zealand. Relatedness and complexity are
complementary in promoting employment growth in New Zealand’s largest cities, but do not contribute to
employment growth in its smaller cities.
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INTRODUCTION

The spatial concentration of economic activities in cities
generates agglomeration economies arising from labour
market pooling, input sharing and knowledge spillovers
(Marshall, 1920). The principle of relatedness (Hidalgo
et al., 2018; Vicente et al., 2018) suggests that the advan-
tages of proximity may also accrue to interacting activities
that are similar in ways other than spatially. Such inter-
actions support the growth of complex activities that rely
on specialized combinations of complementary knowledge
and skills (Balland et al., 2020; Hidalgo & Hausmann,
2009).

In this paper we derive a measure of the relatedness
between economic activities based on weighted correlations
of local employment shares. Our approach extends
measures used in previous studies (Balland et al., 2019;
Boschma et al., 2015; Farinha Fernandes et al., 2019;
Hidalgo et al., 2007; Rigby et al., 2019) by recognizing
the extent of local specialization and adjusting for differ-
ences in employment data quality between geographical
areas. These attributes make our measure suitable for
studying small areas, where measurement errors and ran-
dom fluctuations in employment are proportionally large.
We use our measure to estimate activity and city complexity
based on an eigenvector approximation of the Method of

Reflections (Caldarelli et al., 2012; Hidalgo & Hausmann,
2009).

Balland et al. (2019, p. 1252) propose that relatedness
and complexity capture ‘the risks and rewards of competing
diversification strategies’, and that the ideal local growth
strategy involves expanding into complex activities related
to existing local competencies. Rigby et al. (2019) test
this proposition empirically by analysing whether Euro-
pean city-regions whose historical growth paths aligned
more closely with Balland et al.’s ideal experienced faster
employment and gross domestic product (GDP) growth.
However, Balland et al.’s and Rigby et al.’s analyses both
use data on European city-regions, and leave open the
question of whether relatedness and complexity provide
information about growth prospects in smaller, non-Euro-
pean contexts.

We address this question by examining the contri-
bution of relatedness and complexity to urban employment
growth in New Zealand, a small and geographically iso-
lated country with limited access to agglomeration econ-
omies (McCann, 2009). Our data cover a range of urban
areas that are smaller than, but contain similar activities
to, previously studied regions. These data allow us to inves-
tigate whether the mechanisms through which relatedness
and complexity promote employment growth operate only
in sufficiently large cities. Our results suggest that
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relatedness and complexity are complementary in promot-
ing employment growth in New Zealand’s largest cities but
do not contribute to employment growth in its smaller
cities. Our analysis supports the characterization of cities
as networks of interacting activities; in our data, the
benefits of such interaction are more apparent in larger
cities, where workers engaged in related activities interact
more frequently.

The main contributions of this paper are twofold. First,
we provide relatedness and complexity measures that over-
come some of the drawbacks of discrete measures used in
previous studies. Second, we provide new empirical evi-
dence on the (lack of) relevance of these measures for ana-
lysing growth dynamics in small geographical areas. We
also demonstrate how the apparent relevance of relatedness
and complexity depends on the measures used. Ultimately,
we find that the conclusions drawn using previous measures
are not robust to using our measures, which we believe are
more appropriate in our context.

The remainder of this paper is structured as follows.
Next, we discuss the principle of relatedness, the concept
of complexity, and the potential relevance of relatedness
and complexity to employment growth. We then explain
our approach to measuring relatedness and complexity,
and compare our measures with those used in previous
studies. We describe our data and document our empirical
findings. Finally, we provide a brief conclusion and discuss
some remaining research questions.

LITERATURE REVIEW AND RELEVANT
MECHANISMS

Activities are related if they require similar knowledge or
inputs (Hidalgo et al., 2018). Such similarities can be
inferred from, for example, worker flows (Jara-Figueroa
et al., 2018; Neffke & Henning, 2013), input–output lin-
kages and shared labour pools (Delgado et al., 2016), and
patent applications (Balland et al., 2019; Boschma et al.,
2015).

The principle of relatedness describes the empirical
relationship between the probability that a location special-
izes in a new activity and the presence of related activities in
that location (Hidalgo et al., 2018). This relationship
motivates studies of related and unrelated variety (Content
& Frenken, 2016; Frenken et al., 2007; Fritsch & Kublina,
2018), and related diversification (Boschma, 2017; Neffke
et al., 2011; Rigby, 2015). Such studies form a subset of the
literature on urban and regional growth and innovation. A
dominant focus within this literature is on the relevance of
relatedness for processes of innovation (Boschma, 2005;
Feldman & Audretsch, 1999), entrepreneurship (Neffke
et al., 2018) and industrial diversification (Neffke & Hen-
ning, 2013). This focus reflects the microfoundations of the
relatedness literature, which emphasize local complementari-
ties and the consequent knowledge creation occurring
between related knowledge bases (Asheim & Gertler, 2005).

The principle of relatedness influences European
regional policy by underpinning spatially differentiated pol-
icy approaches. Local policies are context specific, in light

of the relatedness patterns among local economic activities
as well as the local institutional context (Barca et al., 2012;
Boschma, 2014). The policy emphasis, as with the related-
ness literature, is on innovation, entrepreneurial, and
research and development processes, and the support of
innovation-led growth. Such processes are the focus of
smart specialization policies (Foray et al., 2009, 2011),
which encourage regions to upgrade their economic struc-
ture ‘by building on their existing capabilities’ (Balland
et al., 2019, p. 1253) and which are a core component of
the reformed Cohesion Policy (Barca, 2009; McCann &
Ortega-Argilés, 2015).

Balland et al. (2019) propose a framework for analysing
smart specialization that connects the principle of related-
ness to the concept of complexity (Hidalgo & Hausmann,
2009). The complexity literature characterizes economic
activities as embodiments of tacit knowledge and skills
(Hidalgo et al., 2007; Hidalgo & Hausmann, 2009), and
emphasizes the role of social and economic networks in
knowledge and skill accumulation (Hidalgo, 2015; Soren-
son, 2005; Sorenson et al., 2006). Such networks facilitate
sharing and learning among individuals and firms, support-
ing the growth of complex activities that rely on specialized
combinations of complementary knowledge and skills.

The literature on evolutionary economic geography
(Boschma & Frenken, 2006) similarly emphasizes the
tacit knowledge embedded in firms, and the ability of
firms to absorb and recombine such knowledge (Hidalgo,
2015). This emphasis draws upon the characterization of
growth and innovation as recombinant processes (Schump-
eter, 1934; Weitzman, 1998). Because tacit knowledge, by
definition, is difficult to transfer, its absorption and recom-
bination may rely on indirect transfer mechanisms such as
the migration of workers among firms (Breschi & Lissoni,
2005; Jara-Figueroa et al., 2018). These mechanisms con-
stitute local interactions that facilitate collective learning
and the production of complex knowledge. The localiz-
ation of these interactions contributes to geographical vari-
ation in the concentration of complex knowledge (Balland
& Rigby, 2017) and activities that rely on such knowledge.
In particular, more complex activities tend to concentrate in
larger cities (Balland et al., 2020) where collaborative net-
works are larger and denser.

Complex activities are economically valuable because
they generate high rents (Rigby et al., 2019) and embody
tacit knowledge, which provides a source of competitive
advantage (Maskell & Malmberg, 1999). This argument,
coupled with the principle of relatedness, underlies Balland
et al.’s (2019, p. 1252) framework for analysing smart
specialization. They characterize smart specialization as a
way to ‘leverage existing strengths’ and ‘generate novel plat-
forms on which regions can build competitive advantage in
high value-added activities’. Balland et al. operationalize
these objectives by suggesting that regions expand into
complex activities that are related to existing local special-
izations. Complex activities deliver economic rents and
competitive advantage, while activities related to existing
specializations can leverage the knowledge and skills pos-
sessed by local employees and firms.
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Balland et al.’s framework highlights the complemen-
tarity between relatedness and complexity in the context
of urban and regional development. Expanding into activi-
ties related to, but not of greater complexity than, existing
specializations may lead to ‘lock-in’ that prevents growth
and innovation because local capabilities do not expand.
Likewise, attempts to expand into complex activities that
are not related to existing specializations may fail because
local workers and firms lack the requisite knowledge
and skills.

Balland et al. use their framework to analyse techno-
logical growth in European regions. They capture technol-
ogies by patent classes and measure growth in patent
claims. Such claims reflect the creation of new knowledge.
They estimate the relatedness and complexity of different
patent classes and find that these indices correlate with
growth within each class. Rigby et al. (2019) use a similar
empirical set-up to show that relatedness and complexity
correlate positively with employment and GDP growth.

There are at least two reasons why relatedness and com-
plexity may contribute to employment growth. First, clus-
ters of related activities promote innovation (Delgado et al.,
2014) by bringing together complementary ideas (Feldman
& Audretsch, 1999; Jacobs, 1969). To the extent that such
innovation produces long-term economic growth, com-
petitive forces drive employment growth in local clusters
of related activities in order to capitalize on their potential
to facilitate knowledge creation and spillovers (Asheim &
Gertler, 2005). Similarly, to the extent that complex activi-
ties deliver economic rents and competitive advantage,
markets reallocate employees towards complex activities
in order to extract these benefits.

Second, cities dense with related and complex activities
are more robust to labour market shocks. In such cities, if
demand for employees in one activity falls then displaced
workers can quickly regain employment in another activity
requiring similar knowledge and skills (Morkutė et al.,
2017; Neffke & Henning, 2013). Moreover, because com-
plex activities require combinations of knowledge and skills,
workers engaged in such activities can regain employment
in the alternative activities that use some of this knowledge
or these skills.

MEASURING RELATEDNESS AND
COMPLEXITY

Activity relatedness
We infer activities’ relatedness from employee co-location
patterns. Such patterns reveal activities’ mutual reliance
on spatially heterogeneous inputs, such as the tacit knowl-
edge and skills embedded in firms. Our relatedness
measure relies on variation in activities’ relative sizes in
different cities. This variation may arise due to firm birth
or death, or differential growth rates. We do not attempt
to separate these sources of variation.

The mathematical foundations of our relatedness
measure are as follows. Consider an economy comprising
a set C of cities and a set A of activities. Let Ea

c denote
the number of employees in city c [ C and activity

a [ A. Total city c employment is given by

Ec =
∑
a[A

Ea
c ,

while national activity a employment is equal to

Ea =
∑
c[C

Ea
c .

Summing over all cities and activities yields national
employment:

E =
∑
c[C

∑
a[A

Ea
c .

Comparing the local share

LSac =
Ea
c

Ec

of activity a in city c with its share Ea/E of national
employment reveals whether the activity is relatively over-
represented in city c. Such over-representation indicates
local specialization in activity a relative to the national
economy.

We measure the relatedness of activities ai and aj using
the correlation between the corresponding vectors
(LSai1 , LS

ai
2 , . . . , LS

ai
|C|) and (LS

aj
1 , LS

aj
2 , . . . , LS

aj
|C|) of

local employment shares. This correlation is high when ai
and aj are relatively over-represented in similar cities,
revealing firms’ tendency to co-locate in pursuit of
agglomeration economies. First, we compute the weighted
covariance

Vaiaj =
∑
c[C

Ec

E
LSaic −

∑
c[C

Ec

E
LSaic

( )
LSajc −

∑
c[C

Ec

E
LSajc

( )

=
∑
c[C

Ec

E

Eai
c

Ec
−Eai

E

( )
E

aj
c

Ec
−Eaj

E

( )
(1)

between the local share vectors for activities ai and aj ,
where the weighting factor Ec/E is equal to city c’s share
of national employment. Second, we divide Vaiaj by the
city share-weighted standard deviations of
(LSai1 , LS

ai
2 , . . . , LS

ai
|C|) and (LS

aj
1 , LS

aj
2 , . . . , LS

aj
|C|), yielding

the weighted correlation of local employment shares for
activities ai and aj . Finally, we map this correlation to the
closed unit interval [0, 1] using the linear transformation
x 7! (x+ 1)/2. Hence, our measure of the relatedness
between activities ai and aj is given by

Raiaj =
1

2

Vaiaj�����������
VaiaiVajaj

√ + 1

( )
. (2)

Raiaj has a range of [0, 1], is largest when activities ai and
aj have equal local shares in each city c [ C, and is smal-
lest when the percentage point difference between
activity ai ’s local and national shares has equal magnitude
but opposite sign to that difference for aj in all cities. We
assume that Vaa . 0 for each a [ A so that (2) is well
defined.
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Comparison with previously used relatedness
measures
The bracketed terms in the summand of (1) are equal to the
percentage point difference between activities’ local and
national employment shares, and thus measure the extent
to which activities are locally over-represented. An alterna-
tive measure of local over-representation is the location
quotient

LQa
c =

Ea
c /Ec

Ea/E
, (3)

which exceeds unity if and only if activity a comprises a lar-
ger share of city c employment than of national employ-
ment. Hidalgo et al. (2007), following Balassa (1965),
use a similar metric to identify the commodities in which
countries exhibit revealed comparative advantage (RCA)
and infer commodities’ similarity from RCA co-occur-
rences. Boschma et al. (2015) and Balland et al. (2019)
use this approach to estimate the similarity between differ-
ent technologies using patent data from US cities and
European regions.

Inferring activity relatedness from RCA co-occurrence
patterns is problematic for at least three reasons. First,
near-zero denominators of (3), caused by activities contri-
buting negligible shares of national employment, exacer-
bate measurement errors in the numerator of (3). Our
measure (2) reduces the impact of such errors by comparing
percentage point differences in local and national shares
rather than ratios of such shares.

Second, RCA co-occurrence patterns ignore variation
in the extent of local specialization and are sensitive to
small perturbations in location quotients near unity. To
see why, consider the indicator variable

RCAa
c =

1 if LQa
c ≥ 1

0 otherwise

{

for the event in which city c has RCA in activity a. This
variable is constant with respect to LQa

c on the intervals
[0, 1) and (1, 1), and is discontinuous at LQa

c = 1 and,
therefore, in Ea

c . In contrast, our measure (2) recognizes
variation in the extent of local specialization and varies con-
tinuously with local activity employment.

Third, the RCA approach is sensitive to external influ-
ence and noise in employment counts within small cities. If
an activity exits a small city, then all other activities in that
city are likely to become over-represented relative to their
national shares because the increase in their local shares
will be proportionally larger than any change in national
shares. Thus, the identification of activities in which
small cities appear to be specialized is sensitive to internal
migration and to fluctuations in local employment in
other activities. Activity specializations in larger cities are
less noisy because local shares are less sensitive to absolute
fluctuations in local employment. The RCA approach does
not recognize differences in signal quality between cities of
different size. In contrast, our measure (2) is more robust to
noise induced by small cities because it gives such cities less
weight than large cities.

Mean local relatedness and relatedness density
Equation (2) implies that Raa = 1 for each activity a [ A.
Therefore, the local share-weighted mean relatedness of
activity a with the activities in city c can be written as

∑
a′[A

Ea′
c

Ec
Raa′ = LSac + RDa

c ,

where we define

RDa
c =

∑
a′[A\{a}

Ea′
c

Ec
Raa′

as the ‘relatedness density’ of activity a in city c. Boschma
et al. (2015) and Balland et al. (2019) suggest an alternative
measure ∑

a′[A\{a} RCA
a′
c Raa′∑

a′[A\{a} Raa′

of relatedness density. However, this measure has the same
limitations as inferring relatedness from RCA co-occur-
rences: amplified measurement errors, disregard for the
extent of local specialization, discontinuity at unit location
quotients, and fragility in small cities.

Activity complexity
Complexity captures the knowledge intensity of activities
(Balland et al., 2020) by encoding the extent to which
they rely on specialized combinations of knowledge and
skills. We define activity complexity using the second
eigenvector of the row-standardized activity relatedness
matrix. Our approach extends Caldarelli et al.’s (2012)
eigenvector approximation of Hidalgo and Hausmann’s
(2009) Method of Reflections.

For ease of exposition, we first summarize the RCA-
based approach to estimating complexity before introdu-
cing the relatedness-based approach used in our empirical
analysis. Let

f(0)
c =

∑
a[A

RCAa
c

denote the number of activities in which city c [ C has
RCA and let

c(0)
a =

∑
c[C

RCAa
c

denote the number of cities that have RCA in activity
a [ A. Consider the sequences (f(k)

c )k≥0 and (c(k)
a )k≥0

defined by the system:

f(k)
c = 1

f(0)
c

∑
a[A

RCAa
cc

(k−1)
a (4)

c(k)
a = 1

c(0)
a

∑
c[C

RCAa
cf

(k−1)
c . (5)

Hidalgo and Hausmann (2009) argue that the limit
point of (c(k)

a )k≥0 measures the complexity of activity a
because it captures ‘the complexity that emerges from the
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interactions between the increasing number of individual
activities that conform an economy.’ Defining the vector
c(k) = (c(k)

1 , c(k)
2 , . . . , c(k)

|A|), substituting (4) into (5) and
letting k � 1 yields

Pc(1) = c(1),

where we define

c(1) = lim
k�1

c(k)

and where P = ( paiaj ) is the matrix with

paiaj =
∑
c[C

RCAai
c

c(0)
ai

RCAaj
c

f(0)
c

(6)

as the entry in row ai and column aj . P is then the transition
matrix for a Markov chain onA, which we interpret as fol-
lows. Suppose that a specialist in activity ai relocates to
another city specializing in ai and that, on arrival, they
change jobs to one of the local specializations in the new
city. If all feasible outcomes of the relocation and job-
change decision are equally likely, then paiaj is the prob-
ability that the specialist shifts to activity aj .

We estimate activity complexity using the spectral
properties of P as follows. Consider the standardized
vector

ĉ(k) = c(k) − c(k)1

sd(c(k))
, (7)

where c(k) and sd(c(k)) denote the mean and standard devi-
ation of the components of c(k), and where 1 denotes the
|A| × 1 vector of ones. According to Hidalgo and Haus-
mann (2009), the vector of activity complexities is given
by the limit

ĉ(1) = lim
k�1

ĉ(k).

Caldarelli et al. (2012) show (as also shown in Appen-
dix A in the supplemental data online), that if P has eigen-
vectors e1, e2, . . . , en and corresponding eigenvalues of
decreasing absolute value then (7) implies

ĉ(1) = e2 − e21

sd(e2)
. (8)

The matrix P is derived from RCA co-occurrence pat-
terns that can produce unreliable relatedness estimates for
the reasons identified above. Consequently, the spectral
properties of P are not robust to, for example, small values
of Ea

c or perturbations in location quotients near unity.
We overcome this weakness by replacing P with a row-
standardized copy of the activity relatedness matrix
R = (Raiaj ), where Raiaj is the relatedness between activi-
ties ai and aj defined in (2). In the resulting Markov chain
on the activity set A, transitions from node ai to node aj
occur with probability

Raiaj∑
a[A Raia

. (9)

Using our relatedness measure, rather than RCA co-
occurrences, to define the stochastic structure of the
inter-activity Markov chain retains potentially important
information about activities’ spatial distribution. Our
approach thus improves upon the Method of Reflections,
which discards such information by discretising the extent
of local specialization.

We define the complexity Ca of activity a as the ath

component of the standardized second eigenvector of
the row-standardized relatedness matrix R. Thus, our
procedure is consistent with the eigenvector approxi-
mation suggested by Caldarelli et al. (2012) except
that we replace the transition probability paiaj with (9).
The resulting vector (C1, C2, . . . , C |A|) partitions A
into two subsets of similar size according to the sign
of each component (Mealy et al., 2019; Shi & Malik,
2000). We set the sign of C1 such that Ca is positively
correlated with the weighted mean size

∑
c[C

Ea
c

Ea
Ec

of cities that contain activity a. This choice recognizes
that large cities facilitate a deeper division of labour
than do small areas (Jacobs, 1969) and that such div-
ision is needed for complex knowledge to develop (Bal-
land et al., 2020; Hidalgo & Hausmann, 2009).

City complexity
We estimate city complexity symmetrically to activity com-
plexity. For each pair ci , cj [ C, we compute the activity
size-weighted covariance:

∑
a[A

Ea

E

Ea
ci

Ea
−

∑
a[A

Ea

E

Ea
ci

Ea

( )
Ea
cj

Ea
−

∑
a[A

Ea

E

Ea
cj

Ea

( )

=
∑
a[A

Ea

E

Ea
ci

Ea
− Eci

E

( )
Ea
cj

Ea
− Ecj

E

( )

in city shares of activity employment, from which we
derive the relatedness between city ci and cj by convert-
ing to a weighted correlation and linearly mapping the
result to [0, 1]. Hence, our city relatedness index
measures the extent to which cities have more similar
local activity portfolios than would be expected if
employees were assigned to activities randomly. We
define the complexity Cc of city c as the cth component
of the standardized second eigenvector of the row-stan-
dardized city relatedness matrix, consistent with our
definition of activity complexity. We choose the sign
of C1 such that Cc is positively correlated with the
local share-weighted mean complexity:

∑
a[A

Ea
c

Ea
Ca

of activities in city c. Thus, by construction, complex
activities tend to concentrate in complex cities.
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DATA

We apply our relatedness and complexity measures to his-
torical New Zealand Census data aligned to current indus-
try, occupation and urban area codes. These data provide
usual resident employment counts in each census from
1981 to 2013.1 We capture cities by 2013 urban area
code and identify activities using industry–occupation
pairs. We capture industries by a manual grouping of
New Zealand Standard Industry Output Category codes2

and occupations by one-digit 1999 New Zealand Standard
Classification of Occupations code.

We restrict our analysis to persistently large urban areas
and activities in order to mitigate the impact of two confi-
dentiality requirements imposed by Statistics New Zeal-
and, the agency that provides our data. First, the
employment count in each cell – that is, each combination
of urban area, industry, occupation and census year – is ran-
domly rounded up or down to a multiple of three. Second,
cells with unrounded counts below six are suppressed. We
identify 50 urban areas with at least 1400 employed usual
residents and 199 industry–occupation pairs with at least
800 employees in each census year between 1981 and
2013. We pool remaining pairs into a single residual
activity that represents about 18% of national employment
across the years in our data.

Some urban areas delineate zones within a city. For
example, the urban area classification separates New Zeal-
and’s largest city, Auckland, into its north, west, south and
central zones. We merge such zones in order to increase the
consistency between our city classification and functional
economic areas. Our classification delivers 41 distinct
cities.

We use our relatedness measure (2) to estimate local
shares, relatedness densities, and activity and city complex-
ities for each census year. We structure our estimates as
panel data in which observations correspond to city–activity
pairs in a given census year. We exclude all observations
associated with the residual activity, and all observations
for census years 1986, 1996 and 2006. Therefore, our
data comprise a panel of 41 cities and 199 non-residual
activities in census years 1981, 1991, 2001 and 2013.3

The cities in our data have year-specific employed usual
resident populations ranging from 1434 (Queenstown in
1981) to 573,150 (Auckland in 2013). These populations
have mean 29,947 and median 6952. About 36% of the
employees captured in our data were usual residents of
Auckland at the date of the corresponding census.

The activities in our data span 61 industries and nine
occupations.4 The non-residual activities in our data have
year-specific employee populations ranging from 648
(mining plant and machine operators and assemblers in
2001) to 74,565 (education professionals in 2013). These
populations have mean 6139 and median 2798.

Defining activities as industry–occupation pairs allows
for variation in activity relatedness and complexity within
industries and occupations. This variation may capture
important differences in workers’ knowledge and skills.
For example, primary school teachers may require different

knowledge and skills than university professors, even
though both groups are employed within the education sec-
tor. Such differences may lead to different co-location pat-
terns with other activities, and, consequently, different
relatedness and complexity estimates. Likewise, managing
a consulting firm may require different knowledge and
skills than managing a trawling company, even
though both tasks share an occupation classification of
‘manager’.

Our activity classification is coarser than the classifi-
cations used in previous studies.5 This coarseness is necess-
ary because the employment counts in our data are small.
Using a finer classification would increase the knowledge
and skill homogeneity among workers within each activity,
but decrease the information density of our data. We believe
that our choice of 199 persistently large activities balances
the trade-off between classification detail and information
density, and leaves sufficient variation in activities’ preva-
lence across cities to obtain defensible relatedness and com-
plexity estimates. Our activity classification also delivers a
relatively dense city–activity employment matrix: every
activity appears in at least 16 of the 41 cities in our data.6

EMPIRICAL ANALYSIS

Activity space
We first define an ‘activity space’ that captures the network
structure of activities based on our relatedness estimates.
Our construction echoes the ‘product space’ of commod-
ities defined by Hidalgo et al. (2007). We describe activity
space by a weighted network N = (A, E), where A is the
set of 199 non-residual activities in our data and where
each edge {ai, aj} [ E has weight equal to the pairwise
relatedness Raiaj between activities ai and aj .

Figure 1 presents a network map of activity space based
on 2013 Census employment data. Nodes represent activi-
ties (industry–occupation pairs) and have radii proportional
to activities’ sizes. Darker nodes represent more complex
activities. We use Fruchterman and Reingold’s (1991)
algorithm to position nodes using the edge weights of N .
This algorithm places more related activities closer
together. In order to reveal the strongest inter-activity con-
nections, we display the subnetwork N ′ of N induced by
the 500 edges of largest weight. We omit from our visual-
ization all components of N ′ containing three nodes or
fewer. These restrictions yield a network with four com-
ponents, 84 nodes and 476 edges. To guide our readers,
we label clusters of nodes in our visualization of N ′ with
indicative sector labels that describe the majority of activi-
ties in each cluster.

Our map of activity space contains a densely connected
cluster of activities associated with the distributive services
sector. These activities include high- and low-skill occu-
pations in the wholesale trade industry, and medium-skill
occupations in the real estate and road transport industries.
Below this cluster is a group of high-skill occupations in the
professional services sector. Such activities tend to concen-
trate in large cities and, consequently, share strong co-
location patterns.

6 Benjamin Davies and David C. Maré
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The distributive and professional services sectors con-
tain the most complex activities based on our estimates
using data from the 2013 Census. These sectors require
specialized combinations of knowledge and skills that
have low spatial transferability. In contrast, the least com-
plex activities are associated with medium- to low-skill
occupations in the health and retail industries. These
activities have low complexity because they do not depend
on other activities being present locally. Activities associ-
ated with the health and retail industries tend to be locally
over-represented in cities with few specializations, which
our measure (2) captures as high relatedness.

The smaller two components in our visualization of
activity space represent groups of activities of medium
complexity. These groups correspond to activities associ-
ated with central government, which concentrate in New
Zealand’s capital city, and with the construction sector,
which concentrates in cities with high residential growth.

Smart specialization opportunities
We embed our relatedness and complexity estimates within
Balland et al.’s (2019) framework for analysing smart
specialization. Their framework identifies low-risk, high-
return development opportunities as locally under-rep-
resented activities – that is, activities a with location quoti-
ent LQa

c , 1 in city c – that have high mean local
relatedness and high complexity.

Figure 2 plots mean local relatedness against complexity
for locally under-represented activities in three cities:
Auckland, New Zealand’s most populous city with
573,150 employed usual residents at the 2013 Census;

Wellington, the nation’s capital with 185,844 employed
usual residents at the 2013 Census; and Huntly, a small
coal mining town with 1611 employed usual residents at
the 2013 Census.

Auckland’s relatively large and diverse labour market
facilitates specialization in the most complex activities.
Figure 2 shows that there is limited scope for Auckland
to expand into new low-risk, high-return activities because
it is already specialized in such activities. In contrast, Well-
ington appears poised for employment growth in complex
activities because such activities are locally under-rep-
resented but also highly related to existing specializations.

Huntly’s small size makes it appear relatively specialized
in all but the nationally largest activities because few local
employees are needed to obtain location quotients above
unity. For example, only 876 of the 1,503,018 usual resi-
dents employed nationally at the 2013 Census were
employed as trades workers in the specialized food retailing
industry. Thus, a single employee in that activity delivers a
location quotient in Huntly of about 1.07. This example
highlights the instability of RCA-based relatedness
measures for small cities and activities.

Complexity measure comparison
We discussed above why our complexity measure is more
robust to noisy employment data than measures based on
RCA co-occurrences. We demonstrate our measure’s rela-
tive robustness using the following bootstrap procedure.
First, we randomize the activity portfolio mix within each
city by randomly sampling employees with replacement
from the observed city-specific activity employment

Figure 1. Network map of activity space based on relatedness estimates for 2013.
Note: Nodes represent activities (industry–occupation pairs). Larger, darker nodes represent larger, more complex activities. Labels
describe the sector containing the majority of activities in each cluster (indicative only).

Relatedness, complexity and local growth 7

REGIONAL STUDIES



distributions. Next, we use the resulting randomized
national employment counts to compute activity complex-
ities using our measure, and the RCA-based measure used
in previous studies. This RCA-based measure is
implemented in the R package EconGeo (Balland, 2017).
We repeat this procedure n = 50 times, and record the
complexity Cams of activity a [ A using measure m in
each sample s [ {1, 2, . . . , n}.7 We then compute the bias

bam = 1

n

∑n
s=1

(Cams − Cam)

and Bessel-corrected standard deviation

sam =

�����������������������������������
1

n− 1

∑n
s=1

Cams − 1

n

∑n
t=1

Camt

( )2
√√√√

in the estimated complexity of activity a using method m
across bootstrap samples. Here Cam is the complexity of
activity a estimated using measure m before bootstrapping.
Finally, we compute the means and standard errors of bam

and sam across the 199 activities in our data for each
measure m. We summarize these means and standard
errors in Table 1, which reports population-weighted and
unweighted values for each census year in our data.

The mean biases in our bootstrap activity complexity
estimates are not significantly different than zero using
our measure or the measure implemented in EconGeo.
However, the year-specific standard deviations of the esti-
mates using our measure are significantly smaller than
those standard deviations using EconGeo, suggesting that
our measure is more robust to random fluctuations in
employment counts. Comparing weighted and unweighted
values reveals that the bootstrap estimates using our com-
plexity measure tend to be more precise for larger activities.
In contrast, the estimates using EconGeo do not exhibit
consistent relationships between precision and activity
size across years.

Do relatedness and complexity predict
employment growth?
Last, we evaluate the contribution of relatedness and com-
plexity to local employment growth. We define the growth
rate in city c, activity a employment as the annualised per-
centage point change

Ga
c = 100

Ea
c

L.Ea
c

( )1/n

− 1

( )
,

where n is the number of years between consecutive obser-
vations; and L. is the lag operator.8 We regress Ga

c on
lagged values of local share, relatedness density, activity
complexity and city complexity. We use the 16,591 obser-
vations for which Ga

c is computable9 and weight obser-
vations by the corresponding lagged share L.Ea

c /L.E of
national employment.

We transform our local share estimates by subtracting
their weighted mean and multiplying by 100 to obtain
demeaned percentage point shares. We also standardize
relatedness density, and activity and city complexity, to
have zero weighted mean and unit weighted variance.
These transformations calibrate our interaction terms to
have zero values at covariates’ weighted means, easing the
interpretation of the coefficients on non-interaction
terms. Table 2 presents descriptive statistics for our trans-
formed data before and after weighting by lagged shares of
national employment. Comparing the weighted and
unweighted means reveals that, on average, observations
with larger city–activity employment counts are associated
with slower local growth rates, greater local shares, lower
relatedness densities and higher city complexities.

Table 3 presents our regression results. Columns (1)
and (2) show that relatedness dense activities grew slower
during our period of study. On average, and holding
activity complexity constant at its weighted mean, a 1 SD
(standard deviation) rise in relatedness density corresponds

Figure 2. Smart specialization opportunities in Auckland,
Wellington and Huntly based on 2013 Census data.
Notes: Points represent activities and are scaled by local share
and coloured by activity complexity.

8 Benjamin Davies and David C. Maré
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to a 0.42 percentage point decline in local employment
growth per year. This effect does not change significantly
when we control for city complexity.

The coefficient estimates in columns (1) and (2) of
Table 3 may be biased by unobservable, time-varying
activity and city factors that are correlated with our chosen
covariates. We control for these factors in column (3) by
including activity–year and city–year fixed effects. This
allows us to identify the effects of cross-sectional variation
in local growth rates, controlling for the period-specific
growth experienced by each activity across New Zealand
and for the period-specific growth experienced by each
city as a whole. However, we lose the ability to separately
identify coefficients on activity and city complexity because
these covariates are perfectly collinear with our fixed effects.
The negative coefficient on local share implies that employ-
ment growth was faster for activities that initially rep-
resented smaller shares of local employment. Thus, on
average, cities diversified their local activity portfolios
during our period of study. The negative coefficients on
the interaction of local share with activity and city complex
imply that this diversification was faster into more complex
activities and within more complex cities.

Balland et al.’s (2019) framework characterizes high
relatedness density as an indicator of low-risk local invest-
ment options and activity complexity as an indicator of
high reward options. Their framework thus suggests that
complex activities with high local relatedness offer the
strongest prospects for future growth. If this were true in
our setting, then we would expect a strong positive coeffi-
cient on the interaction of relatedness density and activity
complexity. However, our estimates in column (3) of
Table 3 show only a weak and insignificant interaction
(−0.059) after controlling for time-varying activity and
city factors.

In contrast with our results, Rigby et al. (2019) estimate
a positive, statistically significant relationship between
smart specialization prescriptions and employment growth.
They use the relatedness and complexity measures provided
by the R package EconGeo (Balland, 2017). To determine
whether our conclusions differ from Rigby et al.’s due to
differences in methodology or because of differences in
context, we compare our regression estimates in columns
(1)–(3) of Table 3 with the estimates obtained using Econ-
Geo’s relatedness and complexity measures. We transform
these measures using the procedure described above and

Table 1. Bias and standard deviation in bootstrapped activity complexity estimates, aggregated across activities.
Davies and Maré EconGeo

Year Bias SD Bias SD

Population-weighted means (standard errors)

1981 0.000 (0.003) 0.080 (0.006) 0.025 (0.010) 0.177 (0.010)

1991 −0.002 (0.002) 0.082 (0.006) −0.005 (0.012) 0.143 (0.010)

2001 −0.001 (0.002) 0.070 (0.006) −0.005 (0.008) 0.127 (0.010)

2013 0.003 (0.001) 0.059 (0.005) 0.052 (0.011) 0.197 (0.013)

Unweighted means (standard errors)

1981 0.000 (0.005) 0.124 (0.008) 0.000 (0.012) 0.174 (0.011)

1991 0.000 (0.003) 0.114 (0.007) 0.000 (0.014) 0.173 (0.011)

2001 0.000 (0.003) 0.107 (0.007) 0.000 (0.009) 0.148 (0.011)

2013 0.000 (0.002) 0.093 (0.006) 0.000 (0.010) 0.134 (0.011)

Table 2. Descriptive statistics for data used in the main regressions.
Unweighted Weighted

Variable Mean SD Mean SD Minimum Maximum

Local growth rate (Ga
c ) 0.613 5.010 0.242 4.275 −32.935 34.472

Local share (L.LSac ) −0.736 0.976 0.000 1.639 −1.337 22.293

Davies and Maré

Relatedness density (L.RDa
c ) 0.316 1.285 0.000 1.000 −5.112 4.756

Activity complexity (L.Ca) 0.073 0.996 0.000 1.000 −1.244 1.756

City complexity (L.Cc) −0.756 0.840 0.000 1.000 −1.991 1.380

EconGeo

Relatedness density (L.RDa
c ) −0.486 0.857 0.000 1.000 −3.316 4.061

Activity complexity (L.Ca) −0.075 0.885 0.000 1.000 −0.972 3.842

City complexity (L.Cc) −0.908 0.651 0.000 1.000 −1.604 1.823

Note: There is a total of 16,714 observations for each variable. Observations are city–activity–year tuples. The minimums andmaximums ofGa
c correspond to

city–activity employment counts that fell from 489 to 9 and rose from 9 to 174 between consecutive censuses.
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Table 3. Main regression estimates.
Dependent variable: Local growth rate (Ga

c )

Davies and Maré EconGeo

(1) (2) (3) (4) (5)

Local share (L.LSac ) −0.118 −0.115 −0.243*** 0.177** −0.159*
(0.120) (0.122) (0.059) (0.073) (0.082)

Relatedness density (L.RDa
c ) −0.419*** −0.414*** −0.085** 0.022 −0.147*

(0.083) (0.096) (0.040) (0.103) (0.081)

Activity complexity (L.Ca) −0.104 −0.067 0.521***

(0.138) (0.144) (0.103)

Activity complexity × local share −0.156 −0.173 −0.233*** 0.097 −0.310***
(0.140) (0.141) (0.076) (0.062) (0.112)

Activity complexity × relatedness density 0.211*** 0.165* −0.059 0.021 0.127***

(0.076) (0.087) (0.055) (0.053) (0.032)

City complexity (L.Cc) 0.117 0.086

(0.101) (0.115)

City complexity × local share 0.010 −0.061** 0.180** 0.094***

(0.064) (0.026) (0.071) (0.032)

City complexity × relatedness density −0.095 −0.106*** −0.214** 0.133**

(0.099) (0.035) (0.088) (0.065)

Activity–year and city–year fixed effects Yes Yes

Observations 16,591 16,591 16,591 16,591 16,591

R2 0.015 0.016 0.755 0.021 0.754

Note: Values are ordinary least squares (OLS) estimates with analytic weights equal to lagged shares of total employment. Heteroskedasticity-robust standard errors are shown in parentheses: *p , 0.05, **p , 0.01,
***p , 0.001. Observations are city–activity–year tuples. Constant terms are included in the models but suppressed in the table.
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present descriptive statistics for the resulting transformed
covariates in Table 2.

Columns (4) and (5) of Table 3 report coefficient
estimates using EconGeo before and after introducing
activity–year and city–year fixed effects. We use the
same analytic weights in these columns as in columns
(1)–(3). The estimates using our relatedness and com-
plexity measures suggest different patterns than the esti-
mates using EconGeo. For example, our measures imply a
weak negative relationship between activity complexity
and local employment growth, whereas the EconGeo
measures imply a strong positive relationship. Likewise,
introducing fixed effects weakens the interaction between
activity complexity and relatedness density using our
measures but strengthens it using EconGeo. These differ-
ences in patterns may be context-specific, and we there-
fore encourage further research on how and why such
differences arise using data from different geographical
contexts.

Are the effects of relatedness and complexity
context dependent?
Estimating regression coefficients using all observations
in our data may mask effects that are relevant only for
particular activities or local contexts. We analyse sub-
samples of our data in order to investigate the variation
in attributes of the activities and cities to which the
growth benefits of relatedness and complexity accrue.
Table 4 reports weighted means and standard deviations
for each subsample. We transform our subsample data so
that local share has zero within-subsample weighted
mean, and so that relatedness density, activity complexity
and city complexity have zero weighted mean and unit
weighted variance. We use the model specification in col-
umn (3) of Table 3 as our preferred specification
throughout our subsample analyses.

Table 5 summarizes our subsample analyses. Its second
and third columns of coefficient estimates show the contri-
bution of relatedness and complexity to local employment
growth in existing and potential specializations. We ident-
ify these contributions by re-estimating our preferred

model specification among observations with
L.RCAa

c = 1 and observations with L.RCAa
c = 0. The

interaction of activity complexity and relatedness density
was negative and insignificant in our subsample of locally
under-represented activities. Thus, Balland et al.’s (2019)
characterization of smart specialization does not explain
employment dynamics in our data.

The mechanisms underlying relatedness and complex-
ity may operate only at certain city scales. For example,
knowledge spillovers may be relevant only in cities with suf-
ficiently thick labour markets. We analyse the scale depen-
dence of relatedness and complexity by partitioning our
data into four subsamples according to cities’ urban area
types. ‘Main’ urban areas represent the largest urbanized
areas in New Zealand; ‘secondary’ and ‘minor’ urban
areas tend to be smaller and less densely populated.10 We
separate the four largest cities – Auckland, Hamilton,
Wellington and Christchurch (AHWC) – from other cities
classified as main urban areas. Table 4 shows that, on aver-
age, larger cities grew faster during our period of study, had
more diverse local labour markets and contained more
complex activities.

The last four columns of Table 5 summarize our
subsample analyses by urban area type. Holding activity
and city complexity constant at their weighted means,
we find strong negative relationships between local
employment growth and relatedness density in main
urban areas but weak positive relationships in smaller
cities. We find a positive relationship between local
employment growth and the interaction of activity com-
plexity and relatedness density in all four subsamples,
but this relationship is significant in our subsample of
the four largest cities only. This scale-dependence
echoes McCann and Ortega-Argilés (2015) claim that
peripheral regions have limited capacities to pursue
development paths in line with smart specialization pre-
scriptions. Overall, our results support the characteriz-
ation of cities as dense networks of interacting
activities: the benefits of such interaction are more
apparent in larger cities where workers engaged in
related activities interact more frequently.

Table 4. Weighted covariate means and standard deviations, by regression subsample.
Local growth

rate Local share
Relatedness

density
Activity

complexity
City

complexity

All data 0.242 (4.275) 0.000 (1.639) 0.000 (1.000) 0.000 (1.000) 0.000 (1.000)

Local over-representation subsamples

L.RCAa
c = 1 −0.194 (4.283) 0.172 (1.902) 0.537 (0.776) 0.179 (1.040) −0.119 (1.008)

L.RCAa
c = 0 0.784 (4.203) −0.214 (1.203) −0.667 (0.831) −0.222 (0.900) 0.148 (0.969)

Urban area type subsamples

AHWC 0.539 (3.993) −0.186 (1.190) −0.174 (0.915) 0.123 (1.023) 0.399 (0.861)

Main excluding AHWC −0.240 (4.684) 0.129 (1.634) 0.178 (0.876) −0.196 (0.929) −0.649 (0.816)

Secondary −0.417 (4.861) 0.680 (2.668) 0.624 (1.281) −0.294 (0.876) −0.988 (0.656)

Minor −0.958 (4.422) 2.173 (4.793) 1.254 (1.748) −0.451 (0.783) −1.214 (0.523)

Notes: Weighted standard deviations are shown in parentheses.
AHWC, Auckland, Hamilton, Wellington and Christchurch.
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Table 5. Subsample regression estimates.
Dependent variable: Local growth rate (Ga

c )

Local over-representation Urban area type

All data L.RCAa
c = 1 L.RCAa

c = 0 AHWC Main excluding AHWC Secondary Minor

Local share (L.LSac ) −0.243*** −0.266*** −0.908 0.199 −0.880*** −0.383*** −0.459***
(0.059) (0.080) (0.570) (0.310) (0.134) (0.119) (0.125)

Relatedness density (L.RDa
c ) −0.085** 0.029 0.032 −0.338*** −0.294** 0.030 0.436

(0.040) (0.070) (0.081) (0.076) (0.122) (0.203) (0.354)

Activity complexity × local share −0.233*** −0.103 −1.378*** −0.305 −0.750*** −0.308*** −0.060
(0.076) (0.091) (0.435) (0.317) (0.159) (0.119) (0.203)

Activity complexity × relatedness density −0.059 −0.058 −0.011 0.208* 0.094 0.217 0.297

(0.055) (0.067) (0.059) (0.111) (0.144) (0.231) (0.376)

City complexity × local share −0.061** −0.139*** −0.032 −0.044 −0.031 0.058 0.039

(0.026) (0.035) (0.042) (0.049) (0.033) (0.070) (0.047)

City complexity × relatedness density −0.106*** −0.135** −0.096** 0.048 0.044 −0.038 −0.093
(0.035) (0.060) (0.040) (0.057) (0.030) (0.069) (0.093)

Observations 16,591 8,750 7,841 2,384 7,144 5,128 1,935

R2 0.755 0.795 0.810 0.887 0.756 0.595 0.617

Notes: Values are ordinary least squares (OLS) estimates with analytic weights equal to lagged within-subsample employment shares. Heteroskedasticity-robust standard errors are shown in parentheses: *p , 0.05, **p , 0.01,
***p , 0.001. Observations are city–activity–year tuples. Constant terms are included in the models but are suppressed from the table. All models include activity–year and city–year fixed effects.
AHWC, Auckland, Hamilton, Wellington and Christchurch.
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Do different spatial scales suggest different
relationships?
Merging zones within cities precludes us from using intra-
city variation to generate our regression estimates. This
variation may be relevant if relatedness and complexity cap-
ture mechanisms that operate at smaller spatial scales than
can by observed by comparing cities. We explore this possi-
bility in Table 6, which reports coefficient estimates
obtained using our relatedness and complexity measures
before and after merging urban zones.11 We generate
pre-merge estimates by recomputing activity and city relat-
edness and complexities using all 50 urban areas in our
data, rather than the 41 cities obtained after merging
zones, and re-estimating the model specification in column
(3) of Table 3.

Separating zones changes what we measure to be
related and complex. For example, our activity relatedness
and complexity estimates using 2013 Census data before
merging zones share Spearman correlations of 0.757 and
0.545 with their values after merging zones. These differ-
ences in rankings reflect differences in activity co-location
patterns observed at different spatial scales.

The first two columns of Table 6 report coefficient esti-
mates using city- and zone-level variation across all cities in
our data. Both columns provide strong evidence of activity
portfolio diversification during our period of study, particu-
larly among complex activities and within complex cities.
The interaction between activity complexity and related-
ness density remains insignificant when we separate
zones within cities.

The last two columns of Table 6 report coefficient esti-
mates using city- and zone-level variation among New
Zealand’s four largest cities. Among these cities, we find
no evidence of diversification at the city level but strong

evidence at the zone level. Zones in New Zealand’s largest
four cities appear to have diversified towards complex
activities, but these activities were not related to existing
specializations. We attribute these patterns to spatial sort-
ing within cities: complex activities became more spatially
concentrated at the zone level, with limited observable
changes at the city level. Such sorting occurs in sufficiently
large cities only, which may explain why we fail to identify
differences in growth patterns between cities and zones
when we pool across all cities in our data. Accounting for
intra-city spatial sorting lies beyond the scope of this
paper but remains a potential avenue for future research.

CONCLUSIONS

This paper makes two substantive contributions to the
existing literature. First, we describe new measures of relat-
edness and complexity that are more appropriate than
existing measures for analysing the interaction among
economic activities in small cities. Second, we use these
measures to obtain new evidence on the contribution of
relatedness and complexity to urban employment growth
in New Zealand, where local labour markets are smaller
than those in geographical areas studied previously.

We find some evidence that relatedness and complexity
are complementary in promoting employment growth
within the larger cities in our data, but no evidence that
relatedness and complexity contribute to employment
growth within the smaller cities in our data. Our results dif-
fer from those obtained using the relatedness and complex-
ity measures applied in previous studies. This difference
highlights the importance of using contextually appropriate
measures when evaluating the potential efficacy of urban
and regional growth and innovation policies. We

Table 6. Robustness regression estimates.
Dependent variable: Local growth rate (Ga

c )

All cities All zones AHWC cities AHWC zones

Local share (L.LSac ) −0.243*** −0.266*** 0.199 −0.539***
(0.059) (0.044) (0.310) (0.157)

Relatedness density (L.RDa
c ) −0.085** 0.059* −0.338*** 0.017

(0.040) (0.032) (0.076) (0.052)

Activity complexity × local share −0.233*** −0.138** −0.305 0.276**

(0.076) (0.060) (0.317) (0.135)

Activity complexity × relatedness density −0.059 0.030 0.208* −0.069
(0.055) (0.040) (0.111) (0.066)

City complexity × local share −0.061** −0.084*** −0.044 −0.051*
(0.026) (0.023) (0.049) (0.030)

City complexity × relatedness density −0.106*** −0.142*** 0.048 0.057*

(0.035) (0.026) (0.057) (0.034)

Observations 16,591 21,352 2384 6589

R2 0.755 0.719 0.887 0.820

Notes: Values are ordinary least squares (OLS) estimates with analytic weights equal to lagged within-subsample employment shares. Heteroskedasticity-
robust standard errors are shown in parentheses: *p , 0.05, **p , 0.01, ***p , 0.001. Observations are city–activity–year tuples. Constant terms are
included in the models but are suppressed from the table. All models include activity–year and city–year fixed effects.
AHWC, Auckland, Hamilton, Wellington and Christchurch.
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encourage further research using data from different con-
texts to compare our measures to those used in previous
studies.

Overall, we do not identify strong effects of related-
ness and complexity on growth in local activity employ-
ment in New Zealand. It is an open question whether
this absence means that these effects do not operate
or that New Zealand cities lack the scale for such oper-
ation. Our results may reflect the limited capacity for
knowledge specialization within New Zealand’s local
labour markets. Alternatively, our failure to identify
strong effects may reflect how, within New Zealand
and during our period of study, policies were not expli-
citly designed to encourage or support relatedness and
complexity. The absence of such targeted policies may
have prevented any potential employment growth
benefits of smart specialization policies from being
realized.

Likewise, it is an open question whether there is a lim-
ited spatial horizon for the growth and innovation benefits
of related activities’ interaction. Our comparison of city-
and zone-level growth dynamics in Table 6 shows that
the apparent benefits of such interaction depend upon
the spatial scale at which those benefits are measured.
This dependence may, in turn, depend on the presence of
geographically distributed inter-firm networks, such as
integrated supply chains and ‘virtual enterprises’ that facili-
tate more distant interactions among related activities. We
leave these dependencies to future studies.

Finally, whereas our analysis focuses on the contri-
bution of relatedness and complexity to urban employment
growth, future research could examine the contribution of
these measures to other outcomes such as innovation,
entrepreneurship, and firm entry and exit.
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NOTES

1. We capture employee locations using residential
addresses rather than workplace addresses due to the sub-
stantial incompleteness of available workplace data.
2. Our manual grouping identifies 65 distinct industries,
which represent aggregations of the 103 NZSIOC codes
used by Statistics New Zealand to generate input–output
tables. These NZSIOC codes, in turn, represent aggrega-
tions of 214 three-digit 2006 ANZSIC codes.
3. We analyse decade-separated censuses, rather than
consecutive censuses, in order to balance the anticipated
trade-off between predicting local employment growth
using out-of-date relatedness and complexity estimates,
and allowing too little time for local conditions to affect
employment dynamics. The interval between 2001 and
2013 is longer than a decade because the 2011 Census
was postponed due to the 2011 Christchurch earthquake.
4. Davies and Maré (2019, tabs 11–13) provide year-
specific industry and occupation employment counts, and
indicate the industry–occupation pairs included in our data.
5. Balland and Rigby (2017) study 438 technology classes,
Balland et al. (2019) study 617 technology classes, and
Rigby et al. (2019) study 652 technology classes.
6. The minimum is obtained by service and sales workers
in the air and space transport industry.
7. We obtain similar results using larger values of n.
8. Thus n = 10 for city–activity observations in 1991 and
2001, while n = 12 for observations in 2013.
9. We lose observations for two suppression-induced
reasons. First, there are 8538 observations for which the
unrounded value of Ea

c is below the suppression threshold,
preventing us from computing the local share LSac , related-
ness density RDa

c and growth rate Ga
c . Second, there are

another 7507 observations for which the unrounded value
of L.Ea

c falls below the suppression threshold, preventing
us from computing Ga

c . We account for suppressed values
of LSac by computing relatedness indices based on pairwise
complete observations.
10. Statistics New Zealand imposes minimum population
thresholds in its classification of urban areas. These
thresholds are 30,000 for main urban areas, 10,000 for sec-
ondary urban areas and 1000 for minor urban areas.
11. These merges affect Auckland (four zones), Hamilton
(three zones), Wellington (four zones), and Napier and
Hastings (two zones). These four cities contribute 58.3%
of the employees in our data across all years.
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