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ABSTRACT 

The Investigation of Secondary Particle Formation Initiated by Non-Prototypical 
Sources and the Role of Amines in the Atmosphere 

Emily Louise Burrell 
Department of Chemistry and Biochemistry, BYU 

Doctor of Philosophy 

This dissertation is a collection of works that investigate non-prototypical 
sources leading to new particle formation in the atmosphere. Particles play a major role 
in atmospheric chemistry. For example, particles are a component of smog and are 
commonly found in high concentrations under conditions of atmospheric inversions.  
In order to reconcile the difference between measured and modeled particle 
concentrations new mechanisms from non-prototypical sources for particle formation 
need to be determined. Formation of particles has frequently been modeled using 
classical nucleation theory (CNT).  The first step in CNT is the nucleation step where 
molecular clusters form.  In a second step, these clusters grow into particles through 
coagulation or condensation. First, this research aims to improve the modeling of 
equilibrium constants for the formation of peroxy radical-water complexes. Failure of 
the harmonic approximation in the partition function for describing the low frequency 
vibrational modes of the complexes was explored.  Instead the dissociative hydrogen 
bond mode using a Lennard-Jones 6-3 potential and the other low frequency 
vibrational modes using one- and two-fold hindered rotors was modeled. It was 
determined that the contribution of the two-fold hindered rotors is more important 
than the long-range dipole-dipole potentials and of vibration-rotation coupling. 

In related work, the hydroperoxy radical was investigated as a non-prototypical 
source of particles using high level ab initio calculations.  The results indicate that the 
addition of an amine to the dimer increased the overall stability of complex through 
the increased number and strength of the hydrogen bonds. When compared to 
prototypical systems, sulfuric acid and methane sulfonic acid, the strength of the 
complex was found to be similar to the peroxy radical system.  

Finally, carboxylic acids, formic acid and acetic acid, were investigated as a 
source for new particle formation using computational and experimental techniques. 
Using a slow flow reactor cell particle formation was enhanced by the addition of 
trimethylamine. High level ab initio calculations indicate like the peroxy radicals, 
carboxylic acids may act as a molecular cluster in particle formation.

Keywords: Secondary Particle Formation, Amines, Carboxylic Acids, Nucleation 
Theory, Atmospheric Chemistry, Peroxy Radicals, Ab-initio Calculations 
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Chapter 1 Introduction  

Introduction 

Over the last century there has been an increased interest in the field of 

atmospheric chemistry. The study of atmospheric chemistry allows for a better 

understanding of chemical reactions and interactions that occurs in the atmosphere 

which often leads to the formation of particulate matter, also known as particles. 

Particles play an important role in not only our health but also climate change.  Due to 

the significant role these particles can play in our everyday life there has been an effort 

to not only better understand the chemistry behind the formation of particles but also 

the mechanisms that generate particles.  

Despite the broad impact of particles, our current understanding of pathways 

leading to new particle formation is lacking. Current predictive models underestimate 

the total concentration of particles in the atmosphere1. This underestimation is 

indicative of unknown pathways leading to particle formation. To better understand 

potential pathways, this dissertation will delve into understanding particle formation 

via nucleation and possible non-prototypical sources leading to particle formation. 
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1.1 Particles 

Particles are solids or liquids suspended in the atmosphere with diameters 

between 0.002 and 100 μm.2 These particles play a major role in atmospheric chemistry. 

For example, particles can be a component of smog and are commonly found in high 

concentrations under conditions of atmospheric inversions.3  Particles can also be 

detrimental to our health. When they are smaller than 2.5 μm in diameter they are 

capable of entering the lungs and blood stream causing breathing related diseases.3-7 

Particles can also, directly or indirectly impact the climate. They are responsible 

for cloud formation and depending on the composition of the particle can either absorb 

or reflect light leading to heating or cooling of the atmosphere.8 Particles composed 

primarily of water reflect light leading to cooling of the atmosphere, whereas carbon-

based particles absorb light leading to heating of the atmosphere. Particles can also act 

as cloud condensation nuclei (CCN) and ice nuclei leading to the formation of clouds.2 

The precursors for CCN and ice nuclei impact the occurrence and lifetime of clouds on 

local, regional and global scales.9-11 

Particles are divided into two main categories: course and fine particles. Though 

smaller in size, fine particles account for most of the total number of particles and most 

of the particle mass.2, 3, 12, 13 The type of particle formed typically depends on if it comes 

from a primary or secondary source.  A course particle is defined as a particle with a 

diameter greater than 2.5μm and is typically formed by primary sources or mechanical 
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processes2.  Particles from a primary source are emitted or injected directly into the 

atmosphere2. Primary sources can be biogenic or anthropogenic in nature. Some 

examples of anthropogenic sources include agricultural operations, industrial 

processes14-16, grinding, combustion of wood and fossil fuels17-20, construction and 

demolition activities and entrainment of road dust21. Biogenic sources include 

windblown dust, erosion and wildfires22.  

While course particles are principally formed via primary sources fine particles 

are formed by secondary sources. Fine particles are typically formed in the atmosphere 

by gas-to-particle conversion processes. Secondary sources can be biogenic or 

anthropogenic in nature. Anthropogenic sources include car and truck emissions, 

factories and construction sites. Biogenic sources include animal husbandry and 

emissions from plants.  

Unlike course particles, fine particles are further divided into 3 modes: 

accumulation range, Aitken nuclei range and ultrafine particles (UFPs). The type of 

mode typically indicates the pathway in that was used to grow the particles. 

Accumulation range particles typically have diameters ranging from 0.08 -2.5 μm and 

are composed of more organics than course particles and soluble inorganics such as 

NH4+, NO3 - and SO42-. Particles found in the accumulation range are formed by either 

the condensation of low-volatility vapors or coagulation. This means that either smaller 

sized particles from the Aitken nuclei range collide with themselves or collide with  
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particles in the accumulation range to form the accumulation range sized particles. 

Accumulation range particles present only a small portion of the total number of 

particles (~5%) but contain a significant portion of total particle mass (~50%). 

The Aitken nuclei range contains particles with diameters ranging from 

0.01-0.08 μm and are formed either by gas to particle nucleation or the condensation of 

low-vapor pressure gaseous species, also known as homogenous nucleation. As 

mentioned before, often the Aitken nuclei particles will grow in diameter via 

coagulation to accumulation range particles. Though smaller in size, Aitken range 

particles and ultrafine particles make up the majority of the particles in the 

atmosphere but account for very little of the mass.  

Ultrafine particles (UFPs) contain particles with diameters less than 0.01 μm and 

are formed by gas to particle conversion processes which theories will be discussed in a 

later section.  Unlike the accumulation range or Aitken nuclei range particles it contains 

the smallest amount of total mass but contains a significant number of the total 

particles.  

1.2 Nucleation Theories 

Secondary particle formation occurs through gas to particle conversion 

processes, however these processes are not fully understood, and many molecular scale 

theories have been formed to describe the process in which new particle formation 
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occurs under atmospheric conditions. Some of these theories include classical 

nucleation theory (CNT) and dynamical nucleation theory (DNT).   

1.2.1 Classical nucleation theory 

CNT has historically been the widely accepted theory for describing new particle 

formation 23 and was first proposed by Becker, Dӧring and Frenkel using a spherical 

droplet approximation24, 25. CNT has the advantage of including the thermodynamic 

and kinetic components through the evaluation of Gibbs free energy of formation and 

calculating the nucleation rate.  

The thermodynamic approach to CNT theory describes the nucleation process through 

a change in Gibbs free energy upon the formation of a molecular cluster (eq 1). 

∆𝐺𝐺 = −𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙 + 4𝜋𝜋𝑟𝑟2𝜎𝜎 (eq. 1) 

𝑖𝑖 =
�43�𝜋𝜋𝑟𝑟

3

𝑣𝑣1
             (eq. 2)

Where S stands for the saturation ratio, k is the Boltzmann constant, i stands for the 

number of molecules transferred from the vapor phase to a cluster with a radius r 

where v1 is the volume of a single molecule and σ represents the surface tension. 

Equation 1 can be simplified into the Gibbs free energy of the bulk (ΔGbulk; eq. 3a) on 

the left-side of the equation and the Gibbs free energy of the surface (ΔGsurface; eq. 3b) 

on the right-hand side of the equation. (eq 3.) 

    ∆𝐺𝐺 = ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 + ∆𝐺𝐺𝑠𝑠𝑏𝑏𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠    (eq 3) 

    ∆𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = −𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙  (eq. 3a) 
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    ∆𝐺𝐺𝑠𝑠𝑏𝑏𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 4𝜋𝜋𝑟𝑟2𝜎𝜎  (eq. 3b) 

The first term ΔGbulk represents the energy decrease upon transition from a gas to a 

particle and is dependent on the saturation ratio. When the S < 1, ΔGbulk is positive and 

condensation from a gas to a particle is prohibited. However, when S> 1, meaning the 

system is supersaturated, the ΔGbulk is negative favoring condensation and overcome 

ΔGsurface. ΔGsurface represents the loss of entropy due to the high fraction of surface 

molecules at the gas/particle interface and is always positive. In smaller diameter 

molecules the increase ΔGsurface due to the addition of surface molecules at the interface 

dominates  ΔGbulk which results in a nucleation energy barrier, ΔG*. The absorption/

desorption of molecules off the surface of the particle continues until this barrier 

reaches its peak at the critical cluster radius (r*) where ΔGbulk dominates ΔGsurface. Once 

the critical radius (r*), has been reached the formation of the cluster is 

thermodynamically favorable and will continue to grow in diameter.  

The kinetics element of CNT includes calculating the nucleation rate. The 

nucleation rate J can be defined as the number of particles that grow past the critical 

radius size per unit volume per unit time (eq 4).  

𝐽𝐽 = 𝐽𝐽0exp (−∆𝐺𝐺∗
𝑏𝑏𝑘𝑘

) (eq. 4) 

∆𝐺𝐺∗ = 16𝜋𝜋
3

 𝜎𝜎3𝑣𝑣12

(𝑏𝑏𝑘𝑘 𝑏𝑏𝑙𝑙𝑙𝑙)2
(eq. 5) 
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J0 represents the pre-exponential factor, and ΔG* represents the free energy barrier 

height (eq. 5). The rate of nucleation has a negative exponential dependence on ΔG*. 

ΔG* is dependent on the saturation ratio. As the saturation ratio increases there is a 

decrease in ΔG* which results in a faster nucleation rate. Research has also shown that 

this barrier is lower for highly polar species such as ions. Thus, ion-induced nucleation 

is more thermodynamically favored compared to nucleation involving  non-polar 

species. 

The main advantage of CNT is in its simplicity and its ability to accurately 

predict thermodynamic data and nucleation rates under supersaturated conditions. 

However, under non-supersaturated and extreme temperature conditions, CNT fails to 

predict measured nucleation rates by an order of magnitude or higher.  Another 

weakness with CNT is the prescribed system must be supersaturated for nucleation to 

occur. Recent research however, has shown that the addition of an amine allows for an 

increased stability in the critical cluster leading to particle formation in non-saturated 

systems282.    

 Sulfuric acid (H2SO4, ambient concentrations of 105-106 molecules cm-3) has 

historically been used as a prototypical system for describing new particle formation 

using CNT. A polar molecule, such as H2SO4, interacts with surrounding water 

molecules to form a molecular cluster, also known as a nucleating seed. This nucleating 

seed further interacts with additional water molecules until it reaches the critical cluster 
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diameter, 1 nm (Figure 1.1). Once the critical cluster overcomes ΔG* the H2SO4-(H2O)n 

(n>1)cluster grows to become an aerosol particle. Once it has surpassed the critical 

cluster energy barrier it is thermodynamically favorable for the critical cluster to 

continue adding water molecules to form a larger diameter aerosol. Larger diameter  

particles are formed when low volatility organics and water vapor condense on the 

nucleating seed. 

Figure 1.1 Classical nucleation theory described using H2SO4, H2O and 
VOCs 
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 Computational methods such as Density Functional Theory (DFT), Hartree-Fock 

(HF) method, Møller-Plesset (MP) methods, DFT hybrid functionals (M0-62X, B3LYP 

etc.) and couple clustered calculations with single and double excitations (CCSD) are 

used as a predictive approach to new particle nucleation. For example, DFT is a 

quantum modeling method that is used to study the structure of a multi-body system. 

DFT uses functionals of the electron density. 

DFT calculations have the advantage of allowing the study of more complex 

systems at a low cost. The more complex the system the longer it takes for the 

calculations to converge. Despite the advantages of DFT on a computational level it has 

difficulties in properly describing intermolecular interaction, charge transfer excitations 

and transitions states.  

The use of computational approaches provide predictive measurements, 

including thermodynamic data, dipole moments, energy of the molecule or complex, 

vibrational frequencies and optimized geometries. Based upon these calculations the 

likelihood of a complex acting as a nucleating site for new particle formation is 

determined. 

1.2.2 Dynamical nucleation theory (DNT) 

DNT treats gas to particle nucleation as a multistep binary collision process 

between the nucleating molecules and clusters. In DNT the reactant states are 

separated from the product states which allows for each stage of the kinetic process to 
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be separately evaluated. The interaction energies of these states may come from 

analytic potential or high-level ab initio calculations. DNT emphasizes the evaluation 

and approximation of the decomposition rate constant of the particles. 

While all of these models have advantages and disadvantages, CNT in 

conjunction with DFT first principle calculations can provide a relatively accurate 

prediction of possible new particle formation nucleating seeds. Even though new 

particle formation pathways are modeled to predict the total number of particles in the 

atmosphere, CNT and other models are insufficient in accounting for the total 

concentration of particles in the atmosphere. Additional non-prototypical pathways 

need to be explored to better predict measured concentrations in the atmosphere.  

1.3 Non-Prototypical Sources 

A non-prototypical source is defined as a nonstandard source that lead to  

particle formation.  For example, a prototypical source for particle formation is the 

complexation of HS2O4 and H2O vapor into a nucleating site. As mentioned above, 

H2SO4 is one of the most studied pathways for particle formation however, it is unable 

to account for the high concentration of particles often measured in the atmosphere. 

As such it has become necessary to look towards more uncommon sources leading to 

particle formation. My research has primarily focused on carboxylic acids and radicals 

complexing with H2O vapor to form nucleating seeds which are enhanced by the 

incorporation of an amine or ammonia leading to particle formation. 
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1.3.1 Amines 

An amine is a nitrogen containing group typically found in atmosphere concentrations 

ranging between 1-10 ppt. Amines are usually 1-3 orders of magnitude lower 

concentrations in the atmosphere than ammonia (NH3, ambient concentrations of 1-10 

ppb) in the atmosphere19. Extensive laboratory results and computational studies have 

shown that amines enhance new particle formation in prototypical systems and are 

more effective than NH3 in enhancing particle formation and may enhance non-

prototypical systems9,20-23. 

The most common amines found in the atmosphere are the low-molecular 

weight aliphatic amines, such as methylamine (MA), dimethylamine (DMA) and 

trimethylamine (TMA). These amines have both biogenic and anthropogenic sources.  

Some anthropogenic sources include animal husbandry, the food industry, fish 

processing, chemical manufacturing, other manufacturing processes (corn starch 

manufacturing, leather manufacturing, etc.), composting operations, automobiles, 

sewage, cooking, charbroiling, and tobacco smoke26-29. Two of the most important 

sources of TMA include animal husbandry and food processing. In animal husbandry 

there are many sources of amines including the formation of amines by 

decarboxylation reaction with anaerobic bacteria in the gastrointestinal tract. Another 

source from 
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animal husbandry is cattle and swine waste which were found to emit MA, DMA and 

TMA. In the food industry amines, particularly TMA, are emitted through meat 

rendering and fish processing. Fish processing is an important source for TMA as fresh 

fish has an TMA emission factor of 0.15 kg t-1 year-1 while stale fish has a TMA 

emission factor of 1.75 kg t-1 year-1.  

Biogenic sources of amines include the ocean, biomass burning, vegetation and 

geological sources28, 30-32. It was determined that methylamine contributed up to 20% of 

the total measured basic compounds found over the ocean. During biomass burnings 

MA, DMA and TMA were detected in the gaseous emissions and a higher proportion 

of these gaseous amine emissions were detected during smoldering. Through 

vegetation, TMA is the predominantly emitted amine however, MA and other amines 

have also been detected. The fixation of nitrogen in the soil due to microorganisms 

leads to a natural source of soil nitrogen and amines. In particular MA has been found 

in soil samples and can enter into the atmosphere due to dust storms or agricultural 

activities. 

Many sources of NH3 like amines are produced by the decomposition of uric 

acid, urea and undigested proteins. Uric acid is decomposed by microbial action with 

oxygen and water to produce carbon dioxide and NH3. Urea is decomposed through 

urease activity to produce carbon dioxide and ammonia. Undigested proteins are 

decomposed by both uricase and urease enzymes to produce NH3. The eventual 
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formation of NH3 (g, air) depends on the chemical equilibrium governed by Henry’s 

law.33, 34

These NH3 emissions react with molecules in the atmosphere to form NH3 -

complexes. In a prototypical system ammonia will complex with sulfuric acid and 

water vapor to form particles.  Swartz et. al.35 showed that sulfuric acid condenses both 

onto preexisting particles and into new particles when it reacts with ammonia to form 

(NH4)2SO4. NH4SO4 acts as a nucleation site when exposed to water (eq 6-8). 35 

SO2 + OH        �⎯⎯⎯�      HSO3 (eq 6a) 

HSO3 + O2        �⎯⎯⎯�      SO3 +HO2 (eq 6b) 

SO3 + 2H2O        �⎯⎯⎯�      H2SO4 + H2O (eq 6c) 

H2SO4 + 2NH3      �⎯⎯⎯�    (NH4)2SO4 (eq 7) 

(NH4)2SO4+ nH2O            �⎯⎯⎯�    PM2.5 (eq 8) 

NH3 and H2O react with H2SO4 to form new particles (eq 7-8). In a likewise manner 

amines and NH3 stabilize methanesulfonic acid (MSA, CH3SO3H) and H2O (eq 9-12) 

MSA + H2O          
               
�⎯⎯⎯�        MSA•H2O (eq 9) 

MSA•H2O + Amine/NH3  
               
�⎯⎯⎯�        cluster (eq 10) 

Clusters + Clusters         �⎯⎯⎯�        PM2.5 (eq 11) 

Clusters + H2O         �⎯⎯⎯�        PM2.5 (eq 12) 

TMA, NH3 and other amines play an important role in determining the overall 

acidity of precipitation, cloud water and airborne particulate matter 36, 37 .  Recent 
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studies38 have analyzed the role of amines and NH3 in enhancing new particle 

formation in prototypical systems, such as H2SO4 and MSA. The addition of an amine or 

NH3 to these prototypical systems enhanced the rate of particle formation 2-1000 times. 

Though amines have a lower concentration in the atmosphere than NH3, amines 

increased particle formation 2-35 times more than NH3.39-41 In another example, 

experiments using the CLOUD chamber at CERN have demonstrated that 

dimethylamine concentrations exceeding 3 pptv are able to increase particle formation 

rates by more than 3 orders of magnitude relative to that seen with NH3.9  It is also 

important to note that the addition of an amine into a prototypical system decrease the 

relative humidity needed in the environment for particles to form thus more easily  

overcoming the critical cluster nucleation energy barrier. 39, 42 

 There have been many mechanisms proposed for new particle formation via 

amines, including: amines forming salts with low vapor pressures under acidic 

conditions 43; a heterogeneous reaction with acidic substances in the presence of low 

relative humidity 44; and the stepwise addition of amines, MSA and H2O to the 

nucleation cluster.38 While the exact pathway in which amines enhance new particle 

formation has yet to be determined it has been concluded that amines and NH3 increase 

the overall production of new particles. While the addition of an amine or NH3 to the 

MSA and H2SO4 systems have increased our understanding of new particle formation 

additional mechanisms for new particle formation, need to be investigated. Rather than 
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systems with MSA or H2SO4, we need to look at the use of ammonia or amines in 

particle formation with non-prototypical sources, such as carboxylic acids and radicals. 

1.3.2 Carboxylic Acids 

Recent research has emphasized the importance of carboxylic acids contribution 

to particle formation.6,14 While monocarboxylic acids tend to have a high vapor pressure 

and are often overlooked as a source of new particle formation recent field studies have 

detected monocarboxylic acids in aerosol particulates highlighting their contribution to 

new particle formation(NPF)25-31. For example, in the urban environment of New Mexico 

City, Mexico HCOOH and CH3COOH were predominantly detected in the 

particulate phase.32 On average, 53% of particles contained HCOOH and 67% of 

particles contained CH3COOH. In addition to the detection of monocarboxylic acids in 

the particulate phase it is also important to note that the vapor pressure of 

monocarboxylic acids is higher, by a factor of 102 to 104 than that of the 

corresponding dicarboxylic acids,24 their higher vapor pressures suggest that 

monocarboxylic acids should play a smaller role in NPF and not be found in 

particles. However recent field measurements, such as those in Mexico, indicate 

additional mechanisms that allow monocarboxylic acids to play a bigger role in the 

NPF then previously thought. Additionally, other carboxylic acids such as oxalic 

acid18 were found to contribute to NPF45,46. 
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Likewise, part of my research focuses on HCOOH and CH3COOH enhanced by amines 

as a source of NPF.  

Formic acid 

As previously stated, formic acid (HCOOH) has been found in particulate matter 

around the world and as such it has become necessary to better understand the role of 

HCOOH atmospheric chemistry. There are many anthropogenic and biogenic sources 

emitting HCOOH in to the atmosphere. Some primary anthropogenic sources include 

biomass and biofuel burning and fossil fuel combustion (0.4 Tg yr-1). Primary biogenic 

sources include direct emission from vegetation, soils and agriculture (8.6 Tg yr-1)47. 

However, a major source of HCOOH in the atmosphere occurs not from direct emission 

but from photochemical oxidation of volatile organic compounds (VOCs) emitted into 

the atmosphere (51.0 Tg yr-1)47-50. There are many photochemical oxidations that occur, 

however six main processes will be briefly discussed. These processes include the 

multistep ozonolysis of monoterpenes (eq 13-17) which leads to the formation of 

HCOOH and HCHO51-55 

O3 + C2H4 �⎯⎯⎯� (eq 13) 

�⎯⎯⎯� HCHO +[CH2OO] * (eq 14) 
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[CH2OO*] + M �⎯⎯⎯� CH2OO + M  (eq 15) 

CH2OO + H2O �⎯⎯⎯� HOCH2OOH  (eq 16) 

HOCH2OOH  �⎯⎯⎯� HCOOH + H2O (eq 17) 

Another source of HCOOH in the atmosphere is alkyne oxidation56-58 (eq 18-19) in 

which C2H2 dominates non-biogenic precursors56, 59-62 

RCCH + OH  
               
�⎯⎯⎯�   OO(R)CC(H)OH (eq 18) 

OO(R)CC(H)OH �⎯⎯⎯� RCO + OO(R)CC(H)OH (eq 19) 

Isoprene oxidation by OH49, 59, 62-64 (eq 20-24) is another leading source of formic acid in 

the atmosphere 

Isoprene + OH + 2NO + O2 
               
�⎯⎯⎯�  HCHO + PRODUCTS (eq 20) 

HCHO + HO2 �⎯⎯⎯� O2CH2OH (eq 21) 

O2CH2OH + HO2  �⎯⎯⎯� HCOOH + H2O + O2 (eq 22) 

O2CH2OH + NO + O2 �⎯⎯⎯� HCOOH + NO2 + HO2 (eq 23) 

O2CH2OH + O2CH2OH �⎯⎯⎯� 2HCOOH + 2HO2  (eq 24)  

The reaction of CH3O2 with the hydroxy radical (OH)65, 66 (eq 25-27) 

CH3O2 + OH  �⎯⎯⎯� CH2OO + H2O (eq 25) 

CH2OO + H2O �⎯⎯⎯� HOCH2OOH  (eq 26) 

HOCH2OOH  �⎯⎯⎯� HCOOH + H2O (eq 27) 
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In low NOx systems the reaction of formaldehyde, radicals and acetate (eq 28-30) 

become the dominate sources of HCOOH66-68  

HCHO + HO2 �⎯⎯⎯� HOCH2OO (eq 28)  

HOCH2OO  �⎯⎯⎯� HCOOH + products  (eq 29) 

CH3O2 + OH  �⎯⎯⎯� HCOOH + products  (eq 30) 

A recent paper by Heard et al emphasized the phototautomerization of acetaldehyde48,

69-71 as a major source of HCOOH over the oceans. (eq 31-34)

+ hν 
               
�⎯⎯⎯� (eq 31) 

+ OH �⎯⎯⎯� CH2-CH(OH)2 (eq 32) 

CH2-CH(OH)2 + O2 
               
�⎯⎯⎯�   OOCH2-CH(OH)2  (eq 33) 

OOCH2-CH(OH)2 
               
�⎯⎯⎯�   OH + CH2O + HCOOH (eq 34) 

With the inclusion of the phototautomerization of acetaldehyde into atmospheric 

model’s, formic acid concentrations increased up to 50% particularly over marine 

areas48. This indicates that HCOOH may play a larger role in particle formation than 

previously thought.   
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Acetic Acid  

Acetic acid (CH3COOH) like HCOOH, has been found in particulate matter and 

as such it has become increasingly important toward understanding secondary particle 

formation in the atmosphere. Measured concentrations of CH3COOH in the 

atmosphere range from 75 Tg yr-1 to 120 Tg yr-1 49. The large discrepancy between these 

concentrations indicates a need for better understanding CH3COOH formation and 

sources.  There are many anthropogenic and biogenic sources of CH3COOH in the 

atmosphere. Anthropogenic sources include commercial and domestic solvents and 

aerosols, automobile exhaust, and biomass burning72-75. Biomass burning is an 

important direct source for CH3COOH and can have concentrations upwards to 5000 

ppbv76. Biogenic sources include soil emissions, vegetable emissions and ocean 

surfaces77-84. Photochemical oxidation of biogenic volatile organic sources is also a 

major source of CH3COOH. Some of these processes include ozone reacting with 

alkenes such as olefins, isoprene and monoterpenes emitted from biogenic sources53, 58, 

85, 86 (eq 35-38).  
O3 + RCH=CH2 �⎯⎯⎯� (eq 35) 

�⎯⎯⎯� RCOH + CH2COO (eq 36) 

�⎯⎯⎯� HCOH + CH3COO (eq 37) 
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CH3COO + H2O 
               
�⎯⎯⎯�   CH3COOH + fragments (eq 38) 

Another source includes the acetylperoxy radical reacting with the hydroperoxy 

radical87, 88(eq 39-40), primary (1°) or secondary (2°) peroxy radicals89 (eq 43-45) and 

CH3CO90 (eq 44-45).  

CH3CO2 + HO2 �⎯⎯⎯� CH3COH + O3 (eq 39)

CH3CO2 + HO2 �⎯⎯⎯� CH3COOH + O2 (eq 40)

CH3CO2 + CH3CO �⎯⎯⎯� CH3COOH + O2+ HCOH (eq 41) 

CH3CO2 + CH3CO �⎯⎯⎯� CH3 + CO2+ O2+ CH3 (eq 42)

CH3CO2 + 1°/2° peroxy radical 
               
�⎯⎯⎯� CH3COO2 +RR`CHO2 (eq 43)

CH3COO2 + RR`CHO2 �⎯⎯⎯� CH3COOH + O2 + RCOR` (eq 44) 

CH3COO2 + RR`CHO2 �⎯⎯⎯� CH3 + CO2 + O2 + RR`CHO (eq 45) 

Another reaction leading to CH3COOH is acetone reacting with OH91, 92 (eq 46-48) 

CH3COCH3 + OH �⎯⎯⎯� CH3COCH2 +H2O (eq 46) 

CH3COCH3+ OH �⎯⎯⎯� (CH3)2C(OH)O* (eq 47) 

(CH3)2C(OH)O* �⎯⎯⎯� CH3COOH + CH3 (eq 48) 

Some CH3COOH sinks include wet and dry deposition. Wet and dry deposition 

can account for upwards of 90% loss in the gas phase in some areas of the globe93. 

Another CH3COOH sink includes the reaction of CH3COOH with OH which degrades 

to CO2, H2O, HCOH, OH and CH393.  These are just a few sources and sinks of 

CH3COOH in the atmosphere and due to large discrepancies in CH3COOH 
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concentrations there is a need to better understand sources and sinks of CH3COOH in 

the atmosphere.  

1.3.3 Radicals 

Radicals like carboxylic acids have been detected in the atmosphere and may 

play a role in new particle formation. The hydroperoxy radical (HO2, ambient 

concentrations of 108 molecules cm-3)2, 94 and hydroxyl radical (OH, ambient 

concentrations of 106 molecules cm-3)2, 94 are the most abundant radicals found in the 

atmosphere with concentrations comparable with H2SO4 (105-7 molecules cm-3)40, 95-99 and 

MSA.38, 45, 46, 100, 101 Due to its high concentration and stronger complexation with water 

(6.8 kcal/mol),102-104 HO2 may play a more vital role in new particle formation than OH.  

Atmospheric photochemistry is the main sources of the HO2 radical however due 

to HO2 being closely coupled to the HOx (HO/ HO2), NOx (NO/ NO2) and O3 systems, a 

more complex system of sources and sinks for the HO2 molecules needs to be taken into 

consideration when understanding HO2 sources2, 105, 106. Figure 1.2 shows an overall 

interaction of HO2 and HO in the atmosphere.  
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Even though HO and HO2 sources are dependent there are conditions in which 

HO2 is formed without the loss of HO. For example, olefinic hydrocarbons from 

biogenic and anthropogenic source can react with O3 to form HO2 107-116(eq 49-52) 

O3 + �⎯⎯⎯� H• + OH + HCO + H2O (eq 49) 

+ COx + H2 + HC(O)OH 

Figure 1.2 The HOx Cycle. (Author Original) 
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HCO + O2 �⎯⎯⎯� HO2 + CO (eq 50)

H• + O2 + M �⎯⎯⎯� HO2 + M (eq 51) 

OH + CO+ O2  �⎯⎯⎯� HO2 + CO2 (eq 52) 

Another source of HO2 is as a byproduct formed from the photolysis of 

acetaldehyde (eq 53-56) 

  CH3CHO   +   hν    
               
�⎯⎯⎯�   CH3•   +   HCO•  (eq 53) 

  CH3• +   O2      
               
�⎯⎯⎯�    CH3O2•      (eq 54) 

  HCO• +   O2   
               
�⎯⎯⎯�    H• +    CO      (eq 55) 

   H• +   O2   
               
�⎯⎯⎯�   HO2•       (eq 56) 

As discussed previously above, ion-induced nucleation has a lower nucleation 

energy barrier in which particle formation with an ion occurs more quickly and is more 

stable than a neutral molecule, such as H2SO4 and MSA. Radicals, like ions, may have 

an overall polar nature which in a similar manner may decrease the nucleation energy 

barrier leading to particle formation. The lifetime of HO2 is also influenced by water 

molecules by forming the HO2-H2O complex. 117 The formation of the HO2-H2O complex 

leads to an increase stability of HO2 by forming a hydrogen bond with H2O when the 

HO2-H2O complex is formed. 103, 118-120 The addition of the hydrogen bond to a radical, 

like an ion, should increase the thermodynamic stability of the complex 121 and 
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laboratory results have shown the formation of the HO2-H2O complex102-104 under 

atmospheric conditions. Particle formation in the atmosphere from the HO2-H2O 

complex like many prototypical systems, may also be enhanced by the addition of an 

amine or NH3. However, since there is minimal information on how TMA influences 

particle formation with a radical-water cluster in order to better understand the possible 

reactions of TMA with H2O and HO2, rather than with MSA or H2SO4, we need to look 

at the use of ammonia in particle formation with non-prototypical sources, such as 

carboxylic acids and radicals.  

1.4 Organization of Dissertation 

This dissertation contains research for previously dismissed non-prototypical 

sources that can lead to new particle formation. Chapters 2, 3 and 4 are published 

works, while chapter 5 is currently in the process of being submitted for publication. 

Chapter 2 details collaborative work concerning formation of the hydroxyethylperoxy -

water (HEP-H2O) complex. Chapter 3 details computational results of particle 

formation initiated by HO2, water vapor and amines or NH3. Chapter 4 details the 

experimental results of particle formation initiated by formic acid, water vapor and 

trimethylamine and a corresponding computational section. Chapter 5 details the 

experimental results of particle formation initiated by acetic acid, water vapor and 

trimethylamine and a corresponding computational section analyzing acetic acid, 

water vapor and amines acting as a nucleating site. Chapter 6 details the 
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conclusion and future work. The appendix contains the supplemental information 

for chapters 2-5 and a source apportionment, positive matrix factorization (PMF) 

paper.  
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Chapter 2

An Improved Model to Calculate Equilibrium Constants for Formation of Peroxy 

Radical-Water Complexes  

2.1 Disclaimer 

 The following chapter is presented in its entirety (with minor changes) from the 

published version of the paper in Theoretical Chemistry Accounts.  Randall B. Shirts,* 

Sambhav R. Kumbhani, Emily Burrell, and Jaron C. Hansen. An improved model to 

calculate equilibrium constants for formation of peroxy radical-water complexes. Theo. 

Chem. Acct. 2018, 137:96. Dr. Sambhav R. Kumbhani and I performed the computations 

and helped analyzed the computational data. Dr. Randall B. Shirts wrote the paper and 

performed the modeling calculations. Dr Jaron C. Hansen reviewed and edited the 

work. 

2.2 Abstract 

Recent experimental results show that the kinetics of some radical-radical reactions 

important for atmospheric pollution formation are faster when a radical-molecule 

complex forms as one step in the reaction mechanism.  Calculated radical-molecule 

equilibria are needed to accurately describe the concentrations of complexes formed in 

these experiments as well as in the atmosphere.  Here we report calculation of the 

equilibrium constant for complexation of hydroperoxy (HO2·) and 2-
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hydroxyethylperoxy radicals (HOCH2CH2O2·) with one water molecule by directly 

calculating the canonical partition function of the reactant and product species.  We 

demonstrate the accuracy of the calculation using formation of the water dimer as a test 

case.  Ab initio calculations provide the binding energy, rotational constants, and 

vibrational frequencies of both monomers and complexes.  We demonstrate the failure 

of the harmonic approximation in the partition function for describing the low 

frequency vibrational modes of the complexes.  Instead, we model one dissociative 

hydrogen bond mode using a Lennard-Jones 6-3 potential and the other low frequency 

vibrational modes using one- and two-fold hindered rotors.  The contributions of 

weakly bound states of the long-range dipole-dipole potential (Lennard-Jones 6-3) and 

of vibration-rotation coupling are not as important as the contribution of two-fold 

hindered rotors.  We also discuss methods for including multiple hydrogen-bonding 

configurations (local minima) when calculating equilibrium constants for formation of 

complexes.   

2.3 Introduction  

Volatile organic compounds (VOC) can be oxidized in the atmosphere to form 

organic nitrates that can serve as nucleating seeds for particle formation122.  VOC 

emissions are estimated at over a billion metric tons per year, mostly composed of the 

biogenic emission of isoprene and terpenes123.  These, as well as anthropogenic 



28 

emissions, are oxidized by OH·, Cl·, O3, or NO3 to form an alkyl radical, R·, which then 

reacts with O2 to form a peroxy radical, RO2124, 125.  For example, 

RH + OH· → R· + H2O (1) 

R· + O2 → ROO·  (2) 

Peroxy radicals then react with NO to produce NO2 or organic nitrates, which can either 

nucleate particle formation or go on to produce tropospheric ozone122. 

We seek to understand the formation of atmospheric particulates and ozone in 

urban environments where ozone and PM2.5 (particulate matter under 2.5 μm in 

diameter) are major contributors to human respiratory and cardiovascular disease126.  

Measured tropospheric particulate concentrations are greater than current atmospheric 

models predict127, and we seek to identify the mechanisms through which these 

additional particles are formed to improve atmospheric models, inform air pollution 

abatement policies, and ultimately reduce particulate levels to improve human health.  

Classical nucleation theory (CNT)128 is commonly invoked to model new particle 

formation.  The first step in forming a particle using CNT is formation of a critical 

cluster, and peroxy radical-water complexes may serve as the nucleating seed for 

cluster formation and consequently new particle formation129. 

Several studies have demonstrated that some hydroperoxy radicals react faster in 

the presence of water molecules than in dry air125, 130-134. Furthermore, a recent study135 
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showed a significant enhancement in the kinetics of the self-reaction of 2-

hydroxyethylperoxy (HEP) radical as the concentration of water vapor increased.  The 

enhancement in reaction kinetics was hypothesized to be due to the formation of a 

radical-water complex as one step in the reaction mechanism.  This effect might be 

because the hydrogen-bonded complex has a lower reaction transition-state energy136 

and/or because the hydrogen-bonded complex has multiple low frequency vibrational 

modes that act as energy sinks, quenching the reaction complex and allowing the 

activated complex to progress towards products as opposed to dissociating back to 

reactants135.   

Standard statistical mechanics can be used to calculate the equilibrium constant 

for the formation of a radical-water complex at any water vapor concentration and 

temperature137 

𝐾𝐾𝑠𝑠 = [𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝑏𝑏𝑠𝑠𝑐𝑐]
[𝑤𝑤𝑠𝑠𝑤𝑤𝑠𝑠𝑟𝑟][𝑟𝑟𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠𝑏𝑏]

= 𝑞𝑞�𝑐𝑐
𝑞𝑞�𝑤𝑤𝑞𝑞�𝑟𝑟

(3) 

where c is the complex, r is the radical, w is water, and 𝑞𝑞� = q/V, and where q is the 

canonical partition function.  The water vapor concentration is determined by 

temperature and humidity, and if we know the radical concentration, the complex 

concentration can be calculated using Eq. (3).  To calculate KC as a function of 

temperature, we calculated the partition function of the peroxy radical, water, and 

complex, which, for any species, is given by 
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𝑞𝑞 = ∑ 𝑒𝑒−𝐸𝐸𝑖𝑖/𝑏𝑏𝑘𝑘𝑠𝑠𝑤𝑤𝑠𝑠𝑤𝑤𝑠𝑠𝑠𝑠  . (4) 

Often, this calculation is split into standard parts137 

𝑞𝑞 = 𝑞𝑞𝑤𝑤𝑟𝑟𝑠𝑠𝑙𝑙𝑠𝑠𝑞𝑞𝑣𝑣𝑟𝑟𝑏𝑏𝑟𝑟𝑐𝑐𝑤𝑤𝑞𝑞𝑙𝑙𝑏𝑏𝑠𝑠𝑞𝑞𝑠𝑠𝑏𝑏𝑠𝑠𝑠𝑠 , (5) 

where 

𝑞𝑞𝑤𝑤𝑟𝑟𝑠𝑠𝑙𝑙𝑠𝑠 = 𝑞𝑞�𝑤𝑤𝑟𝑟𝑠𝑠𝑙𝑙𝑠𝑠𝑉𝑉 = �2𝜋𝜋𝑐𝑐𝑏𝑏𝑘𝑘
ℎ2

�
3/2

𝑉𝑉 (6) 

where qnucl depends on the spin statistics of the nuclei, and 

𝑞𝑞𝑠𝑠𝑏𝑏𝑠𝑠𝑠𝑠 = 𝑔𝑔𝑟𝑟𝑒𝑒−𝐸𝐸𝑖𝑖/𝑏𝑏𝑘𝑘 (7) 

Here, gi is 1 for closed shell molecules and 2 for radicals with an unpaired spin, and Ei is 

the electronic energy of the ground electronic state.  Care is required to refer all energies 

to the same energy reference, which we choose as the rotationless zero-point energy of 

separated water and peroxy radicals 

The factor qvibrot can sometimes be factored into the rotational part, often 

approximated by rigid rotor energy levels whose partition function is well known137, 

and a product of normal mode vibrations, which can be treated as separate harmonic 

oscillator, Morse oscillator, or other modes.  Additional energy terms that describe 

interactions between normal modes and between rotational and vibrational degrees of 

freedom can also be included.  Even though this complication requires adding up 

individual state contributions to the partition function rather than factoring the 
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partition function into a rotational term and individual terms from each vibrational 

mode, this calculation is easily summed in fractions of a second on a personal computer. 

2.4 Proposed Model for Partition Function Evaluation 

The partition function of water is accurately known by direct state count138-140, so 

we only need to calculate the vibrational and rotation energy levels of various peroxy 

radicals and their complexes with water.  This was done for hydroperoxy (HO2·) and 2-

hydroxyethylperoxy (HOCH2CH2O2· or HEP), two of the simplest and most common 

peroxy radicals in the troposphere.  Figure 2.1 shows the computed equilibrium 

geometry of the two complexes.  Geometries were optimized and normal modes 

calculated by Gaussian 09141 using the B3LYP/aug-cc-pVDZ method/basis set 

combination for both complexes and monomers.  For HO2·, single point energy was 

calculated at the CCSD(T)/aug-cc-pVTZ level of theory/basis set using the optimized 

geometries computed at the CCSD(T)/aug-cc-pVDZ level.  For HEP the single-point 

energies were calculated at the CCSD(T)/aug-cc-pVDZ level using B3LYP/aug-cc-pVDZ 

optimized geometry.  Geometry optimization at the CCSD(T)/aug-cc-pVDZ level for 

HEP and HEP-water complex was not successful due to computer system limitations. 
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These complexes with water are each bound by two hydrogen bonds, stabilizing 

the complex by twice as much as a complex with only one hydrogen bond.  The 

computed binding energy (De) of the hydroperoxy-water complex is 9.49 kcal/mol, 

consistent with what has been reported previously142, 143.  The binding energy of the 

HEP-water complex is 8.58 kcal/mol.  In addition, the HEP complex has three additional 

local minima, one with a different set of HEP torsion angles, one with a longer 

hydrogen bond to the inner peroxy oxygen instead of the outer oxygen, and one with an 

internal hydrogen bond plus a hydrogen bond from the water to the hydroxyl oxygen 

(the additional three geometries are shown in Ref135.134 , Fig, 2).  The computed energy 

difference forms the major contribution to the enthalpy of formation of the complex.  

Figure 2.1 Computed equilibrium geometries for the complexes: hydroperoxy–water 
complex (top), and HEP–water complex (bottom). The lines and numbers indicate a 
hydrogen bond and its associated interatomic distance in Angstroms. Three higher energy 
conformations of HEP–water complex are pictured in figure 2 of Ref. 134 . 
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This stabilization gives a large contribution to the electronic partition function of the 

complex and is the primary driving factor towards complexation.  However, the 

vibrational and rotational terms contribute an entropy term that is also important. 

Most of the vibrational modes of the complex can be identified as only slightly 

changed from those of the radical or of water.  Many of these are high frequency modes, 

above 1000 cm-1, that are not thermally accessible at typical ambient temperatures, and 

even lower frequency modes tend to cancel out from nearly identical terms in both the 

numerator (complex) and the denominator (water or radical) of Eq. (3). 

However, each complex has 6 new vibrational modes not present in the reactants 

that grow out of relative motions.  One mode is dissociative, correlating to the distance 

between molecular centers-of-mass.  The potential energy for this mode behaves as R-3 

at long distances as it can be described as a dipole-dipole attraction144.  The other five 

modes are soft, anharmonic modes that are thermally accessible and represent rotations 

of the water with respect to the radical such as hydrogen atom exchange or similar 

motions.  The harmonic oscillator approximation is not appropriate for any of these 

new vibrational modes.  We will show that the usual harmonic oscillator approximation 

seriously undercounts the accessible states in the partition function of these complexes.   

We propose to treat the vibrational mode that correlates with the separation of 

the molecular centers-of-mass as a Lennard-Jones 6-3 potential, corresponding to the R-3 
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dependence of the dipole-dipole force.  If a harmonic oscillator has N states below a 

given dissociation energy, a Morse oscillator with the same harmonic frequency has 

exactly 2N bound states because of the quadratic anharmonicity.  Similarly, Born-

Sommerfeld quantization arguments show that a Lennard-Jones 12-6 potential with the 

same harmonic frequency has 2.863N bound states (instead of twice as many) because 

the longer-range potential R-6 approaches zero slower than the exponential in the Morse 

potential.  Moreover, a Lennard-Jones 6-3 potential with the same harmonic frequency, 

with an even longer-range attractive potential, has 5.522N bound states. Some of the 

extra states not counted in the harmonic oscillator approximation could be highly 

excited states of this mode.  However, the 5.522N states will not all count equally 

because most are near dissociation and will have lower Boltzmann weight.  The energy 

eigenvalues for a Lennard-Jones 6-3 potential were calculated using Numerov’s 

numerical method145 and then fit to a functional form for the energy levels of a Lennard-

Jones m-n potential developed by R. B. Shirts to be published separately, where the 

number of bound states discussed earlier in this paragraph is also derived.  

The highly excited eigenfunctions of the Lennard-Jones 6-3 potential have large 

probabilities at very large distances.  For states near dissociation, the quantity <R2>/Re2 

becomes increasingly large, and consequently, the rotational constants affected by this 

mode will be significantly reduced.  This suggests that vibration-rotation coupling may 

affect the partition function.  Figure S1 in the Supplemental information shows the v = 
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30 vibrational wave function (of 55 bound states) for a Lennard-Jones 6-3 potential with 

De = 10 e.  The energy of this state is about 99% of dissociation.  The probability for this 

state is large just inside the classical turning point of 6.2 Re, and the quantity <R2>/Re2 is 

about 25 for this state (where it is about 1 for the ground state). This state will have a 

rotational constant about 1/25 of the ground state.  For a radical-water complex, this 

means that the B and C axis moments of inertia become very large for this type of 

excited state due to a large intermolecular distance, which means the B and C rotational 

constants become very small for these highly excited states.  This effect will lower the 

rotational energy and make some rotational states more thermally accessible.  The 

rotational constants for the Lennard-Jones 6-3 potential plus the centrifugal potential 

were calculated by solving for eigenvalues numerically including terms up through 

[J(J+1)]5 and then adjusting the B and C rotational constants using this contribution to 

the moment of inertia for the intermolecular distance, assuming the contribution from 

the rest of the molecule was unchanged. 

We propose to treat the other five soft modes in the complex as hindered rotors.  

When two hydrogen atoms in the water molecule are interchanged in a soft mode, that 

mode is a two-fold hindered rotor.  This motion usually has a relatively low barrier.  

The eigenstates of the two-fold rotor potential are either symmetric or antisymmetric 

with respect to reflection through the barrier.  The lower energy, symmetric states can 

only support singlet proton spin functions and have an occupancy of ¼ for consistency 
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with the usual astrophysical convention138-140.  The higher energy antisymmetric states 

support only triplet proton spin functions and have an occupancy of 3/4.   

When a normal mode consists of rotating an OH bond that breaks a hydrogen 

bond of the complex but returns to the same configuration after a 2π rotation, that mode 

is treated as a one-fold rotor with a higher barrier.  In either the one-fold or two-fold 

case, the Schrödinger equation can be transformed to the Mathieu equation for which 

the eigenvalues are well known and easily calculated146, 147.   

Figure 2.2 plots a two-fold rotor modeling the rotation of two water hydrogen 

atoms whose O atom is a proton acceptor in a hydrogen bond.  The two lowest energy 

states are states that tunnel between the wells, and the tunneling rate, or rate of 

Figure 2.2 Energy levels of a twofold hindered rotor (black) compared to those of a 
harmonic oscillator (red). Low-energy hindered rotor levels are split by tunneling. 
Higher energy rotor levels correspond to revolving above the barrier 
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hydrogen exchange, is inversely proportional to the splitting between the energies.  

However, a hindered rotor also has states above the barrier.  These describe states 

where the hydrogen atoms are revolving, some clockwise and some counterclockwise.  

The barrier is often low enough that the energies of several revolving states are lower 

than the dissociation energy of the complex, so they should be included in the partition 

function.  The Appendix describes how the hindered rotor energy levels are treated. 

This proposed model with one Lennard-Jones 6-3 dissociative mode and five 

hindered rotors (LJ63+5HR model) is simple in that it neglects any coupling between 

modes and in that it uses energy levels of well-known functional form; however, it 

should be more accurate than the harmonic approximation.  It also includes tunneling 

of water protons between equivalent positions, a phenomenon not included in the usual 

rigid rotor/harmonic oscillator model. 

2.5 Test of the LJ63+5HR Model for Water Dimer 

We first examine how successful the LJ63+5HR model is in treating the water 

dimer.  This species exists in equilibrium with water vapor at any temperature and has 

been the recent subject of both experiments and theoretical calculations.  The dimer 

partition function is known quite accurately from engineering measurements described 

by Ruscic148.  An accurate potential surface in all 12 dimensions has been developed by 

Bowman and collaborators149-151, and rovibrational energies have been calculated by 
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Leforestier and others152, 153. This system has many of the same complications as radical-

water complexes, so we can compare our results with known results to test the accuracy 

of the LJ63+5HR model.  However, we are interested in an approximate method that we 

can extend to peroxy radical-water complexes without having to explore the full 

dimensionality of the potential energy surface. 

The geometry of the water dimer was calculated at the B3LYP/aug-cc-pVDZ 

method/basis set level (the computed structure is displayed in Fig. S2 in the 

supplementary information).  It has one hydrogen bond, twelve vibrational modes, and 

is almost, but not quite, a prolate symmetric top, the O-O bond axis being the rotational 

axis with the large rotational constant (A).  

Six of the calculated vibrational modes of the complex are easily identified as 

symmetric and antisymmetric combinations of the vibrational modes of water 

monomer.  The other six modes are soft modes and are described in Table 2.1.  In this 

discussion, computed data from Ref149. 149 is used.  One of the modes correlates to the 

O-O stretch coordinate and has a harmonic frequency of 181 cm-1.  The dissociation

energy for this mode is the computed binding energy, De, of the complex, 1739 cm-1, 

which we model with a Lennard-Jones 6-3 potential. 
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One of the low frequency modes (labeled AT) leads to the interchange of the two 

hydrogen atoms of the proton acceptor water.  The harmonic frequency of this motion is 

140 cm-1, but the barrier to hydrogen exchange is only 185 cm-1, showing the extreme 

anharmonicity of the potential.  The barrier is so low because the motion only involves 

rotating the proton acceptor molecule without breaking the hydrogen bond.  This 

exchange leads to a splitting of about 12 cm-1 between the energy levels of the two-fold 

hindered rotor.  The singlet-triplet occupancy discussed in the previous section applies 

to the proton spins in this mode. 

A second low-frequency motion (labeled DT) corresponds to exchange of the two 

protons of the proton donor water.  The harmonic frequency of this motion is about 125 

cm-1.  This exchange has a higher barrier than the AT mode, 629 cm-1, because exchange

Mode Harmonic 
Frequency 

Dissociation Energy or 
Barrier 

Splitting n 

O-O stretch 181 1739 NA NA 
Acceptor proton 
exchange (AT) 

140 185 12 (4.1) 2 

Water exchange (I) 149 354 0.7 (0.1) 2 
Donor Proton exchange 

(DT) 
125 629 0.1 (<10-5) 2 

In-plane bend 352 1739 NA 1 
Out-of-plane bend 611 1739 NA 1 

Table 2.1.  Soft modes of the water dimer using data from Ref. 148.  Units are cm-1.  NA 
indicates not applicable.  Energy splittings calculated in this work using the LJ63+5HR 
model are in parentheses. 
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involves partially breaking the hydrogen bond, leading to a smaller splitting of about 

0.1 cm-1.  The same relation to the proton donor spin singlet and triplet wavefunctions 

applies as in the AT mode,  

A more complicated low frequency motion (labeled I) interchanges the proton 

donor and the proton acceptor water molecules.  The barrier is intermediate, about 354 

cm-1, with a harmonic frequency of 149 cm-1 and an intermediate experimental splitting

of about 0.7 cm-1.  Here we must deal with nuclear spin functions of four fermion proton 

spins together with two boson O nuclei.  The full permutation-inversion group of the 

dimer is G16 and involves 8 equivalent energy minima154.  Luckily, the splittings are 

small, and we are satisfied with a subgroup that treats this as three independent two-

fold hindered rotors. The statistical weights for the two I states of ½ and ½ reproduce 

the overall occupancy obtained by taking into account all of the irreducible 

representations of the full symmetry group. 

The other two low-frequency motions correspond to rotating one molecule with 

respect to the other, breaking the hydrogen bond, and these are one-fold hindered 

rotors.   

The foregoing information was used as input to the LJ63+5HR model to test its 

performance.  Notice in Table I that the computed AT splitting was 4.1 cm-1 compared to 

the experimental 12 cm-1, in reasonable agreement considering the assumption of a 
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separable, single cosine potential.  The complicated I splitting is 0.1 cm-1 compared to 

the experimental value of 0.7 cm-1.  The DT splitting is less than 10-5 cm-1 compared to 

the experimental value of 0.1 cm-1.   These splittings are in reasonable agreement with 

experiment because tunneling splittings are exponentially dependent on the potential 

energy function, and we have made an extreme simplification of the tunneling 

potential.  Disagreement with experimental tunneling splittings should have negligible 

effect on the partition function. 

Figure 2.3 compares plots of the vibration-rotation partition function of the water 

dimer calculated using the LJ63+5HR model with one obtained by treating all the modes 

as independent harmonic oscillators and the rotations as a rigid symmetric top (HORR 

Figure 2.3 Vibration–rotation partition function of water dimer. The black solid line is 
extracted from Ref.147 by dividing out the translational, nuclear, and electronic parts and 
represents the experimental value. The dashed curve is from using the LJ63 + 5HR model 
discussed in the text. The dotted curve is without rotation–vibration coupling in the O–O 
stretch mode. The gray curve is the harmonic oscillator/rigid rotor approximation 
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approximation).  The HORR result (gray line) is considerably below the experimental 

curve, by about a factor of 6.  In the HORR model, the permutation-inversion symmetry 

of the dimer with its eight symmetric minima and four spin ½ protons (sixteen spin 

states) is simulated by dividing by two.  The underestimation by a factor of six indicates 

that many states accessible to the dimer are not included in the HORR model.   

The overall partition function obtained using the LJ63+5HR model (dashed 

curve) is in much better agreement with experiment but is now slightly too large at high 

temperature compared to the experimental result derived from Ref148. 139.  Detailed 

examination of the calculation reveals which aspects of the model contribute to 

improvement:  

1. The use of the anharmonic Lennard-Jones 6-3 potential increased the partition

function by 10% at 200 K and increasing to 30% at 400 K over the contribution of that 

mode in the HORR approximation.  Thus, the highly excited O-O stretch states do not 

contribute the major part of the newly accessible states.  These states near dissociation 

are too high in energy to contribute, and it is only the first three or four vibrational 

states that are important.  For example, a Lennard-Jones 8-4 or Lennard-Jones 7-3 O-O 

stretch potential, both give about the same agreement.  Nevertheless, the anharmonicity 

of these lower states is a measurable, but less important, factor. 
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2. Implementing vibration-rotation coupling with decreasing B and C rotation

constants with O-O stretch excitation does not affect the partition function at 200 K but 

decreases the partition function slightly by a factor of 5% at 400 K (see dotted line using 

rigid rotor rotations in figure 2.5).  This decrease is presumably because the increase of 

the partition function due to the decreasing rotational constant is offset by the fact that 

our explicit sum of rotational states does not include states above dissociation, whereas 

the rigid rotor approximation includes all rotational states.  The inclusion of higher-

order centrifugal distortion, however, is unimportant. 

3. The use of the hindered rotor model for the two higher frequency, one-fold

hindered rotors increases the partition function above the harmonic oscillator model by 

2% at 200 K increasing to 8% at 400 K; thus, this aspect of the model is not an important 

effect.  These two modes incorporate very little correction over the HORR 

approximation because the frequencies are so high.  

4. The hindered rotor model for the three two-fold rotor modes contributes a

factor which varies from about 5.3 to 5.1 across the temperature range of interest.  This 

is the major correction implemented in the LJ63+5HR model.  In fact, substituting for a 

harmonic oscillator with a hindered rotor with the same harmonic frequency will 

always increase the vibrational partition function because the hindered rotor 

anharmonicity parameter is negative.  For the same reason, this substitution will 

additionally increase the electronic part of the partition function of the complex (and 
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therefore the equilibrium constant) by lowering the zero-point energy of the complex.  

The AT and DT two-fold hindered rotors incorporate somewhat larger corrections than 

the two one-fold hindered rotors, but that is mitigated by the occupation numbers (¼ 

and ¾ for symmetric and antisymmetic states respectively) that arise from the nuclear 

spin symmetries for interchanging identical nuclei on the same molecule.  This state 

reduction arises in the water monomer in the rotational partition function due to the 

symmetry number, and these normal modes of the complex correlate directly to water 

rotations. 

5. The major correction arises because there are eight equivalent potential minima

for the complex instead of just four expected from the monomer rotations.  These eight 

minima require a third two-fold hindered rotor mode that, to zero-order, doubles the 

number of accessible states, and then increases to a factor greater than two due to the 

low frequency of the mode and then even more from the anharmonicity of the mode 

due to the low barrier. 

The hindered rotor model could be improved by going beyond the assumption 

that the hindered rotor vibrational modes are factorable into independent partition 

functions. Important coupling between the modes is obvious in the transition state 

documented in Ref. 148 for interchanging the donor and acceptor (I).  More motions 

than just one normal mode are required, and the approach to the barrier also passes 

through an intermediate local maximum (see stationary points #4 and #5 in Ref. 148).  
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The LJ63+5HR model approximates the potential by a simple cosine potential with one 

barrier at a predetermined position, not the position of the real barrier. 

Thus, calculations on the water dimer could be improved by taking more of the 

available potential surface information into account, but others have already done that 

very well149-153, and our goal is to extend the method to more complicated complexes for 

which extended potential information is not available.  However, we hope that our 

model will give the partition function to within 20–30%, much better than the order of 

magnitude errors found with the harmonic oscillator-rigid rotor model. 

For other peroxy complexes, we do not have the luxury of comparing with 

results from accurate ab initio calculations and multidimensional potential surfaces.  To 

test if output from standard Gaussian files could give us reasonable accuracy, an older 

B3LYP functional155, 156 and a newer MO6-2X functional from Truhlar’s group157 were 

both tried.  Results were within ±30% of experimental values using either of these 

methods.  Figure S3 in the supplementary information plots the ratio of computed 

partition function to experimental values using Gaussian 09 output energies, harmonic 

frequencies, effective masses, and force constants rather than experimentally adjusted 

numbers 
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2.6 Equilibrium Constant Results for Formation of Hydroperoxy-Water Complex 

The equilibrium constant for the formation of an HO2·-water complex has been 

measured experimentally at four temperatures by Kanno et al 158 and is shown by 

diamonds in Figure 2.4, where log10KC is plotted versus 1000/T .  In 1997, prior to the 

experiments, Aloisio and Francisco142 did a HORR calculation, and using their 

published data from Tables 2, 3 and 4 of Ref142. 141, we calculated the dotted curve, 

which is a factor of about 28 below the experimental numbers.  Figure 2 in Aloisio and 

Francisco’s paper contains a curve from a HORR calculation that agrees very well with 

the later experimental data, and the dot-dash curve represents a digital extraction of 

data from their figure 2.  The original data does not exist, making it impossible to 

explain the discrepancy between the two curves, but we believe their curve, reproduced 

as the dot-dash curve, should be more like the dotted curve.  The gray line in figure 2.4 

plots the HORR equilibrium constant using data from our Gaussian calculation.  It is 

approximately a factor of 2.5 below the HORR calculation using Aloisio and Francisco’s 

data, mostly because their lowest two vibrational modes have lower frequencies and, 

thus, have higher excited state populations.  In both these HORR calculations, we have 

multiplied by two in the partition function of the complex because there are two 

equivalent minima that differ by interchanging water hydrogen atoms (water rotation) 
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and then divided by four because of the four proton spin functions that are divided out 

in the water partition function by convention.138-140 

The calculated equilibrium constant using the proposed LJ63+5HR model is 

plotted as the black line in figure 2.4.  In this case, for the soft modes, we used one 

Lennard-Jones 6-3 mode for the dissociative motion, one two-fold hindered rotor 

describing the motion that exchanges hydrogen atoms with a barrier of 206 cm-1 taken 

from Suma et al.159. We also used four one-fold hindered rotors (see Table 2.2).  One of 

these has a barrier of 215 cm-1, according to Suma et al.159 for the motion of the 

Figure 2.4 Plot of log10KC for formation of the HO2–H2O complex versus 1000/T. Black solid 
line is the proposed LJ63 + 5HR model of this work. Dashed line is the HORR model using 
data from Ref. [141]. Dot–dash line is extracted graphically from Ref. [141], but the present 
authors believe it should be more like the dashed line. The gray line is calculated using the 
HORR approximation but using Gaussian frequencies and rotational constants from the same 
calculation as the solid line. Parameters for the soft modes are summarized in Table 2.2. The 
diamonds are experimental values at four temperatures from Ref. [157] 
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nonbonding hydrogen atom perpendicular to the plane of the other five atoms.  This 

motion was not treated as two separate minima because the barrier is only slightly 

above the zero-point energy of the harmonic motion.  The rigid rotor approximation 

was used for the rotational part of the partition function.  

Potential Model Harmonic 

Frequency 

Dissociation 

Energy or Barrier 

Calculated 

Splitting 

n 

Lennard-Jones 6-3 262.3 3314 NA NA 

Hindered rotor 200.5 206a 15.9 2 

Hindered rotor 108.5 1657b NA 1 

Hindered rotor 301.3 215a NA 1 

Hindered rotor 471.5 1657b NA 1 

Hindered rotor 686.9 1657b NA 1 

a from Ref. 158.   b barrier is half of dissociation energy. Units are cm-1 

The equilibrium constant calculated using the LJ63+5HR model is in better 

agreement with the experimental data than the HORR approximation by a factor of 

about 4, but the curve is still approximately a factor of 12 below the experimental data.  

This result still demonstrates that the HORR undercounts accessible quantum states for 

Table 2.2.  Soft modes of the OOH-H2O complex.  Units are cm-1.  Results 
are from Gaussian 09 harmonic frequency calculation.  NA indicates not 
applicable. 
 



49 

weakly bound complexes and that the LJ63+5HR model is a substantial improvement.  

However, in this case, the improvement comes in about equal amounts from excitation 

of the low frequency states of the two-fold hindered rotor and a decrease in the zero-

point energy of the complex.  At room temperature and 50% humidity, the LJ63+5HR 

model predicts that about 1% of hydroperoxy radicals would be complexed with water 

molecules. 

The remaining discrepancy between the experimental data and the LJ63+5HR 

model probably lies in the treatment of the two dimensional surface explored by Suma 

et al. 159  describing motions of water hydrogen atoms.  This surface is poorly described 

by the two hindered rotors with low barriers.  In particular, the motion of the hydrogen 

atom not involved in the hydrogen bond is better described by a double well than a 

hindered rotor.  Indeed, this whole surface lies within 350 cm-1 of the four equivalent 

minima according to figure 2 of Ref. 158.  Extending our model beyond the separable 

hindered rotor model is probably the best route for improvement but has not been 

attempted.  Alternatively, a factor of 12 increase in the equilibrium constant could also 

be achieved by a 15% increase in the computed binding energy, De, but we expect more 

accurate computations would actually lower the binding energy since we have 

observed the CCSD(T) binding energy to decrease as one moves from double-zeta to 

triple-zeta to quadruple-zeta basis sets. 
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2.7 Results for HEP-Water Complex 

Experimental data on the observed rate of the HEP self-reaction has been 

published previously 135.  This rate is a sum of rates with and without bound water.  To 

tease out the separate contributions requires the equilibrium constant.  One 

complication in this calculation is that HEP has two thermally accessible conformations 

at room temperature, as shown in figure 1 of Ref. 134.  The lowest energy conformation 

has an internal hydrogen bond.  The next higher conformation, a local minimum in the 

potential surface, has no internal hydrogen bond.  However, note that HEP already has 

three modes of internal rotation before complexation.  These torsional motions all break 

the internal hydrogen bond present in the lowest energy conformation.  In fact, the 

second conformation of figure 1 Ref. 134 differs from the lowest energy conformation 

by only a change in the angle of the O-O-C-C torsion, and more extensive exploration of 

this torsion as well as the H-O-C-C torsion suggests that an asymmetric 3-fold rotor 

potential would be more accurate.  However, aiming for the simplicity of the proposed 

model, we model the three internal rotations as one-fold hindered rotors. Therefore, 

HEP-water complexes have 8 hindered rotor modes: 3 from monomer HEP and 5 new 

ones. The hindered rotor frequencies of uncomplexed HEP are shown in Table 2.3.  The 

barriers were all chosen as 1500 cm-1, which is approximately the strength of an internal 

hydrogen bond.  Two lower frequency modes at 329.4 cm-1 and 398.4 cm-1 were 

identified as Morse-type modes rather than hindered rotor modes by their predicted 
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high dissociation energy based on the calculated Gaussian X-matrix diagonal 

anharmonicities.  

Potential Model Harmonic 

Frequency 

Dissociation 

Energy or Barrier 

n 

Hindered rotor 85.7 1500a 1 

Hindered rotor 167.3 1500a 1 

Hindered rotor 458.3 1500a 1 

a estimated hydrogen bond strength 

 As mentioned in Section 2, the HEP-water complex has four different thermally 

accessible conformations (shown in figure 1 and in figure 2 of Ref. 134).  However, these 

are not as obviously accessible by simple internal rotation.  The lowest two have the 

water hydrogen bonded to the outer peroxy oxygen atom.  The third conformation has 

the water hydrogen bonded to the inner peroxy oxygen atom, and the fourth 

conformation simply adds one hydrogen bond between the water and the hydroxyl 

oxygen without disturbing the internal hydrogen bond of the uncomplexed HEP.  How 

should we treat these multiple conformations?  One alternative is to calculate 

equilibrium constants separately for the four different reactions forming four complexes 

from the reactants and then use Boltzmann weighting to adjust the populations.  

Table 2.3.  Soft modes of HEP.  Units are cm-1.  Results are from 
Gaussian 09 harmonic frequency calculation.  NA indicates not 
applicable. 
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However, the simplest and easiest way to treat multiple conformations is as additional 

states to be added to the partition function sum of states—with the proper energy 

reference giving the correct Boltzmann weighting.  We have adopted this method.  

Another way would be to recognize that conformations are just local minima in 

rotations about internal axes that can be described by existing normal modes.  

However, to accurately describe these states would require extensive information about 

the barriers in the multidimensional potential surface rather than just local information 

about the local minima.  Treating the conformations as separate species when the 

internal rotations are not otherwise included by the separable hindered rotor model 

already described should get equivalent results. 

Note that in addition to the conformations in shown in figure 1 and in figure 2 of 

Ref. 134, each conformation has a mirror image that represents a separate set of 

accessible conformations.  However, we explicitly deal only with those conformations 

which have a +-gauche O-C-C-O torsion angle, since the doubling occurs in both 



uncomplexed and complexed HEP and will 53c ancel out of the equilibrium constant with 

Table 2.4.  Soft modes of the HEP-H2O complex.  Units are cm-1.  Results are from 
Gaussian 09 harmonic frequency calculation.  NA indicates not applicable. 
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equal factors of two in denominator and numerator of Eq. (3).  Anti conformations of 

the O-C-C-O torsion are not favorable for hydrogen bonding and will be thermally 

inaccessible. 

The assignment of soft modes in the LJ63+5HR model for the four conformations 

of HEP-water complex is summarized in Table 2.4.  Each conformation has one 

dissociative mode modeled by a Lennard-Jones 6-3 potential with an accompanying 

dissociation energy (De) as calculated by Gaussian (different for each conformation).  

Each conformation has one two-fold hindered rotor corresponding to the motion 

leading to interchange of the two water hydrogen atoms.  For all four conformations, 

the barrier for this motion was chosen to be 600 cm-1 in analogy to the value for the DT 

motion of water dimer, which has a similar transition state.  Each conformation also has 

seven one-fold hindered rotors.  The barrier for each of these motions was chosen to be 

half the dissociation energy if one hydrogen bond was broken by the motion or the full 

dissociation energy if both hydrogen bonds were broken. 

Figure 7 in Ref. 126 shows the net rate constant for the HEP self-reaction 

increasing with higher water vapor concentration.  This effect is higher at low 

temperature where the equilibrium constant is larger.  Figure 2.5 shows a plot of log10KC 

calculated using the proposed model versus 1000/T as well as the value using the HORR 

approximation.  The equilibrium constant calculated using the proposed LJ63+5HR 

model varies from a factor of 3 higher than the HORR approximation predicts at low 
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temperature raising to a factor of 3.5 higher at high temperature.  The improvement 

comes partly from the lowered hindered-rotor zero-point energy of the complex, but 

there is some contribution from increased vibrational partition function of the complex 

by the two-fold hindered rotor.  For most of the other vibrational modes, the difference 

is small.  It is interesting to note that the electronic partition function of the third 

conformation of the HEP-complex is larger than for the fourth conformation (with a 

hydrogen bond to an external water) because of lower zero-point energy in spite of the 

higher calculated De value of the fourth conformation.  A linear fit of the calculated 

log10Keq plot in Figure 2.5 is given by log10Keq = −24.16 +1259/T where Keq is in cm3. 

Figure 2.5 Plot of log10KC for formation of the HEP–water complex versus 1000/T. Solid line 
is the proposed LJ63 + 5HR model of this work. Dashed line is the HORR model. 
Parameters for soft modes are summarized in Table 3 for HEP and in Table 4 for HEP–
water complex 
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In this calculation, a Morse oscillator approximation for the non-hindered rotor 

modes was used.  To do this, we calculated the equilibrium geometry using the 

Gaussian anharmonic option, which reports X-matrix anharmonicities as well as 

harmonic frequencies.  To give a Morse oscillator approximation, only the diagonal 

anharmonicities were used.  The Morse oscillator model gives a slightly lower zero-

point energy than a harmonic oscillator model, but, independently, this process was 

quite useful in identifying the hindered-rotor modes.  For example, HEP is large enough 

to have three low-frequency skeletal torsions in the same frequency range as hydrogen-

bonded hindered rotors.  However, the mode dissociation energy predicted by the 

Morse oscillator model was higher for skeletal modes (several tens of thousands of cm-1) 

than for hindered rotors modes (only a few thousand cm-1).  Once these are 

distinguished, using a harmonic model for non-soft mode vibrations was virtually 

identical to using the Morse oscillator model. 

Given the calculated equilibrium constant, we can calculate the extent of 

complexation in a given water concentration.  In particular, at T = 295 K, KP is 0.3, and 

the vapor pressure of water is 0.026 atm.  This means that about 0.4% of the radicals are 

complexed at 100% humidity.  At 275 K, KP increases to about 0.7, but the vapor 

pressure of water is only about 0.007 atm.  This means that only 0.25% of the radicals 

are complexed at 100% humidity.  However, figure 7 of Ref. 14 shows that the effect of 

water on the rate constant is larger at the lower temperature, meaning the rate constant 
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for the complexed species (k5 in Ref. 126) may be over 100 times as great (see Fig. 8 of 

Ref. 126) below 275 K. 

2.8 Discussion and Conclusions 

The lowest energy configuration of HEP + H2O complex shown in figure 2.1 is 

lower in energy than the configuration believed to be the global minimum in Ref. 126 by 

almost 1 kcal/mol.  The other three configurations as discussed in Ref. 126 were 

discovered by positioning a water molecule around the lowest conformation of HEP.  

The conformation of the HEP + H2O complex shown in figure 2.1 results from 

positioning a water molecule near a higher energy conformation of bare HEP, but 

results in a lower energy for the complex. 

Calculations with more than one complexing water molecule have not been 

attempted.  Each new water molecule adds 6 new soft modes to the complex.  This 

means a complex of HO2· with two waters has two dissociative modes and 10 hindered 

rotor modes.  Such complications become severe very quickly.  Future work may need 

to address the complications associated with the introduction of the two waters and the 

associated new soft modes and their effect on Keq.  However, the linear dependence of 

observed rate constant with water concentration in figure 7 of Ref. 126 for HEP and 

figure 6 of Ref.131 122 for HO2·158, suggests that the complex with two waters is not 
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important for reaction kinetics.  However, additional water may well be important for 

nucleation of particle formation. 

Although the partition function of water has been calculated accurately138-140, we 

have elected not to use it.  Using the rigid rotor approximation and rotational constants 

calculated using Gaussian results in a rotational partition function that is approximately 

1% lower than that of Ref. 139 in the range 200 K to 400 K.  This agreement is within the 

accuracy we expect to be able to obtain in the vibrational part, although further 

corrections could be implemented if required160.  Furthermore, by using the same 

calculation method for rotational constants and the rotational partition functions of the 

radical and the complex, we expect some cancellation of error.   

Note that the rigid rotor rotational partition function of water contains a 

symmetry number of 2 in the denominator137. This effectively divides the actual state 

count (occupation numbers of 1 and 3, averaging to 2) by four and is equivalent at 

sufficiently high temperature to the astrophysical convention138-140  of using ¼ and ¾ for 

the occupation numbers for singlet and triplet spin function-allowed vibrational states.  

This convention requires that we use similar occupation numbers of ¼ and ¾ for the 

symmetric and antisymmetric states of the two-fold rotors in OOH-water and HEP-

water complexes.  Likewise, consistency requires multiplication by ½ in the HORR of 

OOH-water and HEP-water complexes (multiplication by 2 for two minima and 

dividing by 4 for the four spin functions).  The group theory of the water dimer is more 
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complicated but was discussed in Section 3.  Neglecting to divide by four may explain 

part of the discrepancy between the dot-dash and dotted lines in Figure. 4. 

Discovery of the lower energy configuration of HEP-water since publication of 

Ref. 126 renders obsolete the Keq values calculated in Ref. 126 (see Fig. 8 of Ref. 126).  In 

addition, Ref. 126 did not include the spin-symmetry factor of 4 discussed in the 

previous paragraph.  Moreover, we have found that HEP has a lower energy at the 

CCSD(T) level of theory than we had previously calculated.  The net result is that our 

updated Keq values documented here are actually slightly lower than plotted in Fig. 8 of 

Ref. 126 by a factor of approximately two. 

The two-fold hindered rotor modes we used include tunneling between 

equivalent positions for water protons.  Tunneling is automatically included in the 

Mathieu eigenvalues, although for a simplified potential surface consisting of a single 

cosine.  Even so, care must be taken to include occupancies in the calculated states that 

are consistent with the spin degeneracies of the monomers.  Tunneling is not needed for 

proton tunneling between hydrogen donor and hydrogen acceptors in the hydrogen 

bonding Lennard-Jones 6-3 modes because H3O+ - OH- -like structures where a proton is 

exchanged are significantly higher in energy and thermally inaccessible. 

Tables of coordinates for the calculated equilibrium geometries of all calculated 

species, as well as tables of calculated normal mode frequencies, effective masses, and 
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force constants are included in supplemental information.  Diagonal X-matrix elements 

for HEP and its water complexes are also included. 

The question of whether to include resonances (rotation-vibration states with 

energies above dissociation) in the partition function sum has been discussed in the 

literature161. These states have a finite lifetime but may exist to a significant degree in 

any dynamic equilibrium.  In our calculation, it does not matter if excited vibrational 

states of high frequency modes are included because these almost exactly cancel 

between numerator and denominator.  However, these states are routinely included as 

part of the harmonic oscillator approximation, which includes states with energy up to 

infinity.  However, most of these states are too high in energy to contribute, and most 

do not couple strongly with the low frequency, hindered rotor modes, so, to the extent 

they are populated, they would be expected to persist in an equilibrium mixture.  

However, we have not included hindered rotor states whose energy is above the 

dissociation energy because these states couple strongly, and motion in any of these 

modes would be expected to leak out of the dissociative mode.  We have tested the 

inclusion of rotational states of the dissociative mode that are bound inside the 

centrifugal barrier and whose energy is greater than the dissociation energy.  Including 

these does not seem to make a significant difference, again because they are too high in 

energy.  Note, however, that by using a separable approximation, we are including 
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combination states (states where two or more modes are excited) that are above 

dissociation. 

We have not included the counterpoise correction for basis set superposition 

error.  Some discussion has appeared in the literature162, 163 about the accuracy of the 

counterpoise correction for hydrogen bonded complexes, and doing so always 

decreases the computed value of De,  decreasing agreement of computed and measured 

equilibrium constants. 

In conclusion, we have shown that using the HORR approximation gives a 

partition function too small for these weakly bound complexes.  Treating the 

dissociative mode as a Lennard-Jones 6-3 potential because of the high anharmonicity 

makes minor improvement, but only the first three or four states are important.  Most of 

the improvement of the LJ63+5HR model comes from treating the remaining soft modes 

as hindered rotors with appropriate barriers and spin statistics.  Some of the 

improvement also comes from the fact that hindered rotor modes have lower zero-point 

energies than harmonic modes with the same frequency, and this fact increases the 

binding energy of the complex and increases the equilibrium constant. 

  Greater accuracy will require more information about the shape and positions 

of the barriers and coupling between these modes.  However, these envisioned 

improvements will probably help quantitatively predict equilibrium concentrations of 
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reactive radical-water complexes.  The recent paper by Khan et al.164 suggested that up 

to 17% of radicals are complexed with water.  Although we did not calculate 

percentages of complexed radicals quite this high (less than 1%), if these complexes, as 

suggested by experiments are as much as 100 times more reactive, understanding these 

effects will be required for informed air pollution policies and improvements in human 

health. 

Although this study has only examined hydrogen-bonded complexes of water 

with peroxy radicals, the LJ63+5HR model should be applicable to other hydrogen-

bonded complexes involving closed shell polar molecules with water and also polar 

species with ammonia.  Moreover, the model is generalizable to ion-molecule or van del 

Waals complexes by adjusting the LJ m-n parameters to match the long-range potential 

behavior and equilibrium separation. 
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               Chapter 3 
Computational study of the  thermod ynamics of  new particle formation initiated by complexes of H2SO4-H2O-NHx, CH3SO3H-H2O-NHx, and H O2-H2O-NHx

Computational Study of the Thermodynamics of New Particle Formation Initiated 

by Complexes of H2SO4-H2O-NHx, CH3SO3H-H2O-NHx, and HO2-H2O-NHx 

3.1 Disclaimer 

The following chapter is presented in its entirety (with minor changes) 

from the published version of the paper in ACS Earth and Space Chemistry. Burrell, E.; 

Kar, T. and Hansen, J.C., Computational study of the thermodynamics of new particle 

formation initiated by complexes of H2SO4-H2O-NHx, CH3SO3H-H2O-NHx, and HO2-

H2O-NHx. ACS Earth and Space Chemistry, 2019, 

http://doi.org/10.1021/acsearthspacechem.9b00120. I wrote the paper, performed all 

computational calculations except for a few electron density maps, and reviewed the 

paper. Dr. Tapas Kar performed most of the calculations to create the electron density 

maps. Dr. Jaron C. Hansen reviewed and edited the work.   

3.2 Abstract 

Exposure to high concentrations of particulate matter has been linked to an 

increase in asthma, heart problems and death. This link has increased the importance of 

understanding particle formation and its role in the atmosphere. Research has shown 
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that measured particle concentrations are often higher than modeled concentrations in 

the atmosphere. This discrepancy is caused by unknown mechanisms that lead to 

particle formation. Classical nucleation theory (CNT) is one theory used to explain new 

particle formation. The first step in forming a particle according to CNT is 

agglomeration of molecules around a nucleating site. CNT has been successfully 

applied to modeling new particle formation using sulfuric acid and ions as nucleating 

sites.  This article presents computational support for the use of CH3SO3H and HO2 

radical as nucleating sites for new particle formation.    Recent studies have shown 

increased particle formation rates via ions and neutral molecules with the addition of 

amines to the reaction mixture. We have investigated the reaction of HO2 radical with 

four different amines and water vapor. Our results illustrate the stabilizing effect of 

amines in particle formation. These results suggest that the reaction between CH3SO3H 

and amines as well as HO2 radical and amines in the presence of water vapor may serve 

as a viable mechanism for new particle formation in the atmosphere. 

3.3 Introduction 

Ultrafine particles (UFPs) affect everyday life including air quality, human 

health, visibility and the earth’s radiation balance3, 4, 8, 165.  Numerically the most 

abundant type of particle in the atmosphere are UFPS, but they contain the least 

amount of mass when compared to all other particle types and are generally modeled as 

having diameters less than 0.01 μm  2. Evidence suggests that due to the UFPs small 
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diameters it is possible for them to be inhaled deeply into the lungs and enter into the 

blood streams leading them to be more toxic than larger diameter particles 3, 7, 166, 167. 

Most UFPs precursors are emitted into the atmosphere from both biogenic and 

anthropogenic sources such as mobile emissions19, 168-170.  

Classical Nucleation Theory (CNT) has historically been used to describe the 

formation of UFPs from gas phase precursors11, 23-25, 171, 172 starting with the formation of a 

molecular cluster, also known as the nucleating site.  However, the formation of a 

molecular cluster can be difficult to understand experimentally on a molecular scale.  

Several studies have successfully applied high level ab initio calculations to better 

understand the thermodynamics of molecular cluster formation100, 173, 174.   This 

computational approach has been used on previous prototypical systems such as H2SO4 

(sulfuric acid)175, 176 and CH3SO3H (methane sulfonic acid, MSA)38, 173complexed with 

water and amines. 

Sulfuric acid (H2SO4) is one of the most extensively studied prototypical system 

for particle formation and upon complexation with water acts as a precursor for 

formation of particles in the atmosphere98, 177-181. Curtius et al. 23 , Becker and Doring et 

al24 and others173, 178, 182 have proposed particle formation via CNT as a viable source in 

which particles are formed. Specifically, CNT has described particle formation in which 

H2SO4 and other precursors, such as ions, interact with water vapor to form a molecular 

cluster or nucleation site183-190.  It has been reported that the thermodynamics of ion-
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induced nucleation is more favorable in contrast to neutral molecule induced-

nucleation 23. It is important to note that radicals, such as they hydroperoxy radical 

(HO2), have yet to be included in atmospheric models as possible precursors to 

molecular clusters associated with the CNT model.   

Analogous to studies that utilized the H2SO4-H2O cluster as the nucleating site, 

the MSA-H2O complex has been observed to successfully serve as a nucleating site for 

particulate formation39, 45, 100.  The rate of particle formation in both systems is observed 

to be influenced by the addition of amines39-41, 191-194. In particular, methylamine (MA), 

dimethylamine (DMA), trimethylamine (TMA) and ammonia (NH3) were observed to 

produce a 10+ times increase in the rate of particle formation compared to the rate of 

particle formation in the absence of these amines or ammonia 38, 41, 193, 195.    When 

comparing the influence of different amines on the rate of particle formation with the 

inclusion of trace amounts of ammonia, MA, DMA, TMA, the measured rate 

enhancement depended on the system192, 193, 196, 197. For example, using H2SO4 and water 

vapor, it was observed that DMA and TMA had the greatest influence on the rate of 

particle formation followed by MA and lastly NH341.  In contrast using MSA and water 

vapor, MA had the greatest influence on the rate of particle formation followed by 

DMA, TMA and lastly NH3. To better understand the change on the rate of particle 

formation with the addition of amines to the MSA system a mechanism was suggested 

for particle growth based on a computational analysis that included the binding 
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energies, Gibbs free energies and enthalpy of formation for formation of the initial 

molecular complexes38.  Findings suggest that amines can play a critical role in new 

particle formation, but with the inclusion of these mechanisms into atmospheric models 

there still exists a difference between measured and modeled particulate matter 

concentrations196, 198, 199. This has led to the suggestion that other molecules found in the 

atmosphere could serve as nucleating sites for particle formation.   

HO2 is an abundant radical in the atmosphere with an average ambient air 

concentration of 108 molecules cm-3 , and, coupled with its strong binding energy with 

water 103, 120, is an ideal candidate for serving as the nucleating site for new particle 

formation.  Using the equilibrium constant measured by Kanno et al.200 for the 

formation of the HO2-H2O complex, coupled with a HO2 concentration of 109 molecules 

cm-3 and a water vapor concentration 9.2 x 1017 molecules cm-3 (100%, relative humidity

at 298 K), 48% of HO2 is complexed with water vapor, which equates to ~5 x 108 

molecules cm-3 of potential nucleating sites. This calculation represents an upper limit 

on the ability of the HO2-H2O complex to initiate particle formation, but even if only 1% 

of the complexes form aerosol particles, it would contribute ~5 x 106 cm-3 of new 

nucleating sites in the atmosphere.   

In an analogous way that the H2SO4-H2O complex and MSA-H2O complex can 

serve as nucleating sites for new particle formation, HO2-H2O complexed with amines 

may also serve as the seed for new particle formation.  Like the H2SO4-H2O complex and 
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MSA-H2O complex, the HO2-H2O complex has been detected in laboratory studies102, 104 

and contains a strong binding energy of 31.4 kJmol-1. Although the HO2-H2O complex 

has a smaller binding energy than the H2SO4-H2O and MSA-H2O complexes the 

addition of an amine or NH3 may further stabilize the HO2-H2O complex making it 

competitive as a possible nucleating seed for particle formation. This mechanism is 

examined in this manuscript  

The goal of this work is to better understand secondary particle formation in the 

atmosphere by extending the use of amines in particle formation from the prototypical 

systems, H2SO4-H2O and MSA-H2O to the non-prototypical HO2-H2O system.  The 

thermodynamics of particle formation using the atmospherically abundant 

hydroperoxy (HO2) radical complexing with water vapor and amines is presented.  

Data from this computational study provides a better understanding on the molecular 

scale about the process in which H2SO4, MSA and HO2 in the presence of water vapor 

and TMA can serve as nucleating sites for new particle formation.  

3.4 Computational Method 

The Gaussian 09, Revision 5.0.8201 suite of programs was used for geometry 

optimizations, vibrational frequency calculations, and high-level configuration 

interaction molecular energy calculations. Initial optimization of the monomer 

structures for each complex began with a M06-2X/6-311++G (d,p) level geometry 

optimization. The M06-2X level is regarded as one of the best density functional 
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theories involving thermochemistry, kinetics and non-covalent interaction 

calculations202, 203.  The purpose of this initial step was to quickly generate initial force 

constants in the G09 environment and to decrease the overall computation time. The 

geometry of each monomer structure was then refined at the M06-2X/aug-cc-PVDZ 

level. The energy of the optimized structure was then refined with a CCSD (T)/aug-cc-

PVDZ single-point calculation from the optimized geometries determined using the 

M06-2X/aug-cc-PVDZ level.  

The minimum energy geometry for the global and local minima for each complex 

was generated and identified by a wide-ranging random constrained sampling (RCS) 

methodology204.  The global and local minima for each complex was fully optimized 

using the M06-2X/aug-cc-PVDZ level and further refined with a CCSD (T)/aug-cc-PVDZ 

single-point calculation using the optimized geometries determined using the M06-

2X/aug-cc-PVDZ method and basis set.   

The random constrained sampling (RCS) method was used to generate the HO2-

H2O-amine, MSA-H2O-amine and H2SO4-H2O-amine complex geometries.  Briefly, the 

RCS method generates HO2-H2O complex geometries by randomly packing a H2O 

molecule within a 3.5 Å constrained radius sphere encompassing the entire radical or a 

user-defined portion of the optimized HO2 structure. In this work, the overall optimized 

complex geometries were determined via two iterations of the RCS method. The first 

iteration generated 1000 HO2-H2O geometries by placing a H2O molecule around a 3.5 Å 
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radius sphere centered over the entire radical structure. The second iteration produced 

1000 HO2-H2O-amine complex geometries that involved placing the optimized 

geometry of an amine or NH3 around a 3.5 Å radius sphere centered over the entire 

optimized minimum energy geometry of the HO2-H2O complex. Both iterations 

followed a geometry and energy optimization scheme identical to that used for the 

identification of the radical lowest energy structure. 

The harmonic vibrational frequency calculations were performed from the M06-

2X/aug-cc-PVDZ level and confirmed each structure as a minimum. Additional 

thermodynamic calculations were performed using the optimized geometries identified 

using the M06-2X/aug-cc-PVDZ level. Binding energies were calculated from the CCSD 

(T)/aug-cc-PVDZ level. The anharmonic frequency calculations were performed using 

the M06-2X/aug-cc-PVDZ level. 

Electron density maps with a surface resolution of 0.0003 e/au2 were generated 

using the results from the M06-2X/aug-cc-pVDZ level for the HO2-H2O-amine 

complexes. HO2, H2O and amine monomer electron density maps were subtracted from 

the electron density map computed for each complex to produce an electron density 

difference map showing how the electron density is perturbed as a result of complex 

formation.   
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3.5 Results and Discussion 

3.5.1 Geometry of Complexes and Monomers 

Complexa  Interactions Bond length(Å) Angles (°) 
H2SO4-H2O (2A) O-H…O(water) 1.65 163.2 

O-H(water)…O 2.11 129.2 
H2SO4-H2O-TMA(3D) O-H…O(water) 1.45 176.2 

O-H(water)…N 1.68 175.2 
HO2-H2O(2B) O-H(radical)…O 1.79 144.5 

O…H-O(water) 2.23 114.3 
HO2-TMA(2F) O-H(radical)….N 1.61 164.3 
HO2- H2O TMA (5D) O-H(water)…O 1.86 175.6 

O-H(radical)…N 1.52 177.5 
C-H…O(water) 2.32 141.7 

HO2-DMA(2E) O-H(radical)…N 1.62 162.9 
HO2- H2O DMA  (5C) O-H(water)…O 1.86 167.5 

O-H(radical)…N 1.52 172.4 
N-H…O(water) 2.08 128.7 

HO2-MA(2D) O-H(radical)…N 1.65 159.6 
HO2- H2O -MA  (5B) O-H(water)…O 1.87 167.7 

O-H(radical)…N 1.55 169.5 
N-H…O(water) 2.08 127.8 

HO2-NH3 (2C) O-H(radical)…N 1.70 157.6 
N-H…O(radical) 2.61 84.56 

HO2- H2O -NH3- (5A) O-H(water)…O 1.88 166.4 
O-H(radical)…N 1.61 173.2 
N-H…O(water) 1.98 143.3 

MSA-H2O(2H) O-H(MSA)…O(water) 1.68 164.1 
O-H(water)…O 1.99 134.5 

MSA-H2O-TMA(4A) O-H(MSA)…O(water) 1.44 170.8 
O-H(water)…N 1.63 173.7 

a Structures are shown in Figures 3.2-3.5 

Table 3.1: Bond lengths and angles of the complexes. 
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 Geometries and rotational constants for each monomer (H2SO4, MSA, HO2, H2O, 

NH3, MA, DMA and TMA) and the Amine-HO2, H2SO4-H2O, MSA-H2O, MSA-H2O-

TMA, H2SO4-H2O-TMA, HO2-H2O, and HO2-H2O-Amine complexes are given in 

supplemental table 1, table 3.1 and Figures 3.1-3.5. Vibrational frequencies are given in 

supporting materials.  Generally, a range of van der Waal’s interactions are responsible 

for holding the molecular clusters together. In particular hydrogen bonds play an 

important role in the stability of a molecular cluster. The stronger the hydrogen bond or 

the increased number of hydrogen bonds in the system increases the overall stability of 

the molecular cluster.  Typically, the closer a hydrogen-bond angle is to 180° the larger 

the molecular overlap and consequently the stronger the hydrogen bond interaction205.  

The hydrogen bonds in the H2SO4-H2O complex have angles ranging from 129°-163° 

(Figure 3.2A and Table 3.1). The addition of either an amine or NH3 to the complex 

increases these bonding angles, specifically; the addition of TMA increases the binding 

angles to ~176°. The hydrogen bonds in the MSA-H2O complex have similar angles 

ranging from 134-164° (Figure 3.2H and Table 3.1). With the addition of TMA, the 

binding angles between the O-H of the water and N of TMA increases to 173° (Figure 

3.4A).  In these prototypical systems the addition of either TMA or NH3 increases the 

stability of the hydrogen bonds and overall complex. A similar approach to these 

prototypical systems was extended to HO2 complexed to H2O, an amine and NH3.   The 

five HO2 complexes included in this work are:  HO2-TMA, HO2- DMA, HO2- MA, HO2- 
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NH3 and HO2-H2O. These complexes were analyzed to determine if the starting 

complex influences the overall stability of the HO2-H2O-amine complex. The hydrogen 

bond angles in the HO2-TMA complex is 164°(Figure 3.2F and Table 3.1) which is 

consistent with the H2SO4-H2O and MSA-H2O prototypical systems.  The addition of a 

H2O molecule to the HO2-TMA complex changes the hydrogen bond angle between the 

nitrogen atom in TMA and the hydrogen in HO2 in this complex and drives the angle 

from 175.6°to 177.5°and introduces and additional hydrogen bond.  Likewise, the HO2-
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NH3 complex has a hydrogen bond that forms between the nitrogen of NH3 and the 

hydrogen in HO2.  With a bond angle of 157.6° in the dimer with the addition of a water 

molecule increases the angle to 173.2°.  An increase in the hydrogen bond angle is also 

HO2 

A) 

H2O 

B) 

NH3 

C) 

MA 

D) 

DMA 

E) 

TMA 

F) 

H2SO4 

G) 

MSA 

H) 

Figure 3.1: Optimized geometries of the monomer at the M062x/aug-cc-pVDZ level. A- 
Hydroperoxy radical. B-water molecule C- Ammonia molecule D- Methyamine molecule 
E- Dimethylamine molecule F-Trimethylamine molecule G- Sufuric acid molecule H- 
Methane sulfonic acid molecule
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observed upon addition of H2O to the HO2-DMA and HO2-MA complexes.   The 

hydrogen bond that forms between the nitrogen in DMA and the hydrogen in HO2 

starts with an initial angle of 162.9°and increases to 172.4°with the addition of H2O. The 

HO2-DMA 
  

HO2-TMA 
  

MSA-H2O 

HO2-NH3 

HO2-MA 
  

H2SO4-H2O HO2-H2O 
  

H2O-H2O 

A) B) C) 

D) E) F) 

G) 

Figure 3.2. Optimized geometry of the dimers at the M062x/aug-cc-pVDZ level: (A) sulfuric acid–
water dimer; (B) hydroperoxy radical–water dimer; (C) hydroperoxy radical–ammonia dimer; (D) 
hydroperoxy radical–methyamine dimer; (E) hydroperoxy radical-dimethylamine dimer; (F) 
hydroperoxy radical–trimethylamine dimer; (G) water–water dimer; (H) methanesulfonic acid–
water dimer 

H)
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HO2-MA complex follows this same pattern and starts with a hydrogen bond angle of 

159.6° between the nitrogen in MA and the hydrogen in HO2 and increases to 169.5° 

with the addition of H2O to the complex.  The hydrogen bond angles in the HO2-H2O 

complex range from 114°-144°. With the addition of an amine or NH3 to the HO2-H2O 

complex results in the same changes in the hydrogen-bond angles as what is observed 

in the other complexes.  Namely the angle increases to become closer to 180°.  The 

increase in the hydrogen bond angle in each of these complexes has the overall effect of 

improving the strength of the hydrogen bond which further stabilizes each complex.  

Stabilization of the complex by addition of an amine suggests that the HO2-H2O-amine 

complexes, like the H2SO4-H2O-amine and MSA-H2O-amine complexes, have an 

increased capability of acting as a nucleating site for new particle formation relative to 

just the HO2 -amine complexes. Further analysis of binding energies, enthalpy data, 

dipole moments and electron density maps further corroborate the increased stability of 

the HO2-H2O-amine complexes and possibility of acting as a nucleating site for particle 

formation. 

3.5.2 Thermodynamic Results 
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Complex Binding Energies 

  As shown in recent publications, the inclusion of trace concentrations of amines or 

NH3   enhances the formation of UFPs using the H2SO4-H2O and MSA-H2O complexes 

as nucleating sites41, 173.  Changes in the hydrogen bond angles with the inclusion of an 

amine into the H2SO4-H2O, MSA-H2O and HO2-H2O complexes indicate a stronger 

hydrogen bond formation which increases binding energies.  While the H2SO4-H2O 

complex has a strong binding energy of 50.8 kJ mol-1 the H2SO4-H2O-DMA and H2SO4-

H2O-TMA complexes, figure 3.3C and figure 3.3D, have an increase in binding energy 

C) 

H2SO4-H2O-DMA 

H2SO4-H2O-NH3 

H2SO4-H2O-TMA 

H2SO4-H2O-MA 

A) B) 

D) 

Figure 3.3:  Optimized geometries of H2SO4-Amines-H2O complexes at the 
M062x/aug-cc-pVDZ level. A- Sulfuric acid-water-ammonia complex. B- Sulfuric 
acid-water-methylamine complex C- Sulfuric acid-water-dimethylamine complex 
D- Sulfuric acid-water-trimethylamine complex
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with the addition of the amines. The complexes are more strongly bound by 

comparison and have binding energies of 146.5 kJ mol-1 (Complex 3.3C) and 139.12 kJ 

mol-1 (Complex 3.3D). Likewise, the MSA-H2O complex has a binding energy of 44.35 kJ 

mol-1 but the addition of an amine or NH3increases the overall binding energies. 

Specifically, the MSA-H2O-TMA (Figure 3.4A) and MSA-H2O-DMA (Figure 3.4B) are 

more strongly bound with binding energies of 103.77 kJ mol-1 and 106.7 kJmol-1. The 

increased binding energies of the complexes upon inclusion of an amine can be 

attributed to the increased hydrogen bonding energies and number of hydrogen bonds.  

MSA-H2O-TMA 

A) 

MSA-H2O-DMA 

B) 

MSA-H2O-MA 

C) 

MSA-H2O-NH3 

D) 

Figure 3.4:  MSA-Amines-H2O complexes at the M062x/aug-cc-pVDZ level. A- 
Methane sulfonic acid-water-trimethylamine complex. B- Methane sulfonic acid-
water-dimethylamine complex C- Methane sulfonic acid-water-methylamine 
complex D- Methane sulfonic acid-water-ammonia complex 
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Included in the Glasoe et al.41 and Finlayson-Pitts et al.38 studies were a 

comparison of the binding energies for the following complexes: H2SO4-H2O-TMA, 

H2SO4-H2O-DMA, H2SO4-H2O-MA, H2SO4-H2O-NH3 and MSA- H2O -TMA, MSA- H2O -

DMA, MSA- H2O -MA, MSA- H2O -NH3. A pattern emerges when comparing the 

binding energies of the H2SO4- H2O-amine/NH3 complexes to one another (Figures 

3.3(A-D)).  As the number of methyl groups increase on the central nitrogen atom there 

is an increase in the binding energies except for the increased binding energy of DMA 

HO2-H2O- NH3 

A) 

HO2-H2O -MA 

B) 

HO2-H2O -DMA 

C) 

HO2-H2O -TMA 

D) 

Figure 3.5:  HO2-Amines-H2O complexes at the M062x/aug-cc-pVDZ level. 
A- Hydroperoxy radical-water-ammonia complex. B- Hydroperoxy radical-
water-methylamine complex C- Hydroperoxy radical-water-dimethylamine
complex D- Hydroperoxy radical-water-trimethylamine complex
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over TMA. A similar pattern is observed with the MSA-H2O-amine/NH3 complexes 

(Figure 3.4(A-D)) however, it is found that MA and DMA have larger binding energies 

when compared to complexes formed with TMA and NH3. Comparison of the H2SO4-

H2O-TMA, H2SO4-H2O-DMA, H2SO4-H2O-MA or H2SO4-H2O-NH3 complex to the 

analogous MSA-H2O-TMA, MSA-H2O-DMA, MSA-H2O-MA or MSA-H2O-NH3 

complex shows the H2SO4-H2O-amine/NH3 complexes all have stronger binding 

energies than their MSA-H2O-amine/NH3 counterpart.  This can be attributed to the 

increased number of hydrogen bonds found in the H2SO4-H2O-amine/ NH3 complexes 

that are not formed when complexing with MSA.    

Francisco et al103, reported a binding energy for the H2O-HO2 complex to be 25.10 

kJ mol-1 (Figure 3.2B) which is weaker than the H2SO4-H2O binding energy of 50.8kJ mol-

1 (Figure 3.2A) and MSA-H2O binding energy of 44.4 kJ mol-1, but stronger than the 

H2O-H2O binding energy 11.37 kJ mol-1 (Figure 2G). Overall the H2SO4-H2O-amine/NH3 

complexes have stronger binding energies than the analogous HO2-H2O-amine/NH3 

complexes. When comparing the binding energy trend of the H2SO4-H2O-amine/NH3 

complexes with the HO2-H2O-amine/NH3 complexes a similar trend exists with one 

exception, TMA. 
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The trend in binding energies shows that as the number of methyl groups increases in 

the amine the binding energies with H2SO4 and HO2 also increases with the exception of 

TMA which only has a slightly stronger binding energy than MA. HO2-H2O-TMA has a 

binding energy of 85.86 kJ mol-1 which is only 2.5 kJ mol-1 stronger than the HO2-H2O-

MA complex with a binding energy of 83.30 kJ mol-1.  Whereas HO2-H2O-DMA has a 

binding energy of 88.95 kJ mol-1.  All of which have stronger binding energies than HO2-

H2O-NH3 which has a binding energy of 71.55 kJ mol-1.  TMA, DMA and MA have 

Complex Binding Energies ( kJ mol-1 ) Binding Energies with ZPE ( kJ  
mol-1 ) 

H2O-H2O (2G) -11.37 -21.97
HO2-H2O (2B) -31.41 -43.61
TMA-HO2(2F) -67.49 -57.45
DMA-HO2(2E) -65.27 -55.06
MA-HO2(2D) -59.37 -50.33
NH3-HO2(2C) -51.92 -40.92
MSA-H2O(2H) -55.56 -44.35
H2SO4-H2O(2A) -61.55 -50.75
HO2-H2O-TMA (5D) -103.68 -85.86
HO2-H2O-DMA (5C) -107.03 -88.95
HO2-H2O-MA (5B) -101.59 -83.30
HO2-H2O-NH3 (5A) -93.30 -71.55
MSA-H2O-TMA(4A) -119.08 -103.76
MSA-H2O-DMA(4B) -122.63 -106.69
MSA-H2O-MA(4B) -120.65 -105.23
MSA-H2O-NH3 (4B) -113.99 -95.17
H2SO4-H2O-TMA(3D) -162.59 -139.12
H2SO4-H2O-DMA(3C) -167.19 -146.52
H2SO4-H2O-MA(3C) -154.56 -134.01
H2SO4-H2O NH3 (3C) -132.47 -114.26

Table 3.2: Binding energies and corrected binding energies of the dimers HO2-H2O-
amine/NH3, MSA-H2O-amine/NH3 and H2SO4-H2O-amine/NH3 complexes.  
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stronger binding energies than NH3 due to the methyl groups attached to the nitrogen. 

These methyl groups are electron donating to the nitrogen. Thus, making the nitrogen 

on the TMA, DMA and MA more electronegative and consequently forming a stronger 

hydrogen bond with the hydrogen from HO2 then NH3. DMA and MA also have the 

ability to form additional hydrogen bonds which is lost with the three methyl groups 

found in TMA (Figure 3.1F) which accounts for the decrease in binding energy of TMA. 

DMA and MA have stronger binding energies due to the additional H-bond and the 

CH3 electron donating groups. Even though TMA has electron donating groups as well 

the nitrogen does not have the spare hydrogen so HO2 does not make the additional H-

bond instead it makes a weaker CHO bond which leads to a lower binding energy. This 

loss of hydrogen bonding capability helps to account for the sequentially lower binding 

energy of TMA in the HO2-H2O-amine/NH3 complex series.  

Enthalpy, Entropy and Gibbs Free Energy 

The Gibbs free energy (ΔG°) and enthalpy (ΔH°) of formation was calculated for 

each complex. ΔH° is related to the binding energies in that the corrected internal 

energy of the system used to find the binding energies has been adjusted from the 

Gaussian files. ΔH° was calculated from the total corrected internal energy of the 

system and corrected for the Boltzmann constant and temperature (eq. 1)206:  

ΔH°= ΔEtot+kBT (eq. 1) 
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 The Gibbs free energy data was also mined from the Gaussian files where ΔG° 

was calculated from ΔH°, total internal entropy (ΔStot) and temperature (eq. 2)206: 

ΔG°= ΔH°-TΔStot (eq. 2) 

These calculations allow for a better understanding of the potential pathways for new 

particle formation and allows for a comparison between the Gibb’s free energy and 

enthalpy of formation of prototypical systems (H2SO4-H2O-amine/NH3 and MSA-H2O-

amine/NH3) and the HO2-H2O-amine/NH3 system.   Table S2 shows that with the 

addition of an amine to the HO2-H2O complex ΔG° becomes increasingly negative.  The 

thermodynamics of complex formation becomes more favorable with the addition of 

H2O, amine/NH3 or radical and results in driving particle formation.  The enthalpy of 

H2SO4-H2O complex formation is -54.49 kJ mol-1 which is a factor of 3.24 larger than the 

enthalpy of formation of H2SO4-TMA (-16.82 kJ mol-1).  When an amine or H2O molecule 

is added to the H2SO4-TMA complex, the enthalpy of formation increases to -107.04 kJ 

mol-1.  The Gibbs free energy for the H2SO4-TMA and H2SO4-H2O dimers are 

significantly lower, -22.64kJ mol-1 and -12.26 kJ mol-1 respectively. Indicating that 

particle formation via the H2SO4-H2O-TMA complex is enthalpically driven.  In 

comparison ΔH° of the MSA-H2O dimer is -48.12 kJ mol-1 which is approximately 
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double of the enthalpy of formation of MSA-TMA (-28.11 kJ mol-1).  However, the 

addition of a trimethylamine or H2O molecule to the MSA-H2O complex increases the 

overall ΔH to -108.10 kJ mol-1.   ΔG° of the MSA- H2O and MSA-TMA dimers are 

significantly lower, -6.41 kJ mol-1, and -17.92 kJ mol-1 respectively.  Extending this trend 

to the non-prototypical HO2-H2O-amine/NH3 system, the ΔH° of the HO2-H2O is -35.55 

kJ mol-1 and -59.20 kJ mol-1 for the HO2-TMA dimer.  Upon addition of an amine or H2O 

molecule to the complex ΔH° increases to -89.47 kJ mol-1, a gain of approximately 29.29 

kJ mol-1 and consequently further stabilizing the complex. The ΔG° of the HO2-TMA 

and HO2-H2O dimers are significantly smaller, -14.39 kJ mol-1 and 3.28 kJ mol-1 

respectively. Even though ΔG° for HO2-H2O indicates particle formation in unfavorable 

it is interesting to note that with the addition of an amine or NH3 new particle formation 

becomes favorable. Like the H2SO4 and MSA systems, particle formation via the HO2-

H2O-TMA complex is enthalpically driven. However, when compared to MSA and 

H2SO4, ΔG° of formation is less favorable unless an amine or NH3 is present. This can be 

attributed to the increased polarity and hydrogen bonding strength which influences 

ΔG° for the reaction resulting in the formation of a more thermodynamically favorable 

nucleating site. From the enthalpy and Gibbs free energy data the entropy of complex 

formation can be calculated (table 3.4).  Evaluation of the entropy of complex formation 

data indicates as expected that complex formation is an entropically unfavorable 

reaction.    
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To refine the calculated enthalpy, entropy and Gibb’s free energy of HO2-H2O-

amine/NH3 complex formation, anharmonic calculations were performed for the HO2-

H2O-amine/NH3 complexes including local and global minima (SI Fig 1) using the M06-

2X-aug-cc-PVDz method and basis set. Anharmonic frequency calculations were 

performed to account for the increase in populated vibrational energy levels.  Harmonic 

ΔG° for the HO2-H2O-TMA complex were found to range from -0.64 to -7.12 kJ mol-1 

whereas the ΔG° calculated using the anharmonic calculated frequencies increased in 

range from -2.24 to -8.74 kJ mol-1. Harmonic ΔG° for the HO2-H2O-DMA complex were 

Complexes ΔG ( kJ mol-1 ) ΔH (kJ mol-1) ΔS (kJ mol-1 K) 
HO2-H2O (2B) 2.21 -35.89 -0.13
HO2-TMA (2F) -14.95 -59.35 -0.15
HO2-DMA (2E) -15.10 -59.42 -0.15
HO2-MA (2D) -13.63 -56.21 -0.14
NH3-HO2(2C) -10.75 -49.07 -0.13
HO2-H2O-TMA _475 -6.61 -89.24 -0.28
HO2-H2O-TMA _664 -8.74 -89.44 -0.27
HO2-H2O-TMA _274 -3.22 -84.16 -0.27
HO2-H2O-TMA _301 -2.24 -79.99 -0.26
HO2-H2O-DMA _264 -15.20 -97.63 -0.28
HO2-H2O-DMA _345 -6.15 -87.45 -0.27
HO2-H2O-DMA _892 -1.35 -82.26 -0.27
HO2-H2O-DMA _941 -18.96 -98.29 -0.27
HO2-H2O-MA _280 6.00 -88.06 -0.28
HO2-H2O-MA _561 -13.47 -95.08 -0.27
HO2-H2O-MA _58 -10.36 -90.87 -0.27
HO2-H2O-MA _739 -1.65 -83.38 -0.27
HO2-H2O-NH3_136 -0.42 -80.92 -0.27
HO2-H2O-NH3_365 2.93 -72.16 -0.25
HO2-H2O-NH3_408 -5.58 -86.00 -0.27
HO2-H2O-NH3_608 -4.75 -84.44 -0.27

Table 3.3: Anharmonic calculations of Gibbs free energy, Entropy and Enthalpy of the 
complex at the global and local minima’s 
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found to range from 0.70 to -16.33 kJ mol-1 which is larger when compared to the TMA 

complexes range.  A similar pattern was found for the HO2-H2O-DMA complex ΔG° 

calculated using anharmonic frequencies which increased the range from -1.35 to -17.97 

kJ mol-1. This pattern of increased spontaneity as seen in ΔG° using the anharmonic 

frequencies is seen with the NH3 and MA complexes (table 3.3). 

 To further understand the overall increase of ΔG° the harmonic and anharmonic 

calculations of ΔH° and ΔS° of the complexes were analyzed and compared. Harmonic 

ΔH° for the HO2-H2O-TMA complex were found to range from -79.70 to -89.13 kJ mol-1 

whereas the anharmonic ΔH° increased in range from -79.99 to -89.44 kJ mol-1. 

Harmonic ΔH° for the HO2-H2O-DMA complex were found to have an increased 

harmonic range from -81.76 to -97.81 kJ mol-1 compared to the TMA complexes range. A 

similar pattern was found for the HO2-H2O-DMA Anharmonic ΔH° which increased in 

range from -82.26 to -98.29 kJ mol-1. A similar pattern is seen with the MA complex 

where the anharmonic ΔH° has an increased negative value when compared to the 

harmonic calculations (table 3.3 and 3.4). Unlike MA, TMA and DMA the NH3 

complexes showed no change in the enthalpy. 

Like ΔG° and ΔH° the amine-radical-water complexes had a similar pattern for 

ΔS° where the anharmonic calculations increased in comparison to the harmonic 

calculations (table  
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3.4). As expected, the anharmonic vibrational frequencies are more populated then the 

harmonic vibrational frequencies leading to an increased stability of the complexes.  

 The addition of these compounds leads to an increased stability which is 

highlighted by the decrease in the overall enthalpy of the complex. However, it should 

be noted that even though these complexes appear stable until the critical diameter size 

is met there will be an adsorption/desorption of the compounds and not all subsequent 

complexes are increasingly stable. As shown with the HO2-amine/NH3 intermediate 

complex the loss of water decreases the overall stability of the complex and makes this 

Complex ΔG° (kJ mol-1) ΔH° (kJ mol-1) ΔS° (kJ mol-1 K) 
HO2-H2O (2B) 3.28 -35.55 -0.13
HO2-TMA (2F) -14.39 -59.20 -0.15
HO2-DMA (2E) -14.59 -59.18 -0.15
HO2-MA (2D) -13.06 -55.25 -0.14
HO2-NH3 (2C) -10.53 -49.04 -0.13
HO2-H2O-TMA _475 -1.13 -21.27 -0.07
HO2-H2O-TMA _664 -1.70 -21.30 -0.07
HO2-H2O-TMA _274 -0.15 -20.08 -0.07
HO2-H2O-TMA _301 -0.19 -19.05 -0.06
HO2-H2O-DMA _264 -3.05 -23.20 -0.07
HO2-H2O-DMA _345 -1.05 -20.82 -0.07
HO2-H2O-DMA _892 0.17 -19.54 -0.07
HO2-H2O-DMA _941 -3.90 -23.38 -0.07
HO2-H2O-MA _280 -1.06 -20.77 -0.07
HO2-H2O-MA _561 -2.59 -22.40 -0.07
HO2-H2O-MA _58 -1.94 -21.41 -0.07
HO2-H2O-MA _739 0.05 -19.63 -0.07
HO2-H2O-NH3_136 0.18 -19.34 -0.07
HO2-H2O-NH3_365 1.08 -17.25 -0.06
HO2-H2O-NH3_408 -0.99 -20.55 -0.07
HO2-H2O-NH3_608 -0.79 -20.18 -0.07

Table 3.4: Harmonic calculations of Gibbs free energy, Entropy and Enthalpy of the 
complex at the global and local minima’s
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process less favorable from an enthalpy perspective. However, this intermediate 

complex can re-hydrate and continue to grow in size with the further adsorption of 

H2O, an amine, NH3 or HO2. 

3.5.3 Dipole Moments 

To better understand why MSA, H2SO4, and HO2 can serve as good nucleating 

agents the dipole moments of the individual monomers and complexes were calculated. 

The H2SO4 monomer has a dipole moment of 3.82 Debye with the positive end of the 

dipole centered on the sulfur atom and the negative end of the dipole moving towards 

the oxygen atoms.  Figure 3.6 shows H2SO4 with its computed dipole moment.  The 

length of the dipole vector is proportional to the magnitude of the dipole moment.  

When H2O is added to H2SO4 the dipole strength increases to 4.0 Debye.  Forming a 

complex with TMA further increases the dipole moment to 9.0 Debye.   With the 

inclusion of a H2O molecule to the H2SO4-TMA complex to form the H2SO4-H2O-TMA 

complex the dipole moment decreases to 7.0 Debye. By comparison MSA has a dipole 

moment of 3.9 Debye.  Upon addition of a H2O molecule to form the MSA-H2O complex 

the dipole moment decreases to 3.3 Debye.  The addition of H2O to MSA to form the 

MSA-H2O dimer thus decreases the dipole moment by 0.6 Debye while inclusion of H2O 

to H2SO4 to form the H2SO4-H2O complex increases the dipole moment by 0.2 Debye 

indicating that H2O plays a greater role in increasing the polarity of the H2SO4-H2O 

complex than it does by complexing with MSA. The addition of TMA to MSA to form 
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the MSA-TMA dimer also decreases the dipole moment to 3.1 Debye. With the inclusion 

of a H2O molecule to the MSA-TMA dimer to form the MSA-H2O-TMA complex the 

dipole moment increases to 5.9 Debye. Unlike the H2SO4-H2O-TMA complex the MSA-

H2O-TMA complex has a dipole moment that is larger than the MSA-H2O and MSA-

TMA complexes. By comparison to the prototypical systems the HO2 radical has a 

dipole moment of 2.2 Debye.  Upon addition of a H2O molecule to form the HO2-H2O 

complex the dipole moment increases to 3.0 Debye.  The addition of H2O to HO2 to form 

the HO2-H2O complex thus increases the dipole moment by 0.8 Debye while inclusion 

of H2O to H2SO4 to form the H2SO4-H2O complex only increases the dipole moment by 

0.2 Debye but decreases the dipole moment for the MSA-H2O dimer. This indicates that 

H2O plays a greater role in increasing the polarity of the HO2-H2O complex than it does 

by complexing with H2SO4 or MSA. The addition of TMA to HO2 to form the HO2-TMA 

complex doubles the dipole moment to 4.5 Debye.  Like the H2SO4-H2O-TMA complex 

the HO2-H2O-TMA complex has a dipole moment that lies between the HO2-H2O and 

HO2-TMA complexes. The increase in dipole strength and subsequent polarity with the 

inclusion of either H2O or TMA to form complexes with H2SO4, MSA and HO2 indicates 
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that subsequent growth of the complex by addition of H2O molecules will not only be 

MSA 
3.9 Debye 

MSA-H2O-TMA 
5.9 Debye 

H2SO4-H2O-TMA 
7.0 Debye 

H2SO4-H2O 
4.0 Debye 

HO2-H2O-TMA 
3.4 Debye 

HO2-TMA 
4.5 Debye 

HO2-H2O 
3.0 Debye 

MSA-H2O 
3.3 Debye 

HO2 
2.2 Debye 

Figure 3.6:  H2SO4 MSA, HO2 and complexes with dipole moments and dipole 
strength 

H2SO4 
3.8 Debye 

H2SO4-TMA 
9.0 Debye 

MSA-TMA 
3.1 Debye 
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enthalpically favorable but also impact the reaction rate.  

3.5.4 Electron Density Maps 

To provide additional information about the ability of complexes of HO2 to serve 

as a nucleating site for particle formation, the change in electron density as a function of 

complex formation was computed.  Change in electron density maps have been 

successfully used to show formation of hydrogen bonds in complexes207.   Electron 

density difference maps were generated using a contour of 0.0003 e/au3 with the M06-

2X/aug-cc-pVDZ method/basis set208. The blue shaded regions in Figure 3.7(A-D) 

represent areas of electron density gain and red shaded regions represent areas of 

electron loss as a result of complex formation. A prototypical hydrogen bond is 

evidenced by a region of electron density redistribution between the hydrogen atom 

and corresponding atom.  Correspondingly, along the axis of the hydrogen bond a 

region of electron density loss is typically observed around the bridging proton. In the 

HO2-H2O-amine complex’s it is expected that a number of hydrogen bonds will form 

between HO2 and H2O, HO2 and TMA and TMA and H2O.  Prototypical hydrogen bond 

formation is observed in the HO2-H2O-DMA, HO2-H2O-MA and HO2-H2O-NH3 

complexes.  Interestingly, the electron density difference maps (Figure 7(A-D)) indicate 

a weak interaction between TMA and water.   
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3.6 Conclusion 

Radicals have been overlooked as a possible pathway for particle formation however 

the Gibbs free energy of HO2-H2O-amine complex formation is favorable and 

consequently this complex could serve as a nucleating site for particle formation.  This 

is reinforced by comparison of the binding energies, dipole moment strengths and 

electron density maps for the prototypical systems H2SO4-H2O and MSA-H2O to HO2-

HO2 -H2O-DMA 

B) 

HO2-H2O-TMA 

A) 

C) 

HO2 -H2O-MA 

D) 

HO2--H2O-NH3 

Figure 3.7: Electron density maps of HO2 -H2O-Amines complexes A- Hydroperoxy radical-
water-trimethylamine complex. B- Hydroperoxy radical-water-dimethylamine complex C- 
Hydroperoxy radical-water-methylamine complex D- Hydroperoxy radical-water-ammonia 
complex 
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H2O. The HO2-H2O-amine complex may not contribute as much to particle formation as 

complexes involving MSA and H2SO4, complexes of HO2 may play a larger role in 

particle formation especially in more rural areas where higher concentrations of amines 

are present.  
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Chapter 4: Molecular insights into organic particulate formation

Molecular Insights Into Organic Particulate Formation 

4.1 Disclaimer 

 The following chapter is presented in its entirety (with minor changes) from the 

published version of the paper in Communications Chemistry. Kumar, M.; Burrell, 

E.;Hansen , J.C.; and Francisco, J.S.; Molecular insights into organic particulate 

formation. CommsChem 2019. Dr. Manoj Kumar performed the computational 

calculations and wrote the introduction and computational sections. I performed the 

experimental measurements, wrote the experimental methods, results and contributed 

to the atmospheric implication sections. Dr. Joseph S. Francisco and Dr. Jaron C. Hansen 

reviewed and edited the work  

4.2 Abstract  

Carboxylic acids have been detected in particles collected in various regions of the 

world.  Experiments and Born-Oppenheimer molecular dynamics simulations have 

been completed to better understand the mechanism of particle formation from gas 

phase mixtures of formic acid (HCOOH), (CH3)3N, and water vapor.  A flow reaction 

cell coupled to two scanning mobility particle sizers was used to measure particle size, 

absolute number of particles and kinetics of particle formation. Experimental results 

show that the addition of (CH3)3N to a mixture of HCOOH and water vapor results in a 
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dramatic increase in particle formation.  Simulation results indicate that ion-pair 

formation on the water surface involves direct proton transfer between HCOOH and 

(CH3)3N.  The HCOO—⋅⋅(CH3)3NH+ ion-pair remains at the air-water interface due to 

hydrogen bonding and the interfacial hydration shell.  This experiment-theory study 

aids in the understanding of the role of organics in haze and cloud droplet formation 

and nanoparticle growth.  

4.3 Introduction  

Atmospheric aerosols affect air quality, human health, urban visibility, and the 

Earth radiation balance.209-211 By acting as cloud condensation nuclei (CCN) and ice nuclei, 

aerosols impact frequency of occurrence, and lifetime of clouds on local, regional, and 

global scales.10, 212-214 Despite their broad impact, the exact formation pathways for the 

atmospheric particles remain largely unknown.176 Sulfuric acid (H2SO4) is recognized as 

perhaps the most important nucleating species in the atmosphere.99, 215, 216 However, 

binary homogenous nucleation of H2SO4 and water (H2O) is insufficient to explain the 

nucleation events under actual atmospheric conditions,217 suggesting that other species 

may also participate in nucleation events.187, 218, 219  

Amines and carboxylic acids are an important class of compounds that have 

recently been found to contribute to the particle formation under certain conditions.176, 220 

It is noted that molecules with high vapor pressures, which includes certain carboxylic 
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acids, would be unlikely to contribute to new particle formation however, recent field 

studies from a variety of locations around the world have found evidence of carboxylic 

acids contributing to new particle formation. For example, alkylaminium ions and 

carboxylate ions are seen in the mass spectra obtained for nanoparticles collected during 

new particle formation events in Hyytiala, Finland.221 Measurements in Tecamac, Mexico 

also predict an important role of organic species in the particle growth.13 Zhang et al. 

observed marked increase in the particle concentration when benzoic, p-toluic, m-toluic, 

or cis-pinonic acid vapor was added to the H2SO4-H2O vapor system.222, 223 Additional 

measurements in Shanghai, China  observed increased rates of particle formation 

containing markers for the sulfuric acid dimer, H2SO4-dimethylamine (DMA) clusters 

and H2SO4-DMA-H2O nucleation.224  Recently, Arquero et al.46 experimentally examined 

the role of oxalic acid in particle formation from vapor phase methanesulfonic acid, 

methylamine, and H2O. The addition of water to the mixture of oxalic acid and 

methylamine was found to enhance particle formation by an order of magnitude. 

Although amines have concentrations 1-3 orders of magnitude lower than that of NH3 in 

the atmosphere,28 laboratory experiments demonstrate that amines are more effective 

than NH3 in enhancing particle formation.11,41, 225-227 For example, experiments using the 

CLOUD chamber at CERN have demonstrated that dimethylamine concentrations 

exceeding three parts per trillion by volume are able to increase particle formation rates 

by more than 3 orders of magnitude relative to that seen with NH3.11 The vapor pressure 
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of monocarboxylic acids is higher, by a factor of 102 to 104 than that of the corresponding 

dicarboxylic acids,228 suggesting that the latter is likely to play a bigger role in the new 

particle formation. Despite that, monocarboxylic acids have been detected in aerosol 

particles collected in various regions of the world.73, 79, 229-233 Supplementary Table 1 

summarizes the concentration of HCOOH and CH3COOH measured in air samples 

collected in a variety of environments. In the urban environment of New Mexico City, 

HCOOH and CH3COOH were predominantly detected in the particulate phase.234 On 

average, 53% of HCOOH and 67% of CH3COOH were present in particulate matter. The 

presence of particulate organic salts was also raised as a possible explanation for the 

relatively high aerosol hygroscopicity and CCN concentrations observed in the Amazon 

basin.235  

Despite being ubiquitous in diverse environments, the mechanism of organic 

particulate formation is yet to be fully established. Specifically, identifying key organic 

species and the underlying chemical mechanisms responsible for the nucleation and 

growth of atmospheric particles remains a significant challenge. Our current 

understanding about the role of organics in initial atmospheric nucleation events is based 

on quantum chemical calculations,8,100, 175, 236-239 which are typically limited to few atom 

clusters. This hampers the generalization of gas-phase results to the water surfaces, such 

as fog, snow, clouds and water microdroplets, which are present in the troposphere and 

are believed to impact the chemistries occurring there.114, 240-245  



We have performed experiments and BOMD simulations to explore the particle 

formation from HCOOH, TMA ((CH3)3N) and water. The BOMD simulations and 

performed experiments provide a further understanding as to the mechanism behind 

high vapor pressure molecules contributing to new particle formation. The results of this 

experiment-theory study also help in understanding the role of organics in both haze and 

cloud droplet formation, and to nanoparticle growth in urban, rural and remote regions. 

4.4 Results 

4.4.1 Experimental results of particle formation enhanced by trimethylamine. 

    Experiments were conducted by flowing gas mixtures of formic acid, water 

vapor, and TMA in a flow reaction cell.  The instrumental set-up is shown in 

Supplementary Fig. 1. Three sets of conditions were analyzed for each precursor, which 

resulted in 27 conditions (Supplementary Table 2), each analyzed at 6 different reaction 

times (8, 16, 24, 32, 40 and 48 seconds).  The analysis of the 8 minimal and maximal 

concentrations are discussed in the following figures. However, it should be noted that 

the additional 19 conditions agree with the minimal and maximal results. The size 

distribution and total number of particles at each reaction time under each reaction 

condition was measured. Figure 4.1a compares particle formation and particle size 

distributions as a result of flowing a mixture of formic acid (140 ppm) and water vapor 

(630 ppm) in the absence and presence of 200 ppb TMA.  The total number of particles 

and particle size distribution is plotted for both 8- and 48-seconds reaction times. Figure 

98 
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4.1b offers a closer look at particle concentrations vs particle diameters ranging from 300-

500 nm. Figure 4.1c shows particle concentrations vs diameter from 0-100 nm.  No 

particles are observed while flowing only N2, 630 ppm H2O, 140 ppm formic acid or 200 

ppb TMA.  Particles did form as a result of flowing a mixture of formic acid (140 ppm) 

and water vapor (630 ppm); however, with the addition 200 ppb of TMA to the mixture, 

there is a dramatic increase in the formation of smaller particles at both reactions.  The 

mixture of formic acid (140 ppm) and water vapor (630 ppm) without any TMA, 

generated a maximum of 3.3±0.3 x 106 particles cm-3 at a diameter of 1.29 nm and a total 

number of particles of 7.2±0.3 x 106 particles ranging in diameter from 1.09-498 nm.  99.4 

% of the particles were < 40 nm in diameter and 0.6% of particles were > 40 nm.  Inclusion 

of 200 ppb TMA to this formic acid/water vapor mixture resulted in an increase in the 

total number of particles to 7.1±0.05 x 107 particles between 1.09-498 nm in diameter with 

a maximum of 3.4±0.3 x 106 particles cm-3 generated at a diameter of 1.09 nm at 8 s of 

reaction time .The percentage of particles formed at 8 s with a diameter of <40 nm 

decreased to 98.7 % while the percentage of particles with a diameter of >40 nm rose to 

1.3%.  With an increase of reaction time to 48 s, the total number of particles rose to 

4.1±0.11 x 108 particles with a maximum concentration of 7.3±0.9 x 106 particles cm-3 

generated at a diameter of 1.54 nm. The percentage of particles formed <40 nm in 

diameter dropped to 98.6 % while the percentage of particles > 40 nm rose to 1.4%.  By 

comparison, the formic acid/water vapor mixture containing 200 ppb TMA shows an 
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increased formation of both smaller diameter particles, < 40 nm, and larger diameter 

particles (> 300 nm), compared to the formic acid/water vapor mixture without TMA. The 

difference in the number of total particles and formation of particles (>300 nm) increases 

with longer reaction times for mixtures that include TMA.  

Table 4.1. Conditions probed for each trial and the measured rate of particle formation. 

Initial 
Concentration 

A B C D E F G H 

Formic Acid, 
ppm 

140 140 140 140 540 540 540 540 

Water Vapor*, 
ppm 

630 1550 630 1550 630 1550 630 1550 

TMA, ppb 200 200 400 400 200 200 400 400 
*comparison graphs for change in water vaper are given in Supplementary Fig. 2



101 

Figure 4.1 Particle formation initiated by the addition of 140 ppm formic acid, 630 ppm water 
vapor, 200 ppm trimethylamine (TMA) at different reaction times (no TMA, 8 and 48 
seconds). a- Overall comparison of particle concentration vs particle diameter (0.8-500 nm). b- 
Comparison of larger diameter particle concentration vs particle diameter (300-500 nm) at 
different times (blue- 48 seconds, red- 8 seconds, green-no TMA) . c- Comparison of smaller 
diameter particle concentration vs particle diameter (0.8-100 nm). Numerical values are given 
in Supplementary Table 3. 
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Table 4.1 lists the conditions probed for each trial and the measured rate of particle 

formation. Figure 4.2 compares particle formation as a function of initial formic acid, 

water vapor and TMA concentrations. Additional comparisons of Table 4.1 conditions 

are found in the supplemental data. See Supplementary Figure 2 and Supplementary 

Note 1. Figure 4.2a shows that the particle formation occurs even at the lowest 

concentration of formic acid (140 ppm), water vapor (630 ppm) and TMA (200 ppb) in the 

Figure 4.2 Inclusion of TMA into the formic acid water vapor system is shown to increase 
particle formation. Comparison of particle size distribution measured by an SMPS with 
different concentrations of formic acid, H2O and TMA. A-concentrations A(red) vs C(black); 
b-concentrations B(red) vs D(black); c-concentrations E(red) vs G(black); d-concentrations
F(red) vs H(black).



103 

reaction cell shown in red compared to increased TMA concentration (400 ppb) shown in 

black. The rate of particle formation under these conditions is measured to be 1.0±.02x106 

particles cm-3 s-1. The rate of particle formation under higher concentrations could not be 

determined due to the aggregation of smaller sized particles leading to an increased 

concentration of larger particles, which skewed the calculations needed to determine the 

rate of particle formation. Figure 4.2a compares trials A and C (shown in black) with 

lower formic acid concentrations and an increase concentration of TMA from 200 ppm to 

400 ppm, which shows a definite increase in the smaller particles at the shorter reaction 

times. Increasing the TMA concentration by a factor of 2 results in a 6.6% increase in the 

number of particles formed with diameters < 20 nm at 8 seconds. A shift in the size 

distribution of smaller particles (<20 nm) and increase in the number of particles > 40 nm 

is also observed.  In figure 4.2b, trials B (red) and D (black) are shown. The formic acid 

(140 ppm) and higher water vapor (1550 ppm) concentrations were kept constant but the 

concentration of TMA was double in trial D compared to B. The total number of particles 

grown in trial D at 8 seconds was 36% larger compared to that in B.  In addition, 

evaluation of the particle size distribution shows 3.9% of the total particles in B are > 20 

nm in diameter but upon doubling of the concentration of TMA the total number of 

particles >20 nm in trial D increased to 4.2%. figure 4.2c, which shows trials E (red) and 

G (black), the formic acid (540 ppm) and water concentrations (630 ppm) were kept 

constant but the TMA concentration was double in trial G compared to E. The total 
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number of particles in trial G at 8 seconds was 17% smaller compared to that in E.  In 

addition, evaluation of the particle size distribution shows that 3.1% of the total particles 

in E are > 20 nm in diameter but upon increasing the concentration of TMA, the total 

number of particles >20 nm in trial G increased to 3.3%. In figure 4.2c, which shows trials 

F (red) and H (black), the formic acid (540 ppm) and water concentrations (630 ppm) were 

kept constant but the TMA concentration was double in trial H compared to F. The total 

number of particles grown in trial F at 8 seconds was 4.8% larger compared to that in H. 

In addition, evaluation of the particle size distribution shows that 4.1% of the total 

particles in F are > 20 nm in diameter but upon increasing the concentration of TMA, the 

total number of particles >20 nm in trial H increased to 4.5%. Comparison of figure 4.2a-

d (Supplementary Table 4) indicate an increase in the concentration of TMA increases the 

rate of particle formation and perturbs the particle size distribution a table of the values 

is found in supplemental materials. However, due to the high concentrations of formic 

acid and TMA in these trials, nucleation was not the only mechanism contributing to 

particle formation as is discussed later. 
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The effect of TMA on the kinetics of particle formation was next measured by 

changing the TMA concentrations and comparing the changed rates of particle formation. 

To overcome a secondary mechanism via aggregation and to determine the rate of 

particle formation via nucleation, the formic acid and TMA concentrations were 

decreased minimizing aggregation in the flow cell. A gas mixture of 60 ppm formic acid 

and 630 ppm water vapor with varying concentrations of TMA was introduced into the 

reaction cell. The concentration of TMA was varied in the reaction mixture between 12-

20 ppb and the total number of particles >2.5 nm in diameter was measured at reaction 

Figure 4.3 Addition of TMA to formic acid and water vapor system increased the rate of 
particle formation.  Comparative rates of particle formation at 60 ppm formic acid, 630 ppm 
H2O and different TMA concentrations. 
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times ranging between 8-48 seconds.  These experiments allowed for measurement of the 

reaction rate coefficient, k>2.5 nm, for new particle formation. The rate of particle formation 

was determined by finding the linear slope between the reaction times (8-48 seconds) and 

the total number of particles.  Figure 4.3 shows a comparison of k>2.5 nm for three different 

formic acid, water vapor, TMA mixtures. A linear relationship between total number of 

particles formed >2.5nm in diameter and increasing concentration of TMA is observed. 

The rate of particle formation is observed to increase with the TMA concentration.  The 

only anomaly observed in these series of experiments occurred when 200-400 ppb of 

TMA was introduced into the reaction cell.  Under these conditions, the total number of 

particles formed, and shift in the particle size distribution did not follow the linear trend 

(Figure 4.4), but instead, a decrease in rate of particle formation was measured.  This rate 

decrease can be associated to the inability to measure particles with a diameter > 500 nm 

using the SMPS’s used in this project. Figure 4.4a compares formation of particles >300 

nm in diameter as a function of the reaction time under conditions of flowing 140 ppm 

formic acid, 630 ppm water vapor and 200 ppb TMA.  At 8 seconds, the shortest reaction 

time probed, particle concentration peaks at 1.9±0.4x104 particles cm-3 at 332 nm in 

diameter.  As the reaction time increases to 24 seconds, the maximum concentration 

increases to 4.7±0.1x104 particles cm-3 at a particle diameter of 332 nm. A long, shallow 

tail is observed in the observed particle diameters for both reac/tion times, 8 and 24 

seconds.  As the reaction time increases to 32 seconds the previously observed maximum 
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in particle concentration observed in reaction times 8 and 24 seconds at 332 nm 

disappears, and a strong, broad distribution of particles >375 nm forms. At 48 seconds 

reaction time, a large peak in concentration is measured at 375nm and a second broad tail 

is observed rising from 440 nm in diameter. Fine particles are classified into three distinct 

ranges: the ultrafine particle range (<10 nm), the transient nuclei range (10-100 nm) and 

the accumulation range (100 nm-1.2 μm)246.  Figure 4.4b separates particle diameters for 

each reaction time into these three modes versus particle concentration. At the earliest 

reaction time, there is a high particle concentration for the ultrafine particle range and a 

constant particle concentration for the accumulation range with an increase in reaction 

time. However, at the next shortest reaction time, there is an unexpected decrease in 

particle concentration in the ultrafine particle range followed by a slow increase in the 

ultrafine particle concentration with an increase in reaction time. In contrast, there is still 

an increase in the total number of particles in the accumulation range. The sudden 

decrease and subsequent increase in smaller diameter particles (<10 nm) along with the 

continuous increase in larger diameter particles indicates a two-fold nature of particle 

growth occurring in the reaction cell via nucleation and aggregation. To better 

comprehend the influence of TMA and H2O on the two-fold mechanism of particle 

growth, Figure 4.5 compares the change in particle diameter distribution versus either a 

change in TMA or H2O concentration. Figure 4.5a analyzes particle concentration versus 

particle diameter distribution with 140 ppm formic acid, 630 ppm water vapor, 200 ppb 



TMA. Figure 4.5b shows a change in particle distribution with an increase in TMA. While 

Figure 4.5c shows the change in particle distribution with an increase in H2O. The 

concentrations of H2O and TMA were respectively increased from 630 ppm to 1550 ppm, 

and 200 ppb to 400 ppb. Figure 4.5b indicates that with increased TMA concentrations 

particles with a diameter between 2.5-10 nm decreased and increased the number of 

particles with diameters between 100-500 nm six-fold at 8 seconds. Compared with 

Figure 4.5c, there is a decrease in the number of particles with in diameter range 

diameters between 2.5-10 nm and a three-fold increase in particles with diameters 

between 100-500 nm at 8 seconds. Increased reaction times show the expected decrease 

in the overall particle concentration followed by an increase in the larger sized particles. 

The overall decrease is attributed to the inability to measure particles large than 500 nm 

Figure 4.4 Inclusion of TMA into the formic acid and water vapor system 
increased the formation of larger diameter particles. Comparison of particle 
formation with 140 ppm formic acid, 630 ppm water vapor, 200 ppb TMA at 
different reaction times. A particle concentration vs particle diameter (300-493 
nm) b bar graph comparing concentration to particle diameter sized (2.5-10 
nm, 10-100 nm and 100-493 nm) numerical values are given in Supplementary 
Table 5-6. 
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in diameter. The aggregation of smaller sized particles leading to the formation particles 

with diameters 100-500 nm may be enhanced by the dipole moment caused by the TMA 

complexing with formic acid which in turn forms a hydrophobic/hydrophilic interaction 

as stated in the computational section. A similar enhancement may occur with increased 

H2O concentration, however to a lesser extent due to the smaller dipole moment. 

Ultrafine particles are formed as formic acid/water/TMA clusters grow with increasing 

reaction time in the cell.  As the concentration of these particles increases the probability 

that these particles will collide with one another and aggregate to form a larger diameter 

particle increases.  Aggregation of particles in the ultrafine and accumulation size range 

results in a decrease in the total number of these particles but increase in the formation 

of particles >100 nm in diameter.  We see both particle growth as water adheres to the 

nucleating site but also observe aggregation as small particles collide into one another to 

produce larger diameter particles. 
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Figure 4.5 Increased water vapor or TMA concentrations increased the formation of larger 
diameter particles.  Bar graph comparing concentration to particle diameter sized (2.5-10 
nm, 10-100 nm and 100-493 nm) a particle formation with 140 ppm formic acid, 630 ppm 
water vapor, 200 ppb TMA; b particle formation with 140 ppm formic acid, 630 ppm water 
vapor, 400 ppb TMA; c particle formation with 140 ppm formic acid, 1550 ppm water 
vapor, 200 ppb TMA). Numerical values are given in Supplementary Table 5. 
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4.4.2 Simulation Evidence of the Formic acid-TMA Interaction at Air-Water 

Interface.  

The BOMD simulations provide useful information into the time scale, molecular 

mechanism of the ion-pair formation as well as the dynamic behavior of the ion-pair 

formed on the aqueous surface. In a recent experimental study,48 Eugene et al. observed 

interfacial proton transfer from simpler carboxylic acids. The BOMD simulations were 

performed on a water droplet of 191 H2O molecules probing the nature of interaction 

between HCOOH and (CH3)3N. The details of simulation procedure are provided in 

Method section. We initiated BOMD simulations from hydrogen-bonded and non-

hydrogen-bonded complexes of HCOOH with (CH3)3N. Surprisingly, only the hydrogen-

bonded configurations resulted in the ion-pair formation on the water surface, implying 

that the formation of hydrogen-bonded HCOOH⋅⋅(CH3)3N complex in the gas-phase 

constitutes a crucial step in the particle formation on the water surface. The initial 

configuration of the HCOOH⋅⋅(CH3)3N complex adsorbed on the water droplet surface 

are given in Supplementary Figure 3. Though the role of gas-to-particle partitioning in 

the particle formation has been speculated before,8 our simulations provide a mechanistic 

rationale why the gas-to-particle conversion is actually required for the particle 

formation.  
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The HCOOH⋅⋅(CH3)3N interaction follows a typical trajectory of acid-base 

chemistry and involves a proton transfer between HCOOH and (CH3)3N without the 

direct involvement of surface water molecules. This results in the formation of HCOO—

⋅⋅(CH3)3NH + ion-pair on a picosecond (ps) time scale (Figure 4.6). As just described, 

Eugene et al. have recently also observed interfacial proton transfer from simpler 

carboxylic acids that can play an important role in aerosol formation.48 The role of water 

Figure 4.6 The simulation results detailing the interfacial proton transfer between formic acid 
and TMA ((CH3)3N). (a) Snapshot structures taken from the BOMD simulations of the reaction 
of formic acid with (CH3)3N, which illustrates the formation of HCOO—⋅⋅(CH3)3NH+ ion-pair on 
the water droplet. (b) Time evolution of key bond distances, O1-H1 and H1-N1 involved in the 
HCOO—⋅⋅(CH3)3NH+ ion-pair forming reaction. (c) Combined radial/radial distribution function 
involving H1-O1 and H1-N1 bond distances in the HCOO—⋅⋅(CH3)3NH+ ion-pair. (d) Combined 
distribution function involving an angular distribution function between H1-O1 and H1-N1 
vectors and a radical distribution function between O1 and H1 bond distance in the HCOO—

⋅⋅(CH3)3NH+ ion-pair. 
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droplet here is to stabilize the ion-pair particle by forming a hydration shell around it. 

These findings are consistent with field measurements, predicting that aminium salts 

could be formed in aged organic carbon particles in Riverside, California,247 and in the 

Central Valley region of California248. A laboratory study of the reactive uptake of NH3 

onto slightly soluble organic acid particle also found that this process can significantly 

enhance the CCN activity and hygroscopic growth of these particles.249 For the reaction 

between HCOOH and (CH3)3N, the transition state like complex is formed at 5.18 ps 

(Figure 4.6a and Supplementary Movie 1). In this complex, the hydroxyl proton of 

HCOOH is partially dissociated and transferred towards (CH3)3N, i.e., the O1-H1 bond 

is 1.33 Å long whereas the H1-N1 bond is 1.29 Å long. This complex is converted into the 

HCOO—⋅⋅(CH3)3NH + ion pair at 5.23 ps. The O1-H1 bond is now lengthened to 1.70 Å, 

indicative of a hydrogen bonding interaction whereas the H1-N1 bond has become a true 

covalent bond (H1-N = 1.06 Å).  

4.4.3 Dynamic Behavior of HCOO—⋅⋅(CH3)3NH+ Ion-Pair at the Air-Water 

Interface.  

To gain deeper insights into the dynamic behavior of the HCOO—⋅⋅(CH3)3NH+ ion-

pair, we next analyzed its locus on the water droplet. Supplementary Fig. 4 shows the 

distance between the center of mass of the ion-pair and that of the water droplet as a 

function of the simulation time. The HCOO—⋅⋅(CH3)3NH+ ion-pair is situated at 10-13 Å 

distance from the center of the water droplet, implying that it preferentially resides at the 
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air-water interface. There are two main interactions responsible for the interfacial locus 

of the HCOO—⋅⋅(CH3)3NH+ ion-pair: (i) intraparticle hydrogen bonding (O1⋅⋅H1-N1), and 

(ii) interfacial hydration shell. The intraparticle hydrogen bond in HCOO—⋅⋅(CH3)3NH+

ion-pair is quite strong as is evidenced from the combined distribution functions shown 

in Figure 4.6c-d, respectively. The calculated average number of hydrogen bonds formed 

by the HCOO—⋅⋅(CH3)3NH+ ion-pair with interfacial water molecules provides useful 

insight into its interfacial hydration shell. Our model specified a hydrogen bond between 

a formate oxygen and H2O, if the O1/O2⋅⋅H-O or O⋅⋅H1-N1 distance was <2.5 Å and the 

∠O1/O2⋅⋅H-O or ∠O⋅⋅H1-N1 hydrogen bond angle was >150°. The COO— group forms 

1.9 hydrogen bonds whereas the aminium proton does not form any hydrogen bond with 

H2O molecules. The hydrophobicity of trimethyl group in the HCOO—⋅⋅(CH3)3NH+ ion-

pair prevents any interaction between the aminium proton and interfacial water 

molecules. To deeply understand the solvation structure of HCOO—⋅⋅(CH3)3NH+ ion-pair 

at the air-water interface, we next identified key [m,n] configurations and calculated their 

probabilities (Figure 4.7). Here m and n are the number of interfacial H2O molecules 

bound to the HCOO— and (CH3)3NH+ respectively. The configurations, in which only the 

HCOO— group of HCOO—⋅⋅(CH3)3NH+ ion-pair binds to one, two and three interfacial 

H2O molecules, are the most probable ones and account for 31%, 38% and 26% of the total 

configurations, respectively (Figure 4.7). Since there remains significant uncertainty 

about the exact composition of the particle in air,8,37-42 our results may play a crucial role 
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in revealing a fundamental yet vital piece of information on the particle formation on the 

water surfaces. 

4.5 Atmospheric Implications 

Direct condensation of organic vapors of low volatility, such as organic acids, was 

initially thought to be a potential additional mechanism for the growth of atmospheric 

nanoparticles.250 However, the high saturation pressure of organic acids over 

a  b 

Figure 4.7 Simulation results on the hydration behavior of the HCOO—⋅⋅(CH3)3NH+ ion-
pair on the water surface. a schematic showing the [m,n] interfacial waters forming 
hydrogen bonds with oxygens and aminium protons and of HCOO—⋅⋅(CH3)3NH+ where 
m and n are the number of interfacial water molecules bound to HCOO— and 
(CH3)3NH+, respectively. b histograms of probabilities of different [m,n] configurations 
for HCOO—⋅⋅(CH3)3NH+. 
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nanoparticles251 rules out the possibility of direct condensation mechanism. On contrary, 

thermal desorption chemical ionization mass spectrometry (TDCIMS) measurements of 

the composition of ambient 10-33 nm diameter particles formed from nucleation in 

Tecamac, Mexico show the presence of carboxylic and hydroxycarboxylic organic acids,13 

suggesting that organics play a dominant role in the nanoparticle growth.  

Our experimental and theoretical results may help in resolving the discrepancy in 

the role of organic acids in nanoparticle growth. The current BOMD simulations suggest 

a new gas-to-particle partitioning mechanism for the formation of organic particles that 

involves two steps: (i) formation of hydrogen-bonded complexes of organic acids with 

amines in the gas-phase, and their adsorption on the aqueous surface, and (ii) subsequent 

proton transfer between hydrogen-bonded entities. The mechanistic beauty of this new 

mechanism lies in the fact that it does not require direct condensation of organic acids, 

but rather involves hydrogen bonding between organic acids and amines. The organic-

amine salts formed in this mechanism will have reduced volatility, as has been pointed 

out in a recent thermodynamic modeling study252. This new mechanism is supported by 

combined laboratory investigation and field measurements using TDCIMS and ultrafine 

hygroscopicity tandem differential mobility analyzer (TDMA) confirming that 

carboxylate-alkylaminium salts contribute to the growth of particles as small as 8-10 nm 

in atmosphere.17 Additional support for this mechanism comes from the study of Dinar 
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et al. showing that the reactive uptake of NH3 on slightly soluble organic acid particles 

increases their CCN activity and hygroscopic growth.53 

Our BOMD simulations suggest that the carboxylate-aminium ion-pair remained 

stable on the water surface over the simulated time scale of 20 ps. This is again consistent 

with a recent measurement of the volatility of alkylaminium carboxylate salts that shows 

high thermal stability from the organic acid-amine reactions: the measured vapor 

pressure of alkylaminium dicarboxylate salts is 10-6 Pa, and the vaporization enthalpy 

ranges from 73 to 134 kJ mol-1.253  

4.6 Discussion 

Our experiments show the nanoparticle formation under conditions that are 

typically outside what is expected if you use classical nucleation theory to describe 

particle formation. That is to say, we see nanoparticle growth under conditions of < 100% 

RH. Under the classical nucleation model, it is suggested that 100% RH is necessary for 

particle formation and growth to occur. We speculate that by adding trace amounts of 

amines and/or formic acid, we may “seed” a cloud to increase the rate of particle 

formation. Our experimental results are consistent with what is observed around the 

world in terms of measuring carboxylic acids in particles as shown in the Sao Paulo, Brazil 

and Tecama, Mexico studies. The conclusions from our work could be used to better 

understand the role of other monocarboxylic acids such as CH3COOH, and dicarboxylic 
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acids such as oxalic acid and malonic acid in the particle formation under diverse 

environmental conditions, including semiurban sites in the northeastern United States,254  

urban environments,75, 255, 256 and remote locations257. 

Though considered unlikely due to their high vapor pressures atmospheric 

gaseous- and particle-phase carboxylic acids have been measured in the urban 

environment of Sao Paulo, Brazil.20 Carboxylic acids accounted for a fraction of 7% of the 

total organic carbon in the particle phase, with formate and oxalate being two of the most 

abundant carboxylates. Though the major source of these carboxylate is suggested to be 

traffic emissions, the comprehensive insights into their emission source are still lacking. 

Our results suggest that the acid-base chemistries between organic acids and organic 

nitrogens could be an overlooked source of organic particulate in urban air. The organic 

nitrogens could be transported from the rural agricultural sites to the urban regions 

where they react with organic acids and result in the particulate formation. These new 

findings may help in improving the accuracy of existing atmospheric models.  

4.7 Methods 

4.7.1 Experimental Details 

A flow cell set-up was used to experimentally verify the formation of particles 

initiated by formic acid, water vapor and TMA. Supplementary Fig. 1 shows the 

experimental setup, a 180 cm long Pyrex flow cell (5.1 cm i.d.) was connected to two 
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aluminum boxes (26.5 cm x 26.5 cm x 26.5 cm) that allowed for UV light to pass through 

the flow cell for detection of formic acid and TMA. Formic acid, water vapor, and N2 were 

separately introduced at the top of the cell. TMA was introduced at varying points in the 

flow cell by a Teflon coated shower ring. Particle size distribution with particle diameter 

sizes ranging from 1.09 nm to 493.95 nm were analyzed using two Grimm Aerosol 

Technik scanning mobility particle sizer (SMPS, model: 5.710) each consisting of a 

differential mobility analyzer (DMA) Electrostatic Classifier (Vienna/Reishl type, model 

55-u; 55-100) and a faraday cup electrometer (FCE, model 5.705).

Prior to each experiment, the flow cell was cleaned out with ozone, N2 (2 SLM) and 

O2 (100 sccm) for 1 hour between experiments and overnight. This allowed for the 

complete removal of any formic acid or TMA that had been introduced in previous 

experiments. The flow cell was kept at a constant temperature (22±1 °C) and pressure 

(650±5 Torr). In all experiments, formic acid and water vapor were introduced separately 

into the flow cell by bubbling N2 (100-300 sccm) through 88% proof formic acid and 

purified water. Additional N2 was introduced into the flow cell for a total flow rate of 

3.125 SLM.  As previously mentioned, TMA (25-125 sccm) was introduced at varying 

points in the flow cell by a Teflon coated shower ring. The shower ring (i.d. 4.5 cm) with 

pin holes was attached to a stainless-steel rod which allowed for movement up and down 

the flow cell. This method of introducing TMA allows for reaction times varying from 8 

s to 48 s. A range of concentrations for formic acid and TMA were varied by varying the 
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flow of gases and subsequently using UV absorption spectroscopy to determine formic 

acid and TMA concentrations. Using Beer’s Law and previously published cross sections 

from 220.16 to 250.9 nm the concentrations of TMA were determined to be 200 and 400 

ppb. Using previously published formic acid cross sections from 210.88 to 230.86 nm the 

formic acid concentrations were determined to be 140 and 540 ppm. A water vapor 

calibration curve was determined by introducing known concentrations of water vapor 

via a syringe pump (KD Scientific KDS-100 Syringe Pump) at known flow rates. Water 

was introduced into a stainless-steel tee packed with glass wool heated to 150 °C. N2 (3.1 

SLM) passed through the glass wool into the flow cell and the absorption from the water 

concentration was determined by dithering an IR diode over 1380.47 nm to 1384.6 nm 

and the area under the desired peak was integrated for the known concentration of water 

vapor. Water vapor concentrations used were 630 and 1550 ppm.  

4.7.2 Computational Details 

Born-Oppenheimer molecular dynamics (BOMD) simulations were performed 

based on a density functional theory (DFT) method implemented in the CP2K258 code. In 

the BOMD simulation, the droplet system contained 191 water molecules, one HCOOH 

molecule and one N(CH3)3 molecule. We have explored a total number of 10 different 

trajectories, in which five of them started from non-hydrogen-bonded configurations of 

HCOOH and N(CH3)3 whereas the other five started from hydrogen-bonded 

configurations. The dimension of the simulation box is x = 35 Å, y = 35 Å, z = 35 Å, which 
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is large enough to neglect interactions between adjacent periodic images of the water 

droplet. Prior to the BOMD simulation, the system was fully relaxed using a DFT method, 

in which the exchange and correlation interaction is treated with the Becke-Lee-Yang-

Parr (BLYP) functional156, 259. The Grimme’s dispersion correction method is applied to 

account for the weak dispersion interaction260, 261. A double-ζ Gaussian basis set combined 

with an auxiliary basis set and the Goedecker-Teter-Hutter (GTH) norm-conserved 

pseudopotentials were adopted to treat the valence electrons and the core electrons, 

respectively262, 263. An energy cutoff of 280 Rydberg was set for the plane-wave basis set 

and 40 Rydberg for the Gaussian basis set. The BOMD simulations were carried out in 

the constant volume and temperature (NVT) ensemble, with the Nose-Hoover chain 

method for controlling the temperature (300 K) of the system. The integration step was 

set as 1 fs, which had been proven to achieve sufficient energy conservation for the water 

system. 
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 Chapter 5: Secon dary Particle Formation initiated by Mixtures of  Acetic Acid, Water Vap or and Trimeth ylamine

Secondary Particle Formation Initiated by Mixtures of Acetic Acid, Water Vapor and 

Trimethylamine 

5.1 Disclaimer 

 The following chapter is presented in its entirety (with minor changes) from the pre-

submitted version of the paper. Burrell, E.;and Hansen , J.C; Secondary Particle 

Formation initiated by Mixtures of Acetic Acid, Water Vapor and Trimethylamine. Dr. 

Emily Burrell performed the experimental measurements, the computational 

calculations and analysis, and wrote the manuscript. Dr. Jaron C. Hansen reviewed and 

edited the work   

5.2 Abstract 

Carboxylic acids have been detected in particulate matter around the world and 

as such it has become increasingly important to better understand the role of carboxylic 

acids in secondary particle formation. A slow flow reaction cell coupled with two 

scanning mobility particle sizers were used to measure the particle size distribution, 

absolute number of particles and kinetics of particle formation. The experimental results 

suggest that even though particles are formed as a result of flowing a mixture of acetic 
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acid (22 ppm) and water vapor (630 ppm), the addition 35 ppb of (CH3)3N to the mixture 

results in a dramatic increase in the formation of ultrafine particles.  

5.3 Introduction 

Ultrafine particles (UFPs) affect everyday life including air quality, human 

health, visibility and the earth’s radiation balance3, 4, 8, 165. Additionally, UFPs act as cloud 

condensation nuclei impacting the frequency of occurrence and lifetime of clouds 212, 264,

265. Despite UFPs impact the exact pathways leading to their formation remains mostly

unknown176. For example, one of the most recognized pathways for particle formation is 

the nucleation of sulfuric acid (H2SO4) complexed with water (H2O)40, 99, 266-270. However 

this pathway is insufficient to explain measured particle concentrations under 

atmospheric conditions196 which suggests alternative species may be participating in 

particle formation.187, 198, 219 

Some of these potential species include amines and carboxylic acids.76, 176, 234, 256, 257,

271-276 Low amine concentrations (ppt) have shown to significantly increase the rate of

ultrafine particle formation.   One step in the mechanism in forming new particles from 

mixtures of carboxylic acids, water vapor and amines is the formation of alkylaminium 

ions.221 Carboxylate ions along with alkylaminium ions were measured in particles 

collected in Hyytiala, Finland.221  Formic acid (HCOOH, FA) and acetic acid 

(CH3COOH, AA) have been measured in particulate matter collected in Mexico City, 
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Mexico.  On average, 53% of HCOOH and 67% of CH3COOH were found present in 

particulate matter234.  Additional measurements in Tecamac, Mexico have predicted an 

important role for these organic species in particle growth.198, 235  Recently, Kumar  et al. 

experimentally and computationally examined the role of formic acid in particle 

formation from mixtures of vapor phase formic acid, trimethylamine, and water vapor. 

The addition of trimethylamine to the mixture of formic acid and water was found to 

enhance particle formation by an order of magnitude. Although amines have 

concentrations 1-3 orders of magnitude lower than that of NH3 in the atmosphere28, 

laboratory experiments demonstrate that amines are more effective than NH3 in 

enhancing particle formation.41, 46, 97, 191, 216, 277, 278 In another example, Finlayson-Pitts et 

al.38, 100, 173 demonstrated the efficiency of amines compared with NH3 in a system 

containing methane sulfonic acid (MSA) and H2O. It was shown that amines increased 

the rate of particle formation even under conditions of low relativity humidity.  For 

example, classical nucleation theory11, 23, 97, 279 requires >100% RH for particle formation 

and growth to occur.   Under this constraint, in a typical low relative humidity 

environment commonly found in the atmosphere, MSA and H2O would be unable to 

produce  significant concentration of particles173. However, with the addition of 

methylamine to this environment a significant increase in particle formation was 

demonstrated.  
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As shown in recent studies our current understanding of the role of carboxylic 

acids and amines in atmospheric nucleation events is limited and as such, we have 

performed experiments to explore particle formation from mixtures of CH3COOH, 

trimethylamine ((CH3)3N, TMA) and water vapor. The conclusions from our work can 

be used to better understand the role of other monocarboxylic acids such as CH3COOH, 

and dicarboxylic acids such as oxalic acid and malonic acid in particle formation under 

various environmental conditions, including semi-urban sites76, 254, urban 

environments75, 255, 256, and remote locations233, 275, 280, 281. 

5.4 Experimental Set-Up 

A slow flow reaction cell set-up was used to experimentally verify the formation 

of particles initiated by mixtures of acetic acid, water vapor and TMA. Figure 1 shows the 

experimental setup, a 180 cm long Pyrex flow cell (5.1 cm i.d.) was connected to two 

aluminum boxes (26.5 cm x 26.5 cm x 26.5 cm) that allowed for UV light to pass through 

the flow cell for detection of acetic acid and TMA. Acetic acid, water vapor, and N2 were 

separately introduced at the top of the cell. TMA was introduced at varying points in the 

flow cell by a Teflon coated shower ring. Particle size distribution with particle diameter 

sizes ranging from 1.09 nm to 493.95 nm were analyzed using two Grimm Aerosol 

Technik scanning mobility particle sizer (SMPS, model: 5.710) each consisting of a 

differential mobility analyzer (DMA) Electrostatic Classifier (Vienna/Reishl type, model 

55-u; 55-100) and a faraday cup electrometer (FCE, model 5.705).
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Prior to each experiment, the flow cell was flushed with ozone, N2 (2 SLM) and O2 

(100 sccm) for at least 1 hour between experiments.  This allowed for the complete 

removal of any acetic acid or TMA that had been introduced in previous experiments 

from the cell. The flow cell was kept at a constant temperature (22±1 °C) and pressure 

(650±5 Torr). In all experiments, acetic acid and water vapor were introduced separately 

into the flow cell by bubbling N2 (20-60 sccm) through 99.7% proof acetic acid and 18 MΩ 

purified water. Additional N2 was introduced into the flow cell to produce a total flow 

rate of 3.125 slm.  As previously mentioned, TMA (15-25 sccm) was introduced at varying 

points in the flow cell by a Teflon coated shower ring. The shower ring (i.d. 4.5 cm) with 

Figure 5.1 Instrument Set-Up 
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pin holes was attached to a stainless-steel rod which allowed for movement up and down 

the flow cell. This method of introducing TMA allows for reaction times varying from 8 

s to 48 s. A range of concentrations for acetic acid and TMA were varied by varying the 

flow of gases and subsequently using UV absorption spectroscopy to determine acetic 

acid and TMA concentrations. Using Beer’s Law and previously published cross sections 

from 220.16 to 250.9 nm were fit to measured absorption spectra.  The concentrations of 

TMA were determined to range between 35 and 70 ppb. Using previously published 

acetic acid cross sections from 210 to 230 nm the acetic acid concentrations were 

determined to range between 22 and 73 ppm. A water vapor calibration curve was 

determined by introducing known concentrations of water vapor via a syringe pump (KD 

Scientific KDS-100 Syringe Pump) at known flow rates. Water was introduced into a 

stainless-steel tee packed with glass wool heated to 150 °C. N2 (3.1 slm) passed through 

the glass wool into the flow cell and the absorption from the water concentration was 

determined by dithering an IR diode over 1380.47 nm to 1384.6 nm and the area under 

the desired peak was integrated for the known concentration of water vapor. Water vapor 

concentrations used were 630 and 1550 ppm. 

5.5 Computational Method 

The Gaussian 09, Revision 5.0.8201 suite of programs was used for geometry 

optimizations, vibrational frequency calculations, and high-level configuration 

interaction molecular energy calculations. Initial optimization of the monomer 



128 

structures for each complex began with a M06-2X/6-311++G (d,p) level geometry 

optimization. The M06-2X level is regarded as one of the best density functional 

theories involving thermochemistry, kinetics and non-covalent interaction 

calculations202, 203.  The purpose of this initial step was to quickly generate initial force 

constants in the G09 environment and to decrease the overall computation time. The 

geometry of each monomer structure was then refined at the M06-2X/aug-cc-PVDZ 

level. The energy of the optimized structure was then refined with a CCSD (T)/aug-cc-

PVDZ single-point calculation from the optimized geometries determined using the 

M06-2X/aug-cc-PVDZ level.  

The minimum energy geometry for the global and local minima for each complex 

was generated and identified by a wide-ranging random constrained sampling (RCS) 

methodology204.  The global and local minima for each complex was fully optimized 

using the M06-2X/aug-cc-PVDZ level and further refined with a CCSD (T)/aug-cc-PVDZ 

single-point calculation using the optimized geometries determined using the M06-

2X/aug-cc-PVDZ method and basis set.   

The random constrained sampling (RCS) method was used to generate the HO2-

H2O-amine, MSA-H2O-amine and H2SO4-H2O-amine complex geometries.  Briefly, the 

RCS method generates HO2-H2O complex geometries by randomly packing a H2O 

molecule within a 3.5 Å constrained radius sphere encompassing the entire radical or a 

user-defined portion of the optimized HO2 structure. In this work, the overall optimized 
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complex geometries were determined via two iterations of the RCS method. The first 

iteration generated 1000 HO2-H2O geometries by placing a H2O molecule around a 3.5 Å 

radius sphere centered over the entire radical structure. The second iteration produced 

1000 HO2-H2O-amine complex geometries that involved placing the optimized 

geometry of an amine or NH3 around a 3.5 Å radius sphere centered over the entire 

optimized minimum energy geometry of the HO2-H2O complex. Both iterations 

followed a geometry and energy optimization scheme identical to that used for the 

identification of the radical lowest energy structure. 

The harmonic vibrational frequency calculations were performed from the M06-

2X/aug-cc-PVDZ level and confirmed each structure as a minimum. Additional 

thermodynamic calculations were performed using the optimized geometries identified 

using the M06-2X/aug-cc-PVDZ level. Binding energies were calculated from the CCSD 

(T)/aug-cc-PVDZ level. The anharmonic frequency calculations were performed using 

the M06-2X/aug-cc-PVDZ level. 

Electron density maps with a surface resolution of 0.0003 e/au2 were generated 

using the results from the M06-2X/aug-cc-pVDZ level for the HO2-H2O-amine 

complexes. HO2, H2O and amine monomer electron density maps were subtracted from 

the electron density map computed for each complex to produce an electron density 

difference map showing how the electron density is perturbed as a result of complex 

formation.   
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5.6 Results and Discussion 

5.6.1 Experimental Results 

Experiments were conducted by flowing gas mixtures of acetic acid, water vapor, 

and TMA in a slow flow reaction cell.  The instrumental set-up is shown in Figure 5.1. 

Three sets of conditions were analyzed for each precursor, which resulted in 27 

conditions (Table S1), each analyzed at 6 different reaction times (8 secs, 16 secs, 24 secs, 

32 secs, 40 secs, 48 secs).   The size distribution and total number of particles at each 

reaction time under each reaction condition was measured. Figure 5.2 compares particle 

formation and particle size distributions as a result of flowing a mixture of acetic acid (22 

ppm) and water vapor (630 ppm) in the absence and presence of 35 ppb TMA.  The total 

number of particles and particle size distribution is plotted for both 8 secs and 48 secs 

reaction times.  No particles are observed while flowing only N2, 630 ppm H2O, 22 ppm 

acetic acid or 35 ppb TMA.  Particles did form as a result of flowing a mixture of acetic 

acid (22 ppm) and water vapor (630 ppm); however, with the addition 35 ppb of TMA to 

the mixture there is a dramatic increase in the formation of smaller particles at both 

reactions.  The mixture of acetic acid (22 ppm) and water vapor (630 ppm) without any 

TMA generated a maximum of 1.5±0.3 x 105 particles cm-3 at a diameter of 1.83 nm and a 

total number of particles of 1.87±0.3 x 106 particles ranging in diameter from 1.09-498 nm. 

98.3 % of the particles were < 40 nm in diameter and 1.7 % of particles were > 40.  Inclusion 

of 35 ppb TMA to this acetic acid/water vapor mixture resulted in an increase in the total 
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number of particles to 3.8±0.05 x 107 particles between 1.09-498 nm in diameter with a 

maximum of 5.9±0.3 x 106 particles cm-3 generated at a diameter of 1.09 nm at 8 s of 

reaction time. The percentage of particles formed at 8 s with a diameter of <40 nm 

increased to 99.1 % while the percentage of particles with a diameter of >40 nm decreased 

to 0.8%.  With an increase of reaction time to 48 s, the total number of particles rose to 

7.1±0.11 x 107 particles with a maximum concentration of 6.5±0.9 x 106 particles cm-3 

generated at a diameter of 1.09 nm. The percentage of particles formed <40 nm in 

diameter increased to 99.4 % while the percentage of particles >40 nm decreased to 0.6%.  

By comparison, the acetic acid/water vapor mixture containing 35 ppb TMA shows an 

increased formation of both smaller diameter particles, < 40 nm, and larger diameter 

particles (> 300 nm), compared to the acetic acid/water vapor mixture without TMA.  The 

difference in the number of total particles and formation of particles (>300 nm) increases 

with longer reaction times for mixtures that include TMA.    

Initial 
Concentration A B C D E F G H 

Acetic Acid, 
ppm 

22 22 22 22 73 73 73 73 

Water Vapor, 
ppm 

630 1550 630 1550 630 1550 630 1550 

TMA, ppb 35 35 70 70 35 35 70 70 

Table 5.1. Conditions probed for each trial  



132 

Table 5.1 lists the conditions probed for each trial Figures 5.3-5.5 and Figure S1 

compares particle formation as a function of initial acetic acid, water vapor and TMA 

concentrations. In Figure 5.3a when trial A (22 ppm acetic acid, 630 ppm water vapor, 

35 ppb TMA) is compared to trial C (22 ppm acetic acid, 630 ppm water vapor, 70 ppb 

TMA), a shift in the size distribution of smaller particles (<20 nm), 97.1% to 96.2%, and 

an increase in the number of particles > 40 nm, 0.8% to 1.7%, is observed.  In Figure 5.3b, 

trials B (red) and D (black) are shown. The acetic acid and water vapor concentrations 

were kept constant, but the concentration of TMA was double in trial D (22 ppm acetic 

acid, 1550 ppm water vapor, 70 ppb TMA) compared to B (22 ppm acetic acid, 1550 

ppm water vapor, 35 ppb TMA). Unexpectedly, the total number of particles grown in 

trial D at 8 secs was 5.6% smaller compared to that in B.  In addition , evaluation of the 

particle size distribution showed 3.4% of the total particles in B are > 20 nm in diameter 

but upon doubling of the concentration of TMA the total number of particles >20 nm in 

trial D slightly decreases to 3.0%. Previous research has shown that experiments run in 



a slow flow reactor cell have two mechanisms contributing to particle growth.  These 

two mechanisms can be used to explain the decrease in both larger and smaller 

Figure 5.2: Comparison of particle formation initiated by the addition of 22 ppm 
acetic acid, 630 ppm water vapor, 35 ppb TMA at different reaction times. 
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diameter particles in higher concentration experiments. Comparison of the data in 

Figure 5.3a and 5.3b indicates that the concentration of water vapor in the system effects 

particle formation however, an increase in the concentration of TMA increases the rate 

of particle formation and perturbs the particle size distribution. However, due to the 

high concentrations of acetic acid and TMA in these trials, nucleation was not the only 

mechanism contributing to particle formation as is seen  in Figure 5.3c, which shows 

Figure 5.3. Comparison of particle size distribution measured by an SMPS with different 
concentrations of acetic acid, H2O and TMA: 3A-concentrations A(red) vs C(black);3B-
concentrations B(red) vs D(black); 3C- concentrations E(red) vs G(black); 3D- concentrations 
G(red) vs H(black). 
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trials E (red) and G (black), the acetic acid (73 ppm) and water concentrations (630 ppm) 

were kept constant but the TMA concentration was double in trial G compared to E. 

The total number of particles grown in trial G at 8 secs was 35.1% smaller compared to 

that in E.  In addition, evaluation of the particle size distribution shows that 2.6% of the 

total particles in E are > 20 nm in diameter but upon increasing the concentration of 

water, the total number of particles >20 nm in trial G grows to 4.0%. In Figure 5.3d, 

which shows trials G (red) and H (black), the acetic acid (73 ppm) and TMA (75 ppm) 

concentrations were kept constant but the water concentration was doubled in trial H 

compared to G. The total number of particles grown in trial H at 8 s was 58% larger 

compared to that in G.  In addition, evaluation of the particle size distribution shows 

that 3.9% of the total particles in G are >20 nm in diameter but upon increasing the 

concentration of water, the total number of particles >20 nm in trial H decreases to 3.2%. 

The severe drop in total particles can be accounted to the loss of larger sized particles 

due to our inability to detect particles >494 nm. The dependence of the concentration of 

TMA on the kinetics of particle formation was measured by changing the TMA 

concentrations and comparing the changed rates of particle formation.   
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To overcome particle growth via aggregation and to determine the rate of particle 

formation via nucleation, the acetic acid and TMA concentrations were decreased 

minimizing aggregation in the flow cell. A gas mixture of 22 ppm acetic acid and 630 ppm 

water vapor with varying concentrations of TMA was introduced into the reaction cell. 

The concentration of TMA was varied in the reaction mixture between 28-53 ppb and the 

total number of particles <2.5 nm in diameter was measured at reaction times ranging 

between 8-48 secs.  These experiments allowed for measurement of the reaction rate 

coefficient, k<2.5 nm, for new particle formation. The rate of particle formation was 

Figure 5.4: Comparative rates of particle formation at 60 ppm acetic acid, 630 ppm H2O and 
different TMA concentrations. 



137 

determined by finding the linear slope between the reaction times (8-48 secs) and the total 

number of particles.  Figure 5.4 shows a comparison of k<2.5 nm for three different acetic 

acid, water vapor, TMA mixtures. A linear relationship between total number of particles 

formed <2.5nm in diameter and increasing concentration of TMA is observed. The rate of 

particle formation is observed to increase with the TMA concentration.  The only anomaly 

observed in these series of experiments occurred when 35-70 ppb of TMA was introduced 

into the reaction cell.  Under these conditions, the total number of particles formed, and 

shift in the particle size distribution did not follow the linear trend (Figure 5.5), but 

instead, a decrease in rate of particle formation was measured.  This rate decrease can be 

associated to the inability to measure particles with a diameter > 500 nm using the SMPS’s 

available for use in this project. Figure 5.5A compares formation of particles >300 nm in 

diameter as a function of the reaction time under conditions of flowing 22 ppm acetic acid, 

630 ppm water vapor and 35 ppb TMA.  At 8 secs, the shortest reaction time probed, 

particle concentration peaks at 1.5±0.4x104 particles cm-3 at 377 nm in diameter.  As the 

reaction time increases to 16 seconds there is a downward shift to 332 nm with a 

concentration of 1.85±0.4x104 followed by and increased reaction time of 24 secs, where 

the maximum concentration increases to 1.2±0.1x104 particles cm-3 at a particle diameter 

of 431 nm and a decrease in concentration at 377 nm and 332nm. At 32 secs there is a 

significant increase in larger sized particles at 431 nm (1.94±0.3x104 particles cm-3) and 332 

nm (1.29±0.1x104 particles cm-3) before a long tail begins to taper off indicating additional 
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undetected larger sized particles. As the reaction time increases to 40 secs the previously 

observed maximum in particle concentration observed reaction times 8, 16 and 32 secs at 

332 nm decreases, and a strong, broad distribution of particles at 431 nm forms with a 

concentration of 2.66±0.3x104 particles cm-3. At the 48 secs reaction time, a peak with a 

concentration of 6.78±0.3x103 particles cm-3 is measured at 331 nm and a second peak is 

observed at 431 nm with a concentration of 1.49±0.3x104 particles cm-3. Fine particles are 

classified into three distinct ranges: the ultrafine particle range (<10 nm), the transient 

nuclei range (10-100 nm) and the accumulation range (100 nm-1.2 μm). 41 Figure 5.5B 

separates particle diameters for each reaction time into these three modes versus particle 

concentration. At the earliest reaction time, 8 seconds, there is a high particle 

concentration of the ultrafine particle range and a constant particle concentration for the 

accumulation range with an increase in reaction time. at 16 seconds, there is a minimal 

Figure 5.5: Comparison of particle formation with 22 ppm acetic acid, 630 ppm water vapor, 
70 ppb TMA at different reaction times. A-particle concentration vs particle diameter (300-
493 nm) B-Bar graph comparing concentration to particle diameter sized (2.5-10 nm, 10-100 



Figure 5.6: Bar graph comparing concentration to particle diameter sized (2.5-10 nm, 10-100 nm and 100-
493 nm) A-Particle formation with 22 ppm acetic acid, 630 ppm water vapor, 35 ppb TMA; B- particle 
formation with 22 ppm acetic acid, 630 ppm water vapor, 70 ppb TMA; C- particle formation with 22 ppm 
acetic acid, 1550 ppm water vapor, 35 ppb TMA 
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increase in the ultrafine particle range- concentration and an increase in the ultrafine 

particle concentration. In contrast, there is still an increase in the total number of particles 

in the accumulation range. The decrease and subsequent increase in smaller diameter 

particles (<10 nm) along with the semi-continuous increase in larger diameter particles 

indicates a two-fold nature of particle growth occurring in the reaction cell via nucleation 

and aggregation. To better understand the influence of TMA and H2O on the two-fold 

particle growth mechanisms, nucleation and aggregation, Figure 5.6A compares 

increased TMA and H2O concentrations in Figure 5.6B and Figure 5.6C. The 

concentrations of H2O and TMA were increased respectively from 630 ppm to 1550 ppm, 

and 35 ppb to 75 ppb. In Figure 5.6B the concentration of TMA was doubled in 

comparison to Figure 5.6A. At 8 secs the number of particles with diameters that range 

between 2.5-10 nm increased by ~1.5x whereas the larger sized particles increased ~7.5x 

in concentration. At increased reaction times there is a sharp decrease in larger sized 

particles which indicates that we are unable to detect the larger sized particles. When 

Figure 5.6A is compared with Figure 5.6C, there is a similar increase in the number of 

particles with diameters that range between 2.5-10 nm and a three-fold increase in 

particles with diameters between 100-500 nm at 8 seconds. Increased reaction times show 

the expected decrease in the overall particle concentration followed by an increase in the 

larger sized particles. The overall decrease is attributed to the inability to measure 

particles large than 500 nm in diameter.  The aggregation of smaller sized particles 
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leading to the formation particles with diameters 100-500 nm may be enhanced by a 

dipole moment caused by the TMA complexing with acetic acid which in turn may forms 

an ion-dipole interaction shown with formic acid, TMA and water vapor.282 A similar 

enhancement may occur with increased H2O concentration, however to a lesser extent 

due to the smaller dipole moment. Ultrafine particles are formed as acetic 

acid/water/TMA clusters grow with increasing reaction time in the cell.  As the 

concentration of these particles increases the probability that these particles will collide 

with one another and aggregate to form a larger diameter particle increases.  Aggregation 

of particles in the ultrafine and accumulation size range results in a decrease in the total 

number of these particles but increase in the formation of particles >100 nm in diameter. 

We see both particle growth as water adheres to the nucleating site but also observe 

aggregation as small particles collide into one another to produce larger diameter 

particles. 
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5.6.2 Computational Results 

To better understand the mechanics of particle formation the binding energies and 

geometries of the acetic acid-water dimer (CH3COOH-H2O) and the acetic acid-

trimethylamine-water complex (CH3COOH-H2O-TMA) were analyzed (Figure 5.7). 

Binding energies were determined by calculating the difference between the complex and 

the monomers energies. The binding energy of acetic acid-water dimer is 8.75 kcal mol-1 

(table 5.2).   While lower than the binding energy of H2SO4-H2O, 12.13 kcal mol-1, still 

Figure 5.7:  Optimized geometries of monomers, CH3COOH-H2O 
dimer, CH3COOH-TMA dimer and CH3COOH-H2O-TMA complex at 
the M062x/aug-cc-pVDZ level 
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provides stability to act as a nucleation site. However, like with H2SO4-H2O-TMA (33.25 

kcal mol-1) the addition of an amine to the CH3COOH-H2O dimer increases the binding 

energy of the CH3COOH-H2O-TMA complex to 19.76 kcal mol-1 thus increasing the 

stability of the nucleating complex. 

Binding energy (kcal mol-1) Binding Energy (kJ mol-1) 
H2O-H2O 5.25 21.97 

H2SO4-H2O 12.13 50.75 
H2SO4-H2O-TMA 33.25 139.24 
CH3COOH-TMA 12.92 54.07 
CH3COOH-H2O 8.75 36.62 

CH3COOH-H2O-TMA 19.76 82.68 

Further evidence to the increased stability of the nucleation site is indicated in the 

strengthening of the hydrogen bonds by more favorable bond lengths and bond angles 

(table 3). Ideally, a hydrogen bond has an angle of 180° and bond lengths that range 

between 1.5-2.5 Å (ref). The CH3COOH-H2O dimer has two hydrogen bonds that form. 

The weaker of the two hydrogen bonds lies between the oxygen on the acetic acid and 

the hydrogen on the water with a bond angle of 138.2° and a bond length of 1.95 Å. The 

second hydrogen bond is formed between the oxygen of water and the hydrogen on 

acetic acid with a bond angle of 156.7° and a bond length of 1.79 Å. With the addition of 

TMA there is an increase in bond angles and bond lengths along with a shift in the 

placement of the hydrogen bonds. A hydrogen bond forms between the nitrogen in TMA 

Table 5.2: Binding energies of dimers and complexes at M062X/aug-cc-PVDZ level 
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and the hydrogen on CH3COOH and has a bond angle of 175.1° and a bond length 1.54 

Å. A second hydrogen bond forms between the oxygen in acetic acid and the hydrogen 

in water with a bond angle of 170.5° and a bond length of 1.84 Å. 

Enthalpy, Entropy and Gibbs Free Energy 

The Gibbs free energy (ΔG°), enthalpy (ΔH°) and entropy (ΔS°) of formation was 

calculated for each complex (table 4). ΔH° was calculated from the total corrected 

internal energy of the system and corrected for the Boltzmann constant and 

temperature (eq. 1)206:  

ΔH°= ΔEtot+kBT (eq. 1) 

Complex Interactions Bond length (Å) Angles (°) 
H2SO4-H2Oa O-H…O(water) 1.65 163.2 

O-H(water)…O 2.11 129.2 
H2SO4-H2O-TMAa O-H…O(water) 1.45 176.2 

O-H(water)…N 1.68 175.2 
CH3COOH-H2O O(AA)…H-O(water) 1.95 138.2 

O-H…O(water) 1.79 156.7 
CH3COOH-TMA O-H…N(TMA) 1.63 177.6 

C-H…O(AA) 2.5 125.2 
CH3COOH-H2O-TMA O-H(AA)…N 1.54 175.1 

O-H(water)…O 1.84 170.5 

Table 5.3: Bond lengths and angles of the complexes and dimers 
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 The Gibbs free energy data was mined from the Gaussian output files where 

ΔG° was calculated from ΔH°, total internal entropy (ΔS°tot) and temperature (eq. 2)206: 

ΔG°= ΔH°-TΔS°tot (eq. 2) 

These calculations allow for a better understanding of the potential pathways for 

new particle formation. ΔG° of the CH3COOH-H2O dimer is 0.56 kcal mol-1(table 4), 

ΔH° of the dimer is -9.50 kcal mol-1 while ΔG° of the CH3COOH-TMA dimer is -1.67 

kcal mol-1, ΔH° of the dimer is -12.96 kcal mol-1. With the addition of either a TMA 

molecule or H2O molecule the complex has a decreased ΔG° (0.03 kcal mol-1) and an 

increased ΔH° (-20.07 kcal mol-1).  The addition of either TMA or H2O to the system 

increased the enthalpy and either decreased or increased the Gibbs free energy 

dependent on the added molecule. This indicates that the addition of TMA to the 

CH3COOH-H2O dimer increases the stability of the dimer allowing for it to stay longer 

in the atmosphere leading to particle formation. This can be attributed to the increased 

polarity and hydrogen bonding strength which influences ΔG° for the reaction resulting 

in the formation of a more thermodynamically favorable nucleating complex. From the 

enthalpy and Gibbs free energy data the entropy of complex formation can be 

calculated (table 4).  Evaluation of the entropy of complex formation data indicates that 

complex formation is an entropically unfavorable reaction.  
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Anharmonic Calculations 

To refine the calculated enthalpy, entropy and Gibb’s free energy of CH3COOH-

H2O-TMA complex formation, anharmonic calculations were performed for the 

CH3COOH-H2O-TMA complex including local and global minima (SI Fig 1) using the 

M06-2X-aug-cc-PVDz method and basis set. Anharmonic frequency calculations were 

performed to account for the increase in populated vibrational energy levels that arise 

from treatment of the vibrational modes as anharmonic oscillators. Harmonic ΔG° for the 

CH3COOH-H2O-TMA complex were found to range from 0.03 to 2.22 kcal mol-1 whereas 

the ΔG° calculated using the anharmonic calculated frequencies increased in range from 

0.004 to 2.11 kcal mol-1.  

 

To further understand the overall decrease of ΔG° the harmonic and anharmonic 

calculations of ΔH° and ΔS° of the complexes were analyzed and compared. Harmonic 

ΔG° (kcal mol-1) ΔH° (kcal mol-1) ΔS° (kcal mol-1 K) 
Harmonic Anharmonic Harmonic Anharmonic Harmonic Anharmonic 

CH3COOH-
H2O 

0.56 0.39 -9.50 -9.56 -0.034 -0.033

CH3COOH-
TMA 

-1.67 -1.69 -12.96 -12.96 -0.038 -0.38

CH3COOH-
H2O-TMA 

0.03 0.004 -20.07 -20.08 -0.067 -0.067

Table 5.4: Harmonic and anharmonic calculations of Gibbs free energy, entropy and enthalpy of 
the complex.  



ΔH° for the CH3COOH-H2O-TMA complex were found to range from -18.39 to -20.07 kcal 

mol-1 whereas the anharmonic ΔH° increased in range from -18.44 to -20.08 kcal mol-1. 

The addition of these molecules leads to an increased stability which is 

highlighted by the decrease in the overall enthalpy of the complex. As shown with the 

CH3COOH-H2O intermediate complex the loss of TMA decreases the overall stability of 

the complex and makes this process less favorable from an enthalpy perspective. 

However, this intermediate complex can re-hydrate and continue to grow in size with 

the further adsorption of H2O, TMA or CH3COOH. 

5.6.3 Dipole Interactions 

 To better understand why CH3COOH complexed with TMA and H2O can serve as 

good nucleating agents the dipole moments of the individual monomers and 

complexes were calculated. The CH3COOH monomer has a dipole moment of 3.82 

Debye with the positive end of the dipole centered on the nitrogen atom and the 

negative end of the dipole moving towards the oxygen atoms. The H2O monomer 

has a dipole moment of 1.89 Debye and the TMA monomer has a dipole moment of 

0.62 Debye.  Figure 8 shows CH3COOH with its computed dipole moment.  The 

length of the dipole vector is proportional to the magnitude of the dipole moment.  

When H2O is added to CH3COOH the dipole strength decreases to 1.26 Debye.  

Forming a complex with TMA increases the dipole moment to 2.21 Debye.  With the 

inclusion of a H2O molecule to the CH3COOH-TMA complex to form the CH3COOH-

H2O-TMA complex the dipole moment decreases
147 
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to 1.65 Debye. The increase in dipole strength and subsequent polarity with the inclusion 

of either H2O or TMA to form complexes with CH3COOH indicates that subsequent 

growth of the complex by addition of H2O molecules will not only be enthalpically 

favorable but also impact the reaction rate. 

F) 

Figure 5.8:  Dipole moments of monomers and complexes. A-acetic acid, B- water, C- 
trimethylamine, D- acetic acid -water dimer, E-acetic acid-trimethylamine dimer and F-acetic 
acid-water-trimethylamine complex 
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5.6.4 Electron Density Maps 

To further understand the molecular interactions of the complex and dimer 

electron energy density maps were computed to provide additional information about 

the ability of the complex and dimer to serve as a nucleating site for particle formation. 

The change in electron density maps have been successfully used to show formation of 

hydrogen bonds in complexes.207  Additional hydrogen bonds provide added stability to 

the complex and/or dimer allowing for them to act as nucleating sites.   Electron density 

difference maps were generated using a contour of 0.0003 e/au3 with the M06-2X/aug-cc-

pVDZ method/basis set208. The blue shaded regions in Figure 9 represent areas of electron 

density gain and red shaded regions represent areas of electron loss as a result of the 

complex formation. A prototypical hydrogen bond is evidenced by a region of electron 

density redistribution between the hydrogen atom and corresponding atom. 

Figure 5.9: Electron density maps of A- CH3COOH-H2O-TMA complex and B- CH3COOH-
H2O dimer 

B) A) 
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Correspondingly, along the axis of the hydrogen bond a region of electron density loss is 

typically observed around the bridging proton. In the CH3COOH-H2O-amine complex it 

is expected that several hydrogen bonds will form between CH3COOH and H2O, 

CH3COOH and TMA and TMA and H2O.  As shown, there are prototypical hydrogen 

bonds formed between the CH3COOH and H2O, and CH3COOH and TMA. However, 

there is a weak interaction between TMA and H2O but should not be characterized as a 

prototypical hydrogen bond. In contrast, the CH3COOH-H2O complex shows two 

prototypical hydrogen bonds forming between CH3COOH and H2O. As previously noted, 

an ideal hydrogen bond has a 180° bond angle.   The addition of TMA to the CH3COOH-

H2O complex pushes the bond angle closer to 180°. This increase in bond angle further 

strengthens the stability of the complex and ability to act as a nucleating seed. 

5.7 Conclusion 

Ultrafine particles (UFPs) play an important role in the atmosphere and affect 

everyday life. As such pathways leading to UFP formation have become an increasingly 

important research focus. For example, one of the most recognized pathways for 

particle formation is the binary homogenous nucleation of sulfuric acid (H2SO4) 

complexed with water (H2O). However, this pathway is insufficient to explain 

measured particle concentrations under atmospheric conditions which suggests 

alternative species may be participating in particle formation.  As previously stated, 

measurements of the composition of ambient 10-33 nm diameter particles formed from 
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nucleation in Tecamac, Mexico shows the presence of carboxylic and hydroxycarboxylic 

organic acids, 11 indicating that organics play a dominant role in the nanoparticle 

growth. Our experiments have shown nanoparticle formation under conditions that are 

typically outside what is expected if classical nucleation theory is used to describe 

particle formation.   Classical Nucleation Theory suggests that >100% relative humidity 

is necessary for particle formation and growth to occur however; our experiments 

conditions were always run under <100% relative humidity and still produced a large 

number of particles.  Our computational results indicate that the addition of TMA to the 

CH3COOH-H2O complex increases the stability of the complex and its ability to act as a 

nucleating site.   
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Chapter 6 

6.1 Conclusions 

The gap between modeled and measured particle concentrations has become an 

increasingly important topic in the atmospheric chemistry community. The purpose of 

this dissertation is to identify non-prototypical sources that lead to particle formation 

that should be included in atmospheric models.  The first study focused on providing 

an improved model to calculate the equilibrium constants for the formation of peroxy 

radical-water complexes. This was achieved by examining the hydrogen-bonded 

complexes of water with the hydroxyethyl peroxy radical (HEP) in conjunction with an 

improved LJ63+5HR model for quantifying the vibrational partition function used in 

calculation of the equilibrium constant for formation of the H2O-HEP complex.  It was 

shown that using the HORR approximation gives an underestimated partition function 

for weakly bound complexes. Instead improvements made to the LJ63+5HR model 

comes from treating the soft modes in the complex as hindered rotors with appropriate 

barriers and spin statistics. 

Two subsequent follow-up studies (computational and experimental) 

investigated the role of carboxylic acids complexed with water vapor and enhanced by 

amines to serve as nucleating seeds for new particle formation under atmospheric 

conditions. The experimental studies of formic acid and acetic acid showed an increased 
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rate of particle nucleation with the addition of trace amounts of trimethylamine to the 

gas mixture. The experimental work on these two systems was complemented by 

computational studies which presented a mechanism by which these gases combine to 

grow to form ultrafine particles.   In the formic acid study, it was shown that the 

HCOO—⋅⋅(CH3)3NH+ ion-pair interacted with water vapor to increase the stability of the 

nucleating cluster thereby leading to particle growth.    The addition of trimethylamine 

to the formic acid/water vapor system using a slow flow reactor cell increased the rate 

of new particle formation. It was shown that not only was there an increase in smaller 

diameter particles, due to the large quantity of new particles being formed, but there 

was an increase in larger diameter particles due aggregation.  In a similar manner, the 

acetic acid-water complex was also enhanced by the addition of trimethylamine.  In the 

computational study of this system it was found that the addition of trimethylamine 

increased the overall binding energy of the complex, consistent with what was observed 

for formic acid, hydroperoxy radical and methanesulfonic acid complexes with water.  

The computational results of the acetic acid-water-amine system suggested that an 

experimental investigation of this system would produce similar results to that of 

formic acid. It was found that the slightly higher binding energy of acetic acid-water-

amine system compared to the formic acid-water-amine system provides greater 

stability to the nucleation cluster which transferred to the experimental results. Using 

lower concentrations of acetic acid and trimethylamine than in the formic acid study led 
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to a larger increase in the concentration of smaller diameter particles and the 

aggregation of larger diameter particles. The implications of these findings indicate the 

necessity to research additional carboxylic acids as sources of new particle formation.  

  The carboxylic acid studies served as a catalyst for studying radical molecule-

water complex induced particle formation. The final study included the computational 

analysis of the hydroperoxy radical complexed with water vapor and enhanced by 

amines or ammonia. It was determined that the addition of an amine to the 

hydroperoxy radical-water complex increased the stability of the nucleation complex. 

The increased stability came from the formation of additional hydrogen bonds with the 

addition of amines or ammonia as shown by changes in electron density. It was 

determined that trimethylamine and dimethylamine had the greatest stabilizing factor 

followed by methylamine and lastly ammonia. When compared to prototypical 

systems, such as sulfuric acid and methanesulfonic acid complexed with water and 

amines, the hydroperoxy radical-water vapor-trimethylamine nucleation complex had 

binding energies either equal to or slightly less than those systems. Comparison of 

prototypical systems to the non-prototypical systems presented in this dissertation 

show that carboxylic acids and hydroperoxy radical may serve as significant sources of 

new particle formation in the atmosphere.   
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6.2 Future Work 

 The next step in this research is to apply the carboxylic acid experimental set-up 

to investigation of hydroperoxy radical as a possible nucleating seed for particle 

formation under atmospheric conditions. The implications of the computational 

findings of hydroperoxy radical serving as a nucleating seed in conjunction with water 

vapor and trace amounts of amines indicate the necessity to further research the role of 

additional peroxy radicals in particle formation.  

Peroxy radicals (RO2) have a vital role in atmospheric chemistry particularly the 

formation and degradation of NOx2, 283, 284and O3. However, the role of RO2 in new 

particle formation has yet to be considered. Like the HO2 (108 molecules cm-3, lifetime 

~1.3 ms88, 94, 115, 285-288), RO2 have a total concentration ranging from 108-9 molecules cm-3 283, 

289-292 and have lifetimes ranging from 1 to 100 seconds289, 293. RO2 are formed from

volatile organic compounds (VOCs) and hydrocarbons (RH) found in the atmosphere. 

Hydrocarbons will react with the hydroxyl radical (OH), chlorine radical (Cl) or nitrate 

radical (NO3) to form RO2 (eq 1- 2) 

RH + OH/Cl/NO3     
               
�⎯⎯⎯�  R• + H2O/HCl/HNO3 (eq. 1) 

R•    + O2 + M 
               
�⎯⎯⎯�  RO2 +M (eq. 2) 
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Another source includes the oxidation of olefins with ozone (O3) which can lead 

to nighttime formation of RO2288. Research previously done in the Hansen lab indicated 

that a RO2-water complex with a binding energy greater than 5 kcal/mol may act as a 

nucleating site204, 294. These RO2-water complexes may then be enhanced by the addition 

of an amine. Further research on RO2 includes computational analysis of an amine 

enhancement followed by experimental research. Using the same computational and 

experimental process the discovered results may produce additional pathways for new 

particle formation from RO2 complexed with water enhanced by amines. These 

pathways can then be applied to predictive models to improve their accuracy. 
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Appendix 

Appendix A-1 

Apportionment of PM2.5 Adjacent to the I-710 Harbor Freeway in Long Beach, CA 

A1.1 Disclaimer The following chapter is presented in its entirety (with minor changes) 

from the submitted version of the paper to the Journal o the Air and Waste 

Management Association.   

A1.2 Abstract: 

During August and September 2012, a study was conducted to determine the 

sources of PM2.5 adjacent to the I-710 Long Beach Freeway.  The sampling site is jointly 

operated by Southern California Edison and the South Coast Air Quality Management 

District and is located immediately east of the freeway and just south of the northbound 

Long Beach Avenue exit.  The site is directly affected by the emissions from heavy 

diesel traffic flowing from major container ports about 10 km south of the sampling site.  

Hourly average data were obtained for particulate species including PM2.5, black 

carbon and UV absorbing carbon, EC, fine particulate nonvolatile and semi-volatile 

organic material, sulfate, nitrate, chloride, ammonium ion and Na ion, for related 

factors including O3, CO, NOX, SO2, and total traffic flow on the I-710.  A total of 520 

hourly averaged data sets with 15 measured variables were analyzed by EPA-PMF v5.0.  



207 

The data were best described by a 10-factor solution.  Based on the composition and 

diurnal patterns of the factors, they were assigned to 3 diesel related factors (two of 

which appeared to represent traffic from the Ports and one general freeway diesel 

factor), a light-duty, spark-ignition vehicle related factor, three secondary factors (one of 

which was associated with O3 formation processes), and three factors dominated by 

sulfate, SO2 and chloride, respectively. The diurnal patterns for these last three factors 

are strongly correlated.  Meteorological and refinery upset data indicate that they are 

associated with emissions from a nearby refinery.  There is no evidence from these 

results to suggest sulfur oxide emissions from ships at sea was observable at this site.  

The use of hourly average data made possible the identification of factors associated 

with gasoline vehicle emissions and both port and non-port diesel emissions. 

A1.3 Introduction: 

Past studies have suggested that reduced lung function and the incidence of 

asthma in children are associated with their exposure to fresh emissions from vehicles 

and that exposure to heavy-duty diesel emissions may be particularly harmful.295-300 

Exposure to ultrafine particles, black carbon, and NOX in fresh heavy-duty diesel 

emissions have all been shown to be associated with each other on freeways in Los 

Angeles and to be associated with truck traffic.296, 301-303  The study by Kozawa et al.296 

focused on heavy-duty diesel truck traffic associated with goods movement from the 

Ports of Los Angeles and Long Beach. 
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All of the above referenced near roadway studies point to the potential 

importance of heavy-duty diesel exhaust near a freeway as a risk factor for the 

development of respiratory morbidity, especially in children.  During August and 

September 2012, a study was conducted to determine the sources of PM2.5 adjacent to 

the I-710 Long Beach Freeway.  The site was chosen because of the impact of emissions 

from diesel traffic flowing from the Port of Long Beach and the Port of Los Angeles 

about 10 km south of the sampling site.  All data obtained in the study were collected 

on an hourly averaged basis.  The details of the sampling techniques, evaluation of the 

data set and comparison of the results with light scattering data have been published304.  

This manuscript describes the results of a Positive Matrix Factorization (EPA-PMF v5.0) 

analysis of the data.  Results include the description of factors that can be associated 

with automobile emissions and three difference categories of diesel emissions.  The 

importance of secondary particle production was also elucidated from the results.    

A1.4 Experimental: 

Data were collected at the Long Beach Boulevard sampling site (AQS Station Code 

060374008) shown in Figures 1 and 2 from 1 August 2012 through 2 September 1012.  
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All data were obtained on a 1-hr averaged time basis.  Details of the sample collection 

methods and comparisons of the various results have been previously described10 and 

are only outlined here.  The following was measured: 

A1.4.1 Fine Particulate Mass.  

Figure A1.1.  Roadway map of the area around the sampling site with the freeways 
shown in blue.  The sampling site is indicated by the red circle.  The Long Beach and 
Los Angeles Harbors are indicated by the larger black circle.  The SCAQMD sampling 
sites at Long Beach and Compton are indicated by the green and blue circles, 
respectively. 
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Total fine particulate mass, including the semi-volatile species was measured 

with an R&P Model 8500 FDMS TEOM. Fine particulate mass was also measured using 

a conventional TEOM.  The size distribution of particulate matter mass (CM Impactor) 

collected on oscillating crystals with size cuts of 0.10, 0.15, 0.25, 0.4, 0.7, 1.0, 2.5, 4, 7 and 

10 microns.  Samples were collected immediately east of the freeway by the Long Beach 

Blvd. exit. 

A1.4.2 Fine Particulate Composition.  

An URG Model 9000D AIM was used to measure both particulate and gas phase 

cations and anions.  Measured species specifically included in the PMF analysis were 

ammonium nitrate, ammonium sulfate, and chloride in the particles.  Gas phase SO2 

was also measured and used in the PMF analysis.  Fine particulate carbonaceous 

material was measured with a Sunset Laboratory Dual Oven Carbon Monitor305, 306.  This 

Figure A1.2.  Arial view of the sampling site showing the Long Beach 
Freeway (I710), the Long Beach Blvd. And the sampling location as a 
black rectangle. 
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instrument gives nonvolatile organic material (NVOC, corrected to NVOM with a factor 

of 1.6,307 ), EC and semi-volatile organic carbon.  However, the second oven to measure 

the semi-volatile organic material (SVOM) was not functioning well during the study.  

Thus, SVOM was estimated as the difference between the FDMS TEOM PM2.5 mass 

minus the conventional TEOM PM2.5 mass (assumed to represent semi-volatile 

ammonium nitrate and SVOM) minus the ammonium nitrate.  An Andersen 

Instruments Inc. (Model RTAA-900) Aethalometer was used for the determination of 

aerosol BC.  In addition, 1-h Aethalometer UV absorption data were included in the 

PMF analysis. 

Comparisons of the sum of all measured species and the FDMS TEOM PM2.5 

measurements were generally in agreement, except for periods when high 

concentrations of ammonium sulfate or chloride were measured.  Comparison of the 

FDMS TEOM and the CM Impactor data indicated that for these samples a significant 

fraction of the sulfate and chloride particulate material was found in the 1.0 to 4.0-

micron size range.  The 2.5 micron cut points of the FDMS TEOM and the URG AIM are 

not identical with the cut point of the AIM biased towards larger particles such that 

ammonium sulfate and chloride were not sampled with the same efficiency in the two 

systems.  The majority of these species were sampled by the AIM, but not by the FDMS 

TEOM (Hansen et al, 2019).  To avoid the effects of this difference in the PMF analysis, 

the PM2.5 fit in the PMF analysis was calculated as the sum of all measured fine 
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particulate components except for ammonium sulfate and chloride (Figure 3).  

However, the AIM measured ammonium sulfate and chloride (assumed to be NaCl) 

were used in the PMF analysis. 

A1.4.3 Other Components Used in the PMF Analysis. 

 In addition to the particulate components listed above, other measurements 

were included in the PMF analysis.  These included all measurements related to either 

PM2.5 emissions or to the formation of secondary PM2.5.  Measurements made at the 

sampling site by BYU provided concentrations of SO2 as a precursor to sulfate.  

Measurements made by the South Coast Air Quality Management District 

(SCAQMD308) related to primary emissions or secondary aerosol formation included gas 

phase NOX, NO2, and the hourly Traffic count on the freeway.  This latter number 

included all vehicles (both gasoline and diesel powered) going in either direction.  Two 

other species that have been shown to be useful in distinguishing between gasoline and 

diesel powered vehicular traffic or to secondary pollutant formation are CO and O3, 

respectively309, 310.  These species were intended to be measured but for technical 

reasons, were not.  However, ozone was measured by the SCAQMD at their Long Beach 

and Compton sites (Figure 1).  In addition, CO, NOX, and BC were also measured at the 

Long Beach site.  Ozone is expected to be somewhat regional in nature.  Concentrations 

of ozone at the Long Beach and Compton sites were in good agreement and the average 

of these two measurements was assumed to represent ozone at the near-freeway 
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sampling site.  The Long Beach sampling site, but not the Compton site, is close to the 

intersection of two freeways, including the Harbor Freeway.  The useful components in 

a PMF analysis for distinguishing between diesel and gasoline powered vehicles are 

CO, NOX, and BC309, 310.  Regression analysis of the data from the SCAQMD Long Beach 

site gave: 

CO = 0.23 ± 0.11 + (0.0445 ± 0.0027) NOX + (0.0161 ± 0.0096) BC, n = 684 R2 = 0.59       (1) 
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Figure A1.3.  Data used in the PMF analysis.  The hashed bars on the X axis 
mark weekends. 
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PMF analysis of the data set without CO did not allow the separation of factors 

related to gasoline and diesel emissions.  Therefore, equation (1) was used to estimate 

CO at the I-710 sampling site, giving the results shown in Figure 7.3.  These CO 

concentrations were used in the analysis reported here. 

A1.4.4 Meteorological Analysis 

Interpretation of the PMF analysis was aided using streamlines to identify 

probable origins of air masses influencing the sampling site for each data point.  The LA 

Basin is populated by approximately 21 million residents.  It is bounded on the west 

and south by the Pacific Ocean.  Multiple mountain ranges define the Basin to the north 

and east.  The northern (actually several mountain ranges, Figure 4B) mountains rise 

from west to east from about 1000 m to 3500 meters.  The eastern mountains decrease 

from north to south from about 3300 meters to 1500 meters.  The LA Basin is 

geographically large, averaging 70 km in width and about 110 km west to east length.   

Basically, the Basin is landlocked on its northern and eastern sides.   These bounds 

result in frequent strong inversion that still get flushed daily by the sea breeze.  

The LA Basin enjoys a Mediterranean climate.  The summers are characterized 

by various high-pressure systems.  There is little to no precipitation.  The boundary or 

mixed layer experiences daily late morning through early evening sea-breezes.  The 

average summer ocean temperatures are 20°C while, to the desert to the east of the 

Basin heats to 40-45°C during the summer.   This thermal gradient results in a daily 
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thermally driven west to east sea breeze, providing natural conditioning to the Basin.  A 

combination of topography and meteorological regimes leads to a stably stratified 

environment. Marine inversions are often 10°C strong.  The average summer mixing 

height is just 450 meters.  It increases little during the day because of sea-breeze 

divergence which maintains and strengthens the daily inversion.  On many days, there 

is stratus along the coast extending inland about 30 miles during the night.  While there 

is a typical 5-8 m/sec diurnal sea breeze, the nights are close to calm.  Average summer 

maximum temperatures at the coast are 24°C, downtown LA 28°C, the inland valleys 

Figure A1.4.  (A) A depiction of the two nested domains used for the simulations by the 
WRF-ARW model. The map area represents the outer domain with a grid cell size of 6 km 
and the white box labeled “do2” depicts the inner domain with a grid cell size of 2 km. (B) A 
topographical image of the upper left-hand portion of do2 highlighting the Sampling Site, the 
Long Beach Port, the Palo Verde Peninsula and the San Gabriel Mountains which form the 
northern boundary of the Los Angeles Basin. 
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35°C.  Nighttime minimums are typically 17°C.  August 2012 was a hotter than normal 

month. 

From Aug 1 – Sept 3, a total of 34 days, 24 days were above the average 

maximum temperatures and 25 days were the above average minimums.  There were 

long intervals where the marine/mixed layer was under 300 m.  There were only 6 days 

when the airmass was cooler than normal.  There were only 7 days when the stratus 

emanating from the ocean moved into the basin overnight.  On most days, there was 

little stratus even along the coast.  From Aug 1-5, there was a weak upper level trough 

along the west coast.  This situation led to ML heights from 275-730 meters and surface 

temperatures below normal.   The only other trough period was Aug 22-26 when ML 

heights ranged from 600-700 meters and surface temperatures were below normal.  

Nearly all other days were dominated by high pressure centered to the east of CA over 

the “Four Corners” area.  Since circulation around a high pressure is clockwise, this 

southeast flow advected monsoonal moisture from the Gulf of Mexico.  This 

configuration led to high clouds at times, disruption of the marine layer, warm nights, 

higher relative humidity and warmer than normal days.  Another pattern was a drier 

high-pressure ridge from Sept 1-3.  This flow was southwest off the Pacific Ocean.  This 

pattern resulted in warmer days, but normal night temperatures, and a shallow marine 

layer.   



217 

The meteorology associated with the sampling site is interesting.  It is in the 

downwind path of the Palo Verde Peninsula, (Figure 4B), convergence zone.  Winds 

come from Santa Monica Bay to the north of the Peninsula and from the south in the 

direction of the Long Beach Port activities, Figure 4B.  At times, they come from both 

directions.  

Greatly aiding in the meteorological analyses were continuous hourly streamline 

plots in the boundary layer.  AWS Truepower exercised the Weather Research and 

Forecasting (WRF) model Advanced Research (ARW) version 3.6.  The simulated 

domain is displayed in Figure 4A.  the parent domain was 297 x 250 grid points, 50 

vertical levels, 6-km horizontal resolution, 1782 km x 1500 km.   The inner nested 

domain (two-way interactive with parent domain) was 250 x 250 grid points, 50 vertical 

levels 2-km resolution, 500 x 500 km and centered on the Long Beach sampling site.  The 

simulation data was created by one continuous WRF run that began at 0000 UTC on the 

July 30, 2012 (1700 PDT July 29) and ended at 0600 UTC on September 3, 2012 (2300 

PDT September 2) with the first 48 hours used as a spin-up period.  The initialization 

data was based on the GFS analysis data (i.e. 0 hour forecast) at 0.5-degree resolution.   

The GFS forecast hour 0 data, updated every 6 hours, was also used for lateral 

boundary conditions for the outer domain as well as for spectral nudging throughout 

the entire simulation period.  The spectral nudging technique311 is used to keep the 

extended simulation from drifting from the observed large-scale atmospheric state (as 
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represented by the GFS 0-hour analysis).   The model outputs were saved at 1-hour 

intervals and the hourly graphical output provided for this analysis included PBL 

height, surface parameters including sea level pressure (mb), 2-meter temperature (deg 

C) and 10-meter wind (m/s), 10-meter streamlines with speed (m/s) shaded, 50-meter

streamlines with speed (m/s) shaded and 80-meter streamlines with speed (m/s) shaded.  

Where possible, the modeled results were compared to observations and found to be 

quite accurate. 

A1.5 EPA-PMF v5.0 Analysis 

EPA-PMF v5.0 and the algorithm used in the analysis has been previously 

described (EPA 2014).  With PMF, the results are constrained so that factor 

contributions cannot be negative for any species.  One of the advantages to PMF is the 

ability to account for missing and below detection limit data.  The uncertainty in each 

measurement can be adjusted to account for aberrations in the data set.  In this study, 

error uncertainty estimates were chosen similar to those previously outlined by 

Grover310. Based on peak to peak noise in the data, a higher uncertainty (20%) was 

assigned to NVOM.  For what were determined to be “reliable” data, the concentration 

values were directly used and the error estimates were assigned as the measurement 

error plus one third the limit of detection (LOD).  In a few instances when the 

measurement was below the LOD, the error was estimated as 5/6 the LOD.  Missing 

values in the data set were accounted for by taking the geometric mean of the hour 



219 

preceding and following the missing data point. SVOM concentrations were obtained as 

the hourly differences between the FDMS TEOM, conventional TEOM and measured 

ammonium nitrate.  Therefore, the error estimate was performed as mentioned above 

using the highest LOD of the various measurement techniques.  The uncertainty of the 

fitted parameter, FDMS calculated mass, was taken to be four times the measured 

value312. 

A1.6 PMF Analysis of Mass and Composition Data 

One-hour semi-continuous measurements were made throughout the study 

period with instruments to measure both PM2.5 mass, PM2.5 chemical species, and gas 

phase species with concentrations as summarized above and shown in Figure 3.  In 

performing PMF analysis, the number of factors to be identified is defined by the user.  

However, a higher order solution does not necessarily contain all the same factors as a 

lower order solution.  Experimentation with the number of factors was performed until 

the most reasonable results are obtained (i.e. the results describe the data and were 

meaningful).  In this study, a constrained base result is reported with details on the 

constraints applied to the EPA-PMF base analysis. 



220 

Fifteen species for 520 1-hr averaged data sets were used in this EPA-PMF v5.0 

analysis and ten factors were identified.  An evaluation of the quality of the fitted data 

can be obtained by comparing the degrees of freedom (i.e. the number of data points) 

with the calculated value of Q.  If a reasonable fit is obtained, the calculated value of Q 

should be equal to or less than the degrees of freedom.  Deviation from the theoretical 

value suggests that the errors in the model are not well defined.  For this study, the 

degrees of freedom were 7280 and the resultant Q value for the base result was 1185.  

This solution was further evaluated using the “constrained” feature of EPA-PMF and 

the resulting Q value was 1299.  The constraint analysis focused on major species to see 
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where the profiles could be constrained to more closely match expectations based on 

the identification of the nature of each factor.  The constraints involved minimizing the 

traffic, BC, and UV contributions to all factors that were unrelated to traffic emissions, 

maximizing the contributions of NOX and CO to factors related to traffic, and 

minimizing the presence of sulfate, SO2 and chloride in factors other than those in 

which these poorly measured species were dominant.  This last decision was based on 

the observation that these species were present together only for a limited time period, 

e.g. August 8-15, Figure 3.  The concentrations in the time series of all factors were

essentially unchanged by these constraints.  Residuals were small and Gaussian in 

nature.  Examination of G-Space edges313 indicated all factors were independent of each 

other as detailed below.   

Linear regression analysis of the constrained solution calculated PM2.5 compared 

to the input PM2.5 resulted in a zero-intercept slope of 0.986 ± 0.005 (R2 = 0.80, n = 520) 

and a regression calculated slope of 0.959 ± 0.020 (R2 = 0.80 and intercept = 0.4 ± 1.6 

μg/m3) (Figure 5), respectively.  As shown in Figure 5, the distribution of the differences 

between the FDMS mass and the PMF estimated mass inform the EPA-PMF analysis 

were random with an average deviation of 1.2 μg/m3 (average PM2.5 = 13.0 μg/m3).   

A second check on the “fit” of the solution can be made by comparing the sum of 

the factor contributions to the measured mass, to verify that the measured mass is well 

defined by the calculated sources.  In this case, the sums of the factor contributions were 
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in good agreement with the measured PM2.5 mass values and the individual species 

used in the factor analysis as shown in Figure 6, with the largest variations being -5.9% 

for NVOM, +3.5% for SVOM, and less that 2% for all other comparisons.  Likewise, all 

fitted parameters were well accounted for in the analysis (Figure 6).  The 3 percent 

overestimation of SVOM probably results from the higher uncertainty in this species 

since it was estimated from other measurements and not directly measured.  The 5% 

underestimation of NVOM can be attributed to the higher uncertainly in these 

experimental values, being about four times higher than that for other species.   

The factor profiles and concentrations for the ten identified factors are shown in 

Figure A1. 7. 

In source apportionment studies, a priori knowledge of chemical markers that 

can be attributed to a particular source is needed to identify sources most likely 

associated with each factor.  Relevant time patterns and meteorological stream lines 

were also used in this study to aid in the identification of the sources associated with 

Figure A1.6.  Ratio of PMF Described to experimentally determined average 
concentrations for each of the species used in the PMF analysis. 
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each factor.  This analysis was greatly aided by the hourly averaged nature of the 

results that permits better source resolution314. 
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identified in the PMF analysis (weekends are marked by the hashed bars under the x 
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Because of the location of the sampling site, mobile sources will provide more 

factors than usual in their contribution to the PM2.5.  Mobile sources that affect the site 

include gasoline combustion emissions from automobiles and light-duty trucks, heavy-

duty diesel trucks from the ports and diesel emissions from both heavy and light duty 

diesel vehicles that do not originate from the ports.  It is anticipated that BC will be 

more associated with diesel emissions.  It is also anticipated that a marked weekday – 

weekend difference will be seen in diesel emissions.  Four factors were associated with 

characteristics of mobile sources.  These characteristics are summarized in Table 1.  

Fac. 
# 

Factor 
Name 

Avg. 
μg/m3 

Weekend 
Reduced 

BC/PM2.5 NOX/PM2.5 CO/PM2.5 % 
Traffic

1 Port 1 1.94 Yes 0.70     1.3       75    8.3 
2 Port 2 0.14 Yes 1.52(0.63)a 190(79)a    8058 

  (3360)a

   0.6 

3 Diesel 0.46 Yes 0.15   19.4    1050  14.7 
4 Auto 0.32 No 0   12.4      611  76.4 
a Ratios in (  ) are the values if the mass of Factor 2 was the sum of the carbonaceous 
components, 0.326 μg/m3, see text 

Table A1.1.  Characteristics of the Four Factors Associated with Mobile Sources. 
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Factors 1, 2, and 3 were assumed to be associated with diesel emissions because 

of the high fraction of the PM2.5 present as BC (Table A1.1) and because of the significant 

reductions in the factor contributions on weekends (Figure A1.7).  G-Space edge 

analysis plots were created for comparison of each set of the diesel factors, Figure 

A1.8A, B and C.  The lack of well-defined edges along the X or Y axes for the three 

comparisons and poor correlation between any two indicates the 3 diesel factors are 

independent of each other.   

Figure A1.8. G edge analysis plots comparing the results for the three diesel related 
factors (A, B and C), the Auto related factor to the Secondary 1 and Secondary 2 
related factors (D and E) and the two Secondary related factors to each other (F). 
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Factor 4 was assumed to be associated with gasoline combustion emission from 

automobiles because of absence of BC in the profile and the strong correlation with the 

traffic (Figure A1.9).  These relationships included morning and evening rush hour 

peaks during the week days, and the lack of these peaks but with significant traffic flow 

on the weekends.  To better delineate the differences in the four sources, the average 

diel patterns for each factor on those days with maximum Factor 1 concentrations 

(Thursday and Friday) were compared (Figure A1.10).   

Factor 1, Diesel Port 1, was associated with the main traffic flow from the port 

had an early morning 6:00 peak and then decreased gradually throughout the day.  

Factor 2, Diesel Port 2, had a similar pattern but peaked an hour or two earlier.  In 

contrast, Factor 3, the non-port diesel related factor peaked later in the morning after 

the Auto morning peak at 7:00 am (Figure A1.10).  We assume that Factors 1 and 2 are 

associated with emissions from diesel trucks from the port and that Factor 3 is 

associated with non-port diesel traffic.  The differences in the characteristics of Factor 1 

compared to 2 and 3 (Table A1.1) are that the ratio of both NOX and CO to PM2.5 in the 

factor profile are much lower for Factor 1 than for either Factor 2 or 3, consistent with 

the Port requirements for lower emitting diesel engines in the Port fleet.  These data 

would then suggest that about 8% of the trucks visiting the Port (Port 2) have higher 

emissions of CO and NOX with the CO being comparable to the normal diesel fleet.  The 

Figure A1.9.  Comparison of the hourly averaged traffic count to the concentration of 
the Auto related Factor 4. 
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comparably higher amount of NOX for the Port 2 factor could not be reduced by the 

EPA-PMF constraint analysis. 

Factor 4 is associated with emissions from gasoline burning automobiles.  The BC 

in this factor is very low and the factor is strongly associated with traffic (Table A1.1 

and Figure A1.9).  The weekday morning and afternoon rush hour events are clearly 

seen in the data sets.  In addition, these rush hour peaks are absent during the 

weekends. 

Factors 5, 6, and 7 are identified in Figure A1.7 as being associated with the 

formation of secondary PM2.5, rather than associated with primary emissions.  These 

factor profiles are generally associated with components expected to be produced by 

secondary aerosol formation processes, e.g., NVOM, ammonium nitrate, SVOM and (to 

a lesser extent) ammonium sulfate.  The concentrations of the PM2.5 associated with 

these factors also do not have time patterns similar to the patterns associated with the 

first four, traffic-related, factors. G-space edge analysis plots also indicated that the two 

Figure A1.10.  Comparison of the average of the diurnal pattern of the four traffic 
related factors on those days with maximum concentrations from the Diesel Port 1 
factor (Thursday and Friday). 
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major secondary factors (5 and 6) are not related to each other or to auto factor 4 

(Figures A1.8D, E & F). The characteristics of these three factors with respect to the 

potential secondary material are given in Table A1.2, along with the names with which 

they are associated in Figure A1.7. 

Fac. 
# 

Factor 
Name 

Avg. 
μg/m3

NVOM/ 
PM2.5 

(%NVOM) 

Nitrate/ 
PM2.5

(% Nit.) 

SVOM/ 
PM2.5 
(%SVOM) 

Sulfate 
/PM2.5

(% Sul.) 

% 
Traffic

5 Nitrate & 
NVOM 

3.09 0.23 
(22%) 

0.79 
(72%) 

0..00 
(11%) 

0.11 
(12%) 

   0.0

6 SVOM & 
NVOM 

5.77 0.19 
(36%) 

0.00 
(0%) 

0.74 
(100%) 

0.06 
(11%) 

   0.0 

7 Ozone
Relatedb 

0.89 1.09 
(29%) 

0.00 
(0%) 

0.00 
(0%) 

0.00 
(0%) 

   0.0 

% Species 
In Other 
Factors 

 14% 
(In 
mobile, 
10%, and 
refinery, 
4%, 
factors) 

 29% 
(In 
mobile, 
28%, and 
refinery, 
1%, 
factors) 

0% 76% 
(In 
refinery 
factors) 

The agreement between factor components and factor mass was very good for 

the factor in this group having the highest average PM2.5 concentration, Port 1 with an 

average PM2.5 concentration of 1.94 μg/m3 and a ratio of components to factor mass of 

1.04.  The component mass to factor mass of Factor 3 (Diesel, 0.46 μg/m3) was 0.35 and 

for Factor 4 (Auto, 0.32 μg/m3) was 1.46.  These deviations from unity are probably due 

to the small amount of mass in the factors and uncertainly in the data.  The fit for Factor 

2 (Port 1, 0.14 μg/m3) was particularly high, the ratio being 3.17.  If the mass of 

carbonaceous components in the factor were taken to be a better fit to the data than the 

Table A1.2.  Characteristics of the Three Factors Associated with Formation of 
Secondary PM2.5. 
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mass assigned by the PMF analysis the average mass for the factor would be 0.326 

μg/m3 (34% NVOM, 64% BC and 2% SVOM).  The ratio of NOX and CO to factor mass 

would then be calculated as 79 and 3360, respectively in contrast to the values given in 

Table A1.2.  

Factor 5 (labeled Nitrate & NVOM) is dominated by the presence of NVOM (23% 

of the factor mass) and ammonium nitrate (79% of the factor mass) and only minor 

contribution from other particulate species (Figure A1.7 and Table A1.2).  The ratio of 

the mass of factor species to factor mass is 1.15 and reasonable closure is seen between 

the species mass and factor mass. 

Factor 6 (labeled SVOM & NVOM) is dominated by the presence of NVOM (19% 

of the factor mass) and SVOM (74% of the factor mass). The ratio of the mass of factor 

species to factor mass is 1.01. 

The contributions from Factors 5 and 6 were examined as a function of 

meteorology.  Generally, the nitrate in Factor 5 was high when the organic material in 

Factor 6 was low and vice versa.  The nitrate was high from Aug 23-Sept 2 while the 

organics were high from Aug 16-23.  In both periods, ambient temperatures in the LA 

Basin were 3-6ºC warmer than normal.  In the Aug 16-23 period the night minimums 

were 21 to 24ºC, warm for the LA Basin.   The relative humidity was higher due to a 

combination of SE monsoonal flow and variable high clouds in the area.   There was no 

stratus in the basin and the mixing heights were low, ranging from 120 to 200 meters 

increasing to 400 meters at the end of the period.  The afternoon sea breeze was quite 

weak particularly at the beginning of the period when organic concentrations were 

highest. 

There were subtle differences between the two periods.  From Aug 23-Sept 2, the 

ambient maximum surface temperatures were comparable.  However, the minima were 

lower, closer to normal, ranging from 12 to 20.5ºC.  The airmass was drier with mostly a 
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southwestly flow off the Pacific.  The mixing heights were comparable.  However, the 

sea breeze was stronger.  The lower dewpoints in the deserts led to hotter daytime 

temperatures. 

The relative importance of Factor 5 (the nitrate and NVOM containing secondary 

factor) is much higher from Aug 23 through the end of the study, less important on Aug 

9 and 10 and Aug 23 through 25, and minimal on all other days.  These patterns are 

consistent with the presence of stratus cloud moisture as summarized in the 

Meteorological section above.  Thus, the conversion of precursors to the factor 

secondary material may be directly related to atmospheric water content. The formation 

of this factor is also enhanced during the day compared to the night (Figure A1.7).  

These observations are all consistent with Factor 5 being dominated by ammonium 

nitrate. 

In contrast, Factor 6 contains both NVOM and SVOM, with SVOM being 

dominant.  However, none of the other secondary factors have significant amount of 

SVOM.  The formation of this factor does not show a significant day-night variation and 

the concentrations of the factor is highest on those days when stratus clouds, and the 

accompanying moisture, is not present (Figure A1.7 and the Meteorological Section). 

Finally, the diel pattern for Factor 7 (Figure A1.7) is consistent with the changes 

in concentrations of ozone and a 78% of the contribution of ozone to the PMF solution is 

contained in this factor.  The PMF solution described the composition of this factor well, 

with 9% the factor mass (average of only 0.09 μg/m3) being overestimated by the 

assigned components, NVOM being the most important contributor to the factor mass 

(Figure A1.7 and Table A1.2).  

As outlined in the section Other Components Used in the PMF Analysis, the 

concentration of ozone was estimated from the data at two nearby sites, Long Beach 

and Compton.  The sampling site was located adjacent to the I710 freeway and, while 
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close to this site, the Compton site is not close to a freeway and the Long Beach site is a 

couple of blocks from the nearest freeway.  It is possible that the ozone at the study site 

would be more effected by the titration of ozone by higher concentrations of NO at the 

sampling site.  To test the possible impact of this chemistry on the use of ozone in the 

PMF analysis, the EPA-PMF analysis was performed on the data set omitting ozone 

from the analysis. Reducing the number of factors to 9 produces a result with 9 factors 

consistent (the ozone factor was, of course, not present) with the 10-factor solution 

including ozone.  The concentrations of all factors are comparable, except for the 

concentration of the factor associated with auto emissions, where the average 

concentration is reduced from 0.32 μg/m3 to only 0.03 μg/m3, with the difference in mass 

being present in the Nitrate & NVOM factor.  This significant reduction in the mass of 

the Auto factor does not seem reasonable and suggests that without the ozone present 

to identify formation of secondary material during the time when the day time peaks in 

the Auto Factor are present, PMF is not able to sort out these two contribution to total 

PM2.5 mass.  Omitting ozone from the analysis but fitting for 10 factor increases the mass 

in the Auto Factor to 0.73 μg/m3 and produces a new factor with an average mass of 3.5 

μg/m3 with only NVOM material and reduces the mass in the other two secondary 

factors containing NVOM.  We conclude that inclusion of ozone in the analysis is 

essential to sorting out the presence of primary and secondary material during the day 

time. 

For the species which might be formed by secondary processes, all but 14% of the 

NVOM, 29% of the ammonium nitrate, and all of the SVOM were associated with the 

secondary factors.  The remainder was generally associated with primary diesel and 

automotive factors (Table A1.2).  None of the secondary factors was strongly associated 

with the meteorological transport vectors. 
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The final three factors are very irregular in the factor time pattern and are either 

dominated by the influence of sulfate, SO2, or chloride and are so named (Figure A1.7).  

Possible sources of either the sulfate or SO2 (Factors 8 and 9, respectively) are either ship 

traffic from transport of emissions from incoming ships, from ships in the port, or from 

emissions from nearby refineries, possibly during flare upsets.  The meteorological data 

rule out the importance of the port or ships at sea as important contributors to these two 

factors.  Generally, when episodes for these two factors were present, transport was 

either from the east, northeast, or west of the sampling site and the transport winds 

were weak.   

SCAQMD keeps logs of locations and significance of refinery upsets (SCAQMD 

website).  Under normal operations, the refinery downwind ambient air quality signal 

was small/negligible for both SO2 and sulfate. However, during upset and flare periods 

at a nearby 3.5 km upwind refinery, the PMF analysis indicated the SO2, sulfate, and 

chloride related factor concentrations (8-10) were significant (Figure A1.7).   The 

Figure A1.11.  Comparison of the diurnal variations in the concentrations of Factor 8 
(Sulfate), Factor 9 (SO2) and Factor 10 (Chloride) on 8 through 11 August.  The two 
downward arrows indicated the times for the streamlines and wind speed data 
given in Figure 12. 
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suggested impact by emissions from the refinery is corroborated by the WRF streamline 

analyses.   

An example of this impact occurred Aug 8-11 (Figure A1.11).  High 

concentrations of the three factors were correlated with the lee side stagnation 

associated with the Palo Verde convergence zone.  Figures A1.11 and A1.12 illustrate 

this condition on Aug 8.  The Palo Verde Peninsula and Hills (Figure A1.4B) are about 

500 m high, rising next to the Pacific Ocean.  Winds can go around both sides of these 

hills as shown beginning at 1100 PDT on Aug 8 in Figure A1.12A.  A 

convergence/stagnation zone then forms on the lee side of these hills during the 

morning hours.  This location is the general area of the BP/Arco refinery.  Later this 

same day at 1600 PDT, the afternoon westerlies took over, essentially removing the 

convergence zone (Figure A1.12B).  This general pattern was repeated on each day of 

the Aug 8-11 period.  There was a good correlation between these two wind patterns 

and the pollutant levels.  When stagnation conditions prevailed, the pollutant 

concentrations increased and vice versa when the westerlies took over. 

Factors 8 and 10 are dominated by sulfate and chloride, respectively.  Figure 

A1.11 indicates an excellent correlation between these two factors, indicating both are 

emitted from the refinery under the similar conditions.  Sulfur oxides can be emitted 

Figure A1.12.  Streamlines and wind speed (color shading in m/s) at 10-m above 
ground level (AGL) for (A) 1300 PDT and (B) 1700 PDT on August 8, 2015 from the 
inner nest (2 km grid cells) of the WRF simulation 
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from several oil refinery processes including catalytic cracking, the sulfur recovery 

plant, and the steam boiler, process furnace, or process heater.  Chloride is emitted 

during catalytic reforming.   Emissions of chloride and sulfur oxides are comparable315,

316 (US DHEW, 1960, McIlvaine Company website).  Conversion of emitted SO2 to 

sulfate in a steam vent can be expected to be rapid.  These refinery emission conditions 

are consistent with Figure A1.11. 

The contribution of the three classes of factors identified in this analysis, 

Transport, Secondary, and Refinery, are compared in the three pie charts in Figure 

Figure A1.13.  Pie charts of the contribution of the three factors contributing to 
Secondary Related factors, the four factors contributing to Transportation Related 
factors and the three factors contributing to the Refinery Related factors to total 
PM2.5. The area of each graph and pie section are related to the contribution of each 
to total PM2.5. 
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A1.13.  In each case, the area of the circle is proportional to the average total 

concentrations of the factors represented.  Secondary Related factors contributed to 71% 

of the total PM2.5, and Transportation Related and Refinery Related factors to 21% and 

8%, respectively.  The three factors with the highest contribution to total PM2.5 were the 

SVOM & NVOM secondary factor (44%), Nitrate & NVOM secondary factor (23%) and 

the Port 1 transportation factor (15%).  

A1.7 Conclusions 

Utilizing highly time resolved data permitted the resolution of multiple traffic 

sources because they had different diel patterns.  Three traffic sources were attributed 

to heady-duty diesel emissions, one from traffic not originating from the Long Beach 

and Los Angeles Ports south of the sampling site and two from traffic originating from 

these two ports.  The two factors associated with traffic from the Ports included 9% of 

the port traffic with higher emissions of NOX and CO by about a factor of 5 than the 

other 91% of traffic from the Ports.  It was possible to assess the relative contributions of 

primary and secondary PM sources on the measured concentrations and to identify 

specific industrial upset episodes.  These results should provide useful input into air 

quality management plans for this area of Los Angeles.  An EPA-PMF analysis of 

sources of PM2.5 during the I710 2012 study were greatly aided by the use of hourly 

average data.  Not specifically highlighted in the discussion, but also evident in the 
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analysis, was the importance of including highly time resolved measurements of the 

major PM2.5 constituents.   

Appendix A2- Chapter 2 Supplementary Information 

Supplementary Information for “An Improved Model to Calculate Equilibrium 
Constants for Formation of Proxy Radical-Water Complexes” 

Figure S1. Wavefunction of the Lennard-Jones 6-3 potential for v = 30 (of 52 bound levels) for a 
dissociation energy 10 times the harmonic frequency. Notice the high probability just inside the 
classical turning point at approximately R/Re = 6.2. The value of /Re 2 for this state is approximately 
25, so this state would have a lower rotational constant by a factor of about 0.04. 



Figure S2 Computed geometry of the water dimer. The molecule on the left is the acceptor, 
and the molecule on the right is the donor. 

Figure S3 Ratio of the vibrational-rotational partition function using MO6-2X (solid line) and 
B3LYP DFT (dashed line) options for Gaussian 09 DFT geometry optimizations compared to the 
experimental values derived from Ref. 27. The calculations use Gaussian harmonic oscillator 
frequencies, force constants, and masses in the LJ63+5HR model to calculate the partition 
function. Both methods give results correct to about 30%. 
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This section explains how output from Gaussian 09 is used in the hindered rotor 

treatment of soft vibrational modes of radical–water complexes. Gaussian output of 

each computed normal mode includes the following quantities: frequency in cm−1, 

reduced mass in amu, and force constant in mdyne/Å. We take the normal mode 

Hamiltonian to be of the form 

H=P22μ+12kQ2H=P22μ+12kQ2 (8) 

where Q has the dimensions of length. We seek to transform this to an n-fold hindered 

rotor Hamiltonian of the form 

H=p22I+W2[1−cos(nθ)]H=p22I+W2[1−cos(nθ)] (9) 

where W is the barrier height, I is the moment of inertia, and n is either 1 or 2. The 

coordinate transformation is given by Q = aθ, where a has dimensions of length, 

and θ is measured from a reference angle determined by the equilibrium 

configuration. To match the potential near equilibrium, we note that in Eq. (9) V(θ) 

≈ Wn2θ2/4, which requires that the parameter a is determined by the harmonic force 

constant 

ka2=n2W2ka2=n2W2 (10) 

and the moment of inertia is determined by the effective mass 
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I=μa2I=μa2 (11) 

Now, to transform the hindered rotor Hamilton to Mathieu’s differential equation317, 

use the coordinate transformation 2y = nθ to transform to 

d2ψdy2+(A−2qcos2y) ψ=0,d2ψdy2+(A−2qcos2y)ψ=0, (12) 

through which the barrier height parameter, q, is identified. 

q=2IWℏ2n2=μW2kℏ2,q=2IWℏ2n2=μW2kℏ2, (13) 

and the eigenvalue, A, determines the energy of the state using 

E=W2+An2ℏ28IE=W2+An2ℏ28I (14) 

In Eq. (12) and (14), A is the Mathieu eigenvalue, which comes in 4 types317. 

Eigenvalues ai where i is even have eigenfunctions which are symmetric with period π. 

Eigenvalues bi where i is even have eigenfunctions which are antisymmetric with 

period π. Both of these types of eigenvalues are allowed for both n = 1 and n = 2. 

Eigenvalues ai where i is odd have eigenfunctions which are symmetric with period 

2π. Eigenvalues bi where i is odd have eigenfunctions which are antisymmetric with 

period 2π. These types of eigenvalues are not allowed for n = 1, only for n = 2. The 

order of the eigenvalues is given by: a0, b1, a1, b2, a2, b3, a3, b4, a4, … 317. To calculate the 

partition function, take calculated harmonic frequencies, reduced masses, and force 

constants from a Gaussian calculation and estimated barrier heights, calculate 
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the a parameter using Eq. (1.), the I parameter using Eq. (11), and the q parameter 

using Eq. (13). Then calculate the Mathieu equation eigenvalues using Refs146, 147 and 

order them as listed above, retaining all those whose energy given by Eq. (14) is below 

the dissociation energy of the complex. This approximate treatment assumes a simple 

cosine form of the potential and that the effective mass (G-matrix element) of each 

hindered rotor mode is constant at its value at the equilibrium geometry. 

Equilbrium Geometry of Water Molecule 

# b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

19-Jul-2016
 --------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          8           0       -2.596175    1.240468    0.000000
      2          1           0       -1.632126    1.280504    0.000000
      3          1           0       -2.880245    2.162589    0.000000
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3 

     1  O    0.000000 
     2  H    0.964880   0.000000 
     3  H    0.964885   1.528357   0.000000 

 Rotational constants (GHZ):    813.5451119    429.3509703    281.0342620 
 Rotational temperatures (Kelvin)     39.04396    20.60557    13.48750 

Harmonic frequencies (cm**-1), reduced masses (AMU), force constants (mDyne/A): 
1             2                      3 
A             A                      A 

 Frequencies --  1618.7449    3794.4988              3904.3074 
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 Red. masses --     1.0828     1.0450 1.0821 
 Frc consts  --     1.6717     8.8653 9.7186 

Equilibrium Geometry of Water Dimer 

# b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

26-Jul-2016

 --------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          8           0        1.926626    0.493054   -3.188792 
      2          1           0        1.606197   -0.026831   -2.431578 
      3          1           0        2.345930   -0.148125   -3.773448 
      4          8           0        0.873697   -0.834461   -0.821959 
      5          1           0        1.261716   -0.435785   -0.032904 
      6          1           0       -0.073107   -0.658572   -0.753058
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3          4          5 

     1  O    0.000000 
     2  H    0.972794   0.000000 
     3  H    0.963716   1.537053   0.000000 
     4  O    2.910817   1.944144   3.368949   0.000000 
     5  H    3.356259   2.457549   3.905117   0.965458   0.000000 
     6  H    3.355291   2.456947   3.903210   0.965465   1.532974 

6 
     6  H    0.000000 

 Rotational constants (GHZ):    215.0252280      6.4093947      6.4078965 
 Rotational temperatures (Kelvin)     10.31957     0.30760     0.30753  

1                      2 3 
A                      A A 

 Frequencies --   135.9863               158.0129               162.9774 
 Red. masses --     1.0685 1.6513 1.0624 
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 Frc consts  --     0.0116 0.0243 0.0166 

4 5 6 
A A A 

 Frequencies --   187.2245               360.6935               634.4349 
 Red. masses --     2.0372 1.0986 1.0409 
 Frc consts  --     0.0421   0.0842 0.2469 

7 8 9 
A A A 

 Frequencies --  1617.3464              1637.6701              3672.8179 
 Red. masses --     1.0837 1.0767 1.0552 
 Frc consts  --     1.6702 1.7014 8.3862 

10 11     12 
A A                      A 

 Frequencies --  3789.4211              3874.3539              3895.5631 
 Red. masses --     1.0450 1.0729 1.0822 
 Frc consts  --     8.8411 9.4883 9.6765 

Equilibrium Geometry of Hydroperoxy Radical 

# b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

3-Aug-2016

 --------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          8           0        0.388873    1.195421    1.493505 
      2          1           0        0.960155    0.400247    1.517101 
      3          8           0        1.000679    2.044898    0.676427 
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3 

     1  O    0.000000 
     2  H    0.979398   0.000000 
     3  O    1.327981   1.847499   0.000000 
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Rotational constants (GHZ):    616.5472194     33.7158091     31.9676614 
Rotational temperatures (Kelvin)     29.58956     1.61810     1.53420 

1 2 3 
A A A 

 Frequencies --  1164.3761              1435.1314              3586.5474 
 Red. masses --    12.0455 1.1438 1.0687 
 Frc consts  --     9.6219 1.3880 8.0997 

Equilbrium Geometry for Hydroperoxy-Water Complex 

# b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
 Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

26-Jul-2016

 --------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          8           0        2.020074    0.089054   -3.203443 
      2          8           0        1.359234   -0.645544   -2.317455 
      3          1           0        2.471623   -0.589834   -3.775340 
      4          8           0        2.859929   -2.286289   -4.118741 
      5          1           0        2.268861   -2.559714   -3.400037 
      6          1           0        2.540918   -2.740032   -4.908335 
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3          4          5 

     1  O    0.000000 
     2  O    1.327147   0.000000 
     3  H    0.995917   1.834650   0.000000 
     4  O    2.680556   2.861601   1.773884   0.000000 
     5  H    2.667680   2.379801   2.015538   0.969875   0.000000 
     6  H    3.343899   3.534956   2.431426   0.964940   1.543208 

6 
     6  H    0.000000 

 Rotational constants (GHZ):     32.2690365      5.9080602      5.0462611 
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 Rotational temperatures (Kelvin)      1.54867     0.28354     0.24218 

       1 2 3 
A A A 

 Frequencies --   108.4895               200.5141               262.2394 
 Red. masses --     3.1114 1.1013                 3.6037 
 Frc consts  --     0.0216 0.0261 0.1460 

4 5 6 
        A A A 

 Frequencies --   301.2880               471.4750               686.9162 
 Red. masses --     1.3452 1.2964 1.0635 
 Frc consts  --     0.0719 0.1698                 0.2957 

7 8 9 
A A A 

 Frequencies --  1191.7047              1564.7881              1612.3135 
 Red. masses --    14.3274 1.1040 1.0801 
 Frc consts  --    11.9882                 1.5927 1.6542 

10 11 12 
A A  A 

 Frequencies --  3294.7624              3746.4153              3874.6854 
 Red. masses --     1.0683 1.0484 1.0788 
 Frc consts  --     6.8324 8.6695 9.5427 

Equilibrium Geometry of HEP radical, lowest energy conformation 

 # b3lyp/aug-cc-pVDZ freq=anharmonic geom=check guess=read nosymm 
 Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

27-Sep-2016

 --------------------------------------------------------------------- 
 Center     Atomic                     Coordinates (Angstroms) 
 Number     Number    X           Y           Z 
 --------------------------------------------------------------------- 
      1          6                   -0.061432    0.910957    0.782513 
      2          1 0.705371    1.659895    1.049117 
      3          1 -0.866918    0.972968    1.528178
      4          6 0.551322   -0.479198    0.865755 
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      5          1 -0.099288   -1.237915    0.412442
      6          1 0.802782   -0.748645    1.899438
      7          8        1.845509   -0.542002    0.183058
      8          8 1.734833   -0.302634   -1.109540
      9          8 -0.651527    1.193697   -0.474267
     10          1 -0.005885    0.965097   -1.159256

Interatomic distances: 
1          2          3          4          5 

     1  C    0.000000 
     2  H    1.104524   0.000000 
     3  H    1.099395   1.781421   0.000000 
     4  C    1.521489   2.152457   2.135180   0.000000 
     5  H    2.180834   3.074107   2.592706   1.097469   0.000000 
     6  H    2.179143   2.556091   2.426867   1.097422   1.806730 
     7  O    2.471206   2.626466   3.385519   1.464561   2.078256 
     8  O    2.877366   3.093721   3.918396   2.309473   2.560308 
     9  O    1.416916   2.092657   2.026055   2.457861   2.646499 
    10  H    1.943318   2.421888   2.822010   2.548948   2.707807 

   6          7          8          9         10 
     6  H    0.000000 
     7  O    2.018896   0.000000 
     8  O    3.181445   1.319225   0.000000 
     9  O    3.394434   3.111256   2.887437   0.000000 
    10  H    3.598119   2.738761   2.153999   0.968670   0.000000 

 Rotational temperatures (Kelvin)      0.42330     0.19579     0.14642 
 Rotational constants (GHZ):           8.82012     4.07967     3.05091 

1 2 3 
A                      A     A 

 Frequencies --    85.7263               167.3243               329.3932 
 Red. masses --     4.7190 4.9231 2.1870 
 Frc consts  --     0.0204 0.0812 0.1398 

    4 5 6 
A A A 

 Frequencies --   398.3672               458.3005               549.7264 
 Red. masses --     5.0648 1.1460                 2.1348 
 Frc consts  --     0.4736 0.1418 0.3801 
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7 8 9 
          A A A 

 Frequencies --   795.9505               919.9048               960.8499 
 Red. masses --     3.3120 2.5057 2.1000 
 Frc consts  --     1.2363 1.2493                 1.1423 

10 11 12 
A A A 

 Frequencies --  1080.0795              1106.5028              1165.9243 
 Red. masses --     2.4795 3.2882 4.9505 
 Frc consts  --     1.7042   2.3720 3.9650 

13 14 15 
A A     A 

 Frequencies --  1212.2830              1264.4977              1349.1838 
 Red. masses --     1.1182 1.2748 1.3282 
 Frc consts  --     0.9682 1.2010 1.4244 

16 17 18 
A A                      A 

 Frequencies --  1363.8102              1424.1811              1445.8708 
 Red. masses --     1.2517 1.2480 1.1029 
 Frc consts  --     1.3717 1.4914 1.3585 

 19 20 21 
          A A A 

 Frequencies --  1469.8634              3004.1336              3070.1907 
 Red. masses --     1.0828 1.0681                 1.0604 
 Frc consts  --     1.3784 5.6792                 5.8893 

22 23 24 
A A A 

 Frequencies --  3086.3711              3141.5547              3752.7782 
 Red. masses --     1.0914 1.1103 1.0660 
 Frc consts  --     6.1255 6.4560 8.8449 

X matrix of Anharmonic Constants (cm-1) 
Note:  numbering of normal modes is reversed from normal mode numbering 
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1             2             3             4             5 
      1       -98.258
      2         0.862       -36.368
      3        -4.270       -14.655       -46.916
      4        -0.217      -113.370       -41.060       -25.833
      5        -2.685 -0.964       -30.731 -4.245       -60.121
      6         0.174 -0.551       -13.339 -2.026        11.032 
      7        -0.145       -21.318 -1.080 -5.058 -0.030
      8        -4.589 -1.368 -2.786 -0.507 10.319
      9        -5.425 -2.159 -0.895 1.521 3.465
     10        -2.782 -7.108 -2.590 2.291 2.029
     11    -2.097 -5.689 -2.303 -6.647 -0.342
     12        -5.781 -1.626 -2.481 -1.822 -5.089
     13        -1.137 -2.040 -0.461 -1.224 -0.004
   14         0.029 -2.182 1.349 -1.682 1.321

     15         0.248 -1.388 1.110 -1.970 -1.942
     16        -1.982 0.114 -4.590 -1.084 0.227
     17        -2.100 -0.953 0.146 -1.112 -1.115
     18         0.771 0.414 -1.828 -0.293 0.796
     19         0.830 -0.418 -0.489 -0.377 0.569
     20        12.504 1.078 -5.437 -0.217 5.865
     21         0.008 -0.492 0.472 -0.156 0.723
     22         1.105 -0.962 -0.568 -0.713 0.916
     23        -1.422 0.292 0.583 0.372 1.307
     24         6.612 -1.890 1.053 -0.164 3.841

6             7             8             9            10
      6        -2.480
      7        -0.639 -6.479
      8        -3.104 -2.271 -6.819
      9        -0.814 -1.522 -8.488 -5.605
     10        -0.984 -0.272 -4.375 -8.415 -3.974
     11        -0.968 -0.984 -4.336 -2.534 -4.149
     12        -1.338 -0.582 -8.394 -4.750 -2.244
     13        -0.234 -1.436 -1.131 -1.682 -4.697
     14        -2.272 -3.033 -5.910 -3.884 -1.629
     15 -5.880 -3.814 -3.067 -2.846 -1.844
     16        -4.853 -1.542 -1.603 -0.888 -3.030
     17        -1.921 -3.321 -1.987 -3.458 -2.643
     18        -2.208 -1.974 -1.058 -0.477 -2.503
     19        -0.760 -1.846 -0.392 0.638 -0.159
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     20        -0.072 -1.900 -2.356         0.774         0.156 
     21        -1.032 0.746 -1.514       0.643        -0.273
     22         0.344 1.154 1.603         1.500         0.473
     23        -1.238 -0.336 0.208         0.485         0.002
     24        -2.233 1.103 -1.666         2.915         1.106
               11            12            13            14            15 
     11        -1.611
     12        -2.879 -1.937
     13        -3.487 -0.595 -6.150
     14        -1.305 -5.329 -2.525 -3.880
     15        -1.239 -2.663 -0.907 -4.648 -3.444
     16        -3.606 -0.180 -1.551 -1.622 -3.152
     17         0.013 -1.216 -1.030 -4.145 -2.937
     18        -3.853 -0.723 -1.797 -2.611 -3.910
     19        0.531 1.049 -1.640 -0.327 -0.887
     20         6.996 6.731 -1.752 1.347 5.651
     21        -0.806 -0.564 -1.106 -1.267 -0.576
     22        -0.145 0.843 0.252 -0.741 -3.495
     23         2.525 -0.227 -0.016 -0.503 -2.275
     24        -3.062 0.002 0.426 -1.943 -1.884
               16            17            18            19            20 
     16        -2.339
     17        -3.168 -1.942
     18    -5.491 -2.388 -2.640
     19         1.528 0.570 -1.805 -0.428
     20        10.473 -4.050 2.897 -4.095       -30.619
     21         1.113 -0.574 -1.973 -1.042         1.558 
     22        -0.670 -0.328 -1.300 4.080         4.445 
     23         0.562 -0.109 -1.672 -4.041       -12.043
     24     -1.514 0.264 -1.950 5.017        -7.288
               21            22            23            24 
     21        -0.676
     22        -1.906 -0.010
     23         3.120 1.498 -1.955
     24         0.885 -1.875 -5.471 -1.719

Geometry of HEP radical, lowest excited energy conformation 

 # b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
 Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 
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19-Jul-2016

--------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          6           0       -2.850408    1.301556    0.056602
      2          1           0       -2.502920    1.778681    0.988648
      3          1           0       -3.948210    1.285371    0.075554
      4          6           0       -2.351299   -0.128752   -0.005440
      5          1           0       -2.571418   -0.605416   -0.967864
      6          1           0       -2.737788   -0.734926    0.825602
      7          8           0       -0.893954   -0.074926    0.132617
    8          8           0       -0.329781   -1.236812   -0.120060

      9          8           0       -2.481584    2.065346   -1.084651
     10          1           0       -1.520228    2.154245   -1.101720
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3          4          5 

     1  C    0.000000 
     2  H    1.103225   0.000000 
     3  H    1.098085   1.779314   0.000000 
     4  C    1.516160   2.156270   2.134579   0.000000 
     5  H    2.182638   3.084891   2.561123   1.096322   0.000000 
     6  H    2.179748   2.529816   2.471698   1.098841   1.805816 
     7  O    2.393364   2.599504   3.343971   1.464859   2.075178 
     8  O    3.581631   3.878784   4.415054   2.308131   2.478380 
     9  O    1.421923   2.093132   2.026186   2.448619   2.674823 
    10  H    1.959124   2.340165   2.834786   2.665443   2.956120 

   6          7          8          9         10 
     6  H    0.000000 
     7  O    2.077391   0.000000 
     8  O    2.635273   1.316099   0.000000 
     9  O    3.399446   2.929688   4.057701   0.000000 
    10  H    3.680262   2.623930   3.725599   0.965608   0.000000 

 Rotational constants (GHZ):     13.9191405      2.7671052      2.5086211 
 Rotational temperatures (Kelvin)      0.66801     0.13280     0.12039 
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1 2 3 
A     A A 

 Frequencies --    55.0481               141.6000               264.7537 
 Red. masses --     9.0547 4.1763 1.8529 
 Frc consts  --     0.0162 0.0493 0.0765 

4 5                      6 
A A A 

 Frequencies --   346.2859               404.0647               543.7453 
 Red. masses --     1.2624 3.6647 3.3533 
 Frc consts  --     0.0892 0.3525 0.5841 

7                      8 9 
A A A 

 Frequencies --   807.6011               881.1619               994.4075 
 Red. masses --     2.1123 2.2114 2.8137 
 Frc consts  --     0.8117 1.0116 1.6393 

10 11 12 
A                      A A 

 Frequencies --  1083.6034              1091.9567              1188.4459 
 Red. masses --     1.9984 2.7883 2.8578 
 Frc consts  --     1.3825 1.9588 2.3781 

13 14 15 
  A A A 

 Frequencies --  1213.1357              1232.1482              1348.3011 
 Red. masses --     1.6626 1.2696 1.3224 
 Frc consts  --     1.4416 1.1357                 1.4164 

16 17 18 
A A A 

 Frequencies --  1371.0995              1406.4287              1453.2708 
 Red. masses --     1.2122 1.3326 1.0946 
 Frc consts  --     1.3426 1.5530 1.3621 

19                     20                     21 
A A A 

 Frequencies --  1467.2111              3020.0926              3063.3918 
 Red. masses --     1.0839 1.0679 1.0585 
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 Frc consts  --     1.3748 5.7387 5.8523 

22 23 24 
A A A 

 Frequencies --  3102.5030              3138.6847              3808.4491 
 Red. masses --     1.0961 1.1089 1.0666 
 Frc consts  --     6.2161 6.4362 9.1149 

missing here:  x matrix output 

Geometry of HEP-water complex (lowest energy conformation - conf. #1) 

# b3lyp/aug-cc-pVDZ opt=(calcall,noraman) scf=(qc,fulllinear) nosymm 
 Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

18-Jul-2016

--------------------------------------------------------------------- 
 Center     Atomic      Atomic             Coordinates (Angstroms) 
 Number     Number       Type             X           Y           Z 
 --------------------------------------------------------------------- 
      1          6           0        0.019924   -0.014844    0.695285 
      2          1           0       -0.322364    0.874234    0.141115
      3          1           0       -0.853805   -0.456922    1.197221
      4          6           0        0.991385    0.425890    1.784497 
      5          1           0        1.413273   -0.431626    2.321840 
      6          1           0        0.528510    1.142673    2.475575 
      7          8           0        2.173162    1.074228    1.208730 
      8          8           0        1.877583    2.231584    0.652748 
      9          8           0        0.558330   -0.996872   -0.163582 
     10          1           0        1.150797   -0.558653   -0.801725 
     11          8           0        2.264876    0.615869   -1.834823 
     12          1           0        2.466396    1.392622   -1.291608 
     13          1           0        2.081178    0.952941   -2.719172 
 --------------------------------------------------------------------- 

Distance matrix (angstroms): 
1          2          3          4          5 

     1  C    0.000000 
     2  H    1.102146   0.000000 
     3  H    1.100352   1.780384   0.000000 
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     4  C    1.524587   2.151198   2.128139   0.000000 
     5  H    2.181928   3.077867   2.530820   1.096385   0.000000 
     6  H    2.183561   2.499150   2.470564   1.098007   1.812418 
     7  O    2.467010   2.721663   3.392209   1.465758   2.020901 
     8  O    2.915329   2.635135   3.871046   2.307972   3.177128 
     9  O    1.411351   2.090335   2.034074   2.450877   2.688448 
    10  H    1.953367   2.261043   2.832766   2.771873   3.137146 
    11  O    3.440793   3.265715   4.479994   3.841529   4.370391 
    12  H    3.451656   3.177830   4.542997   3.545793   4.182578 
    13  H    4.104131   3.736904   5.093130   4.663525   5.270192 

6          7          8          9         10 
     6  H    0.000000 
     7  O    2.077128   0.000000 
     8  O    2.515636   1.317557   0.000000 
     9  O    3.397601   2.963170   3.581864   0.000000 
    10  H    3.744656   2.784504   3.229417   0.974823   0.000000 
   11  O    4.676753   3.079240   2.991411   2.882062   1.920408 
    12  H    4.243765   2.537529   2.197971   3.259270   2.403801 
    13  H    5.425143   3.930851   3.611956   3.556948   2.612877 

       11         12         13 
    11  O    0.000000 
    12  H    0.969040   0.000000 
    13  H    0.964072   1.542612   0.000000 

 Rotational constants (GHZ):      3.2208005      2.9263491      1.7315404 
 Rotational constants (GHZ):           3.22080     2.92635     1.73154 

1   2 3 
A A A 

 Frequencies --    66.8632               100.5385               106.3835 
 Red. masses --     4.0279 7.7110 4.4161 
 Frc consts  --     0.0106 0.0459 0.0294 

4                      5 6 
A A A 

 Frequencies --   154.3897               162.4635               194.0686 
 Red. masses --     5.5633 1.2319 3.4642 
 Frc consts  --     0.0781 0.0192 0.0769 

7 8 9 
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             A A A 
 Frequencies --   269.5284               284.9710               413.2710 
 Red. masses --     1.3321 2.1926 1.0976 
 Frc consts  --     0.0570 0.1049 0.1105 

10 11 12 
  A A A 

 Frequencies --   449.7044               561.0418               668.0746 
 Red. masses --     2.1679 3.3042 1.0580 
 Frc consts  --     0.2583 0.6128                 0.2782 

13 14 15 
A A                      A 

 Frequencies --   801.3369               872.9150               966.1067 
 Red. masses --     3.3218 2.2457 2.2646 
 Frc consts  --     1.2568 1.0082 1.2454 

16            17 18 
A A A 

 Frequencies --  1084.0211              1113.0981              1163.7123 
 Red. masses --     2.8618 2.9344 3.6277 
 Frc consts  --     1.9814 2.1421 2.8945 

19 20 21 
A A A 

 Frequencies --  1245.6440              1260.8008              1350.3474 
 Red. masses --     1.2548 1.2115 1.3210 
 Frc consts  --     1.1471 1.1347 1.4192 

22 23 24 
           A A A 

 Frequencies --  1378.7321              1437.7938              1449.9834 
 Red. masses --     1.2987 1.1186 1.1420 
 Frc consts  --     1.4545 1.3625        1.4147 

25 26 27 
A A A 

 Frequencies --  1464.8101              1621.1083              3023.3722 
 Red. masses --     1.0889 1.0818 1.0608 
 Frc consts  --     1.3766 1.6750 5.7129 
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28                     29 30 
A A      A 

 Frequencies --  3068.0876              3080.4631              3148.4134 
 Red. masses --     1.0650 1.0950 1.1095 
 Frc consts  --     5.9068 6.1219 6.4796 

31                     32 33 
A A A 

 Frequencies --  3626.6180              3743.4533              3881.1274 
 Red. masses --     1.0676 1.0499 1.0784 
 Frc consts  --     8.2728 8.6682 9.5708 

X matrix of Anharmonic Constants (cm-1) 
Note: Numbering of modes is the reverse of the numbering of normal modes above 

1             2             3             4             5 
      1       -64.282
      2      -105.244       -66.798
      3        -6.547       -12.158      -120.083
      4         0.065         0.402        -0.145       -39.671
      5        -0.127 -0.197 -4.703       -18.280       -33.801
      6        -0.079 -0.045 -1.481       -95.717       -48.270
      7        -0.191 0.520 -6.029 -2.275       -76.126
      8       -18.133       -16.370 -1.025 -0.067         0.079 
      9        -0.047         0.010        -1.046 -0.745       -15.416
     10         0.231         0.978         5.323 -6.140 -1.594
     11         0.178         0.757         2.385       -15.901 -1.921
     12        -0.027         0.067   -1.767 -1.084 -2.828
     13         0.009         0.041        -0.958 -8.932 -2.017
     14        -0.428 -1.406 -2.129 -6.291 -2.483
     15         0.225 0.888 1.516 -1.240 -2.865
     16         0.030 0.448 -0.330 -3.204 -0.329
     17         0.008 0.125 0.419 -2.551 1.399
     18         0.069 -0.377 2.242 -1.122 0.961

 19        -0.324 -0.977 -1.041 0.331 -4.029
     20   -0.241 -0.685 -0.884 -2.136 0.081
     21         0.007 0.101 -0.530 0.898 -1.934
     22         5.496 4.777 70.303 -0.095 -0.512
     23         0.550 1.642 2.433 0.081 -0.423
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     24        -0.064         0.163         0.579        -1.287 -0.040
     25         8.186        21.733        28.623        -1.131 0.443
     26        -0.474         8.323         0.180     -0.349 -0.472
     27        -2.102        15.184        -3.019 -0.479 0.028
     28         0.831         2.229        10.271 -0.080 0.819
     29         8.329        11.524        36.085 -0.398 0.328
     30         0.029         1.491         8.117 -0.267 0.503
     31         2.430         4.560        11.492 -0.734 0.275
     32       2.112         4.223        -0.642 -0.338 -0.083
     33        -0.191         0.582         2.965 -0.139 -0.668

6             7             8             9            10
      6       -25.319

   7       -20.182       -44.388
      8         0.084         0.084       -16.021
      9        -3.893         3.853        -0.231 -0.885
     10        -1.490 -0.080 -0.201 -2.751 -6.390
     11        -4.305 -0.049 -0.313 -1.420       -15.538
     12        -1.264 12.626 -0.046 -2.022 -2.159
     13         3.182 -0.614 -0.011 -1.108 -1.300
     14        -8.044 0.035 -0.002 -0.553 -2.195
     15        -1.149 -6.624 -0.106 -1.443 -3.231
     16        -1.484 -1.464 -0.121 -0.851 -0.877
     17        -2.055 -0.537 0.019 -3.064 -3.997
     18    -0.299 0.881 0.059 -3.828 -4.743
     19        -0.843 -1.635 0.008 -5.513 -1.028
     20        -3.089 0.052 0.136 -1.383 -1.585
     21         0.175 -1.019 -0.053 -2.242 -5.067
     22         0.561 3.924 0.364 -0.781 1.005
     23         0.101 -1.931 0.049 -1.815 0.489
     24        -0.870 1.096 0.358 -0.756 -0.433
     25        -0.397 1.246 2.978 -0.416 -3.217
     26        -0.268 -0.156 0.305 -0.503 -1.044
     27        -0.133 -0.939 1.808 -0.407 -0.218
     28         0.315 0.589 -0.734 -0.830 -0.157
     29        -0.036 2.405 -2.621 0.167 -3.324
     30         0.149 0.673 0.065 -0.833 -0.988
     31        -0.300 1.773 -0.048 -0.142 -1.810
     32         0.028 -1.214 -0.983 -0.036 -0.935
     33        -0.244 0.755 -0.007 0.050 0.159
               11            12            13            14            15 
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     11        -4.294
     12        -1.446 -9.204
     13        -0.591 -5.113 -4.632
     14        -1.270 -1.786 -6.071 -2.920
     15        -2.820 -8.430 -2.210 -0.927 -1.649
     16        -0.412 -1.610 -4.805 -2.485 -3.414
     17        -3.914 -2.805 0.000 -1.701 -2.948
     18        -2.842 -5.343 -3.379 -1.962 -3.782
     19        -1.316 -1.420 -3.946 -5.357 -0.826
     20        -2.144 -2.872 -0.654 0.850 -1.054
     21        -3.667 -0.423 -5.640 -5.035 -2.332
     22         3.819 1.807 0.958 1.856 0.607
     23         0.127 -0.435 -4.066 0.550 3.057
     24        -0.509 -0.176 1.134 -1.326 -1.050
     25        -1.815 -0.473 0.146 1.430 -1.622
     26        -0.520 0.175 0.366 0.423 -0.574
     27         0.557 -0.941 -0.347 0.298 0.065
     28        -0.644 -0.080 -0.440 1.753 -2.260
     29        -1.526 -0.153 0.054 1.885 -1.410
     30        -0.476 -0.148 -0.163 -0.478 0.013
     31        -0.817 0.652 -0.256 -0.500 0.359
     32        -0.722 -0.025 0.349 1.152 -1.299
     33        -0.485 -0.208 0.513 0.376 0.680
               16            17            18            19            20 
     16        -5.459
     17  -1.958 -2.906
     18        -1.438 -6.220 -3.357
     19        -0.881 -1.088 -3.002 -3.095
     20        -0.217 -3.293 -4.483 -3.142 -1.208
     21        -1.242 -1.845 -2.470 -7.650 -0.855
     22         0.139 -2.134 -0.370 1.696 1.089
     23        -1.070 -0.593 -2.074 -1.445 0.036
     24        -0.846 -2.858 -1.330 -1.957 -1.861
     25        -1.054 -0.781 -0.081 0.970 0.516
     26         0.181 -0.579 -1.939 -0.106 -1.092
     27        -1.567 0.089 1.097 -0.564 -0.295

  28         0.265 -0.420 0.459 -0.011 -0.864
     29        -0.331 -0.536 -1.398 1.063 -0.099
     30         0.411 0.125 -1.347 0.328 -0.088
     31         0.301 -0.648 0.212 -0.185 0.051
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     32        -0.716 -0.147    0.241         0.067         1.409 
     33         0.142 -0.722 -0.324 -0.281 -0.178
               21            22            23            24            25 
     21        -3.342
     22         4.508       -56.555
     23         0.674        -9.302 -0.669
     24        -1.467 -2.684 2.665 -1.029
     25  -0.879       -39.059 -3.176       -12.345       -46.280
     26        -0.552 -2.386         0.956         0.012        -3.232 
     27        -1.070 10.837         0.374        -1.071 -7.338
     28        -0.096       -11.169 -1.334 -1.251 -4.271
     29        -0.241       -52.478 -2.523 -2.912       -44.613
     30        -1.285 -9.982 -2.304 2.595        -6.096
     31        -0.200       -15.191 0.221 -1.883       -19.014
     32        -0.073         3.491        -2.260 0.744        -8.161
     33        -0.503 -4.165 0.478 -1.252 -3.306
               26            27            28            29            30 
     26        -2.241
     27       -16.202 -6.907
     28        -1.742 -2.160 -1.895
     29        -0.408 9.187 -4.153       -18.223
     30        -4.498 -0.567 -4.216 -2.148 -0.775
     31         1.699 3.117 -0.406       -12.561 -2.998
     32        -3.380 -6.317         0.547        -2.495 -5.178
     33        -1.973 -2.357 -0.301         4.414         0.203
               31            32            33 
     31        -0.728
     32        -1.382 -3.240
     33         2.576 -1.283 -0.142

Equilibrium Geometry of HEP-water complex, 1st excited conformation (conf. #2, 
#256) 

# b3lyp/aug-cc-pVDZ freq=anharmonic geom=check guess=read nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

26-Sep-2016

 --------------------------------------------------------------------- 
 Center     Atomic                     Coordinates (Angstroms) 
 Number     Number    X           Y           Z 
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 --------------------------------------------------------------------- 
      1          6                   -2.655070    1.139493   -0.172259
      2          1 -2.099949    1.887521    0.419319
      3          1 -3.726625    1.378842   -0.093786
      4          6 -2.456402   -0.240541    0.451495
      5          1 -2.883909   -1.038735   -0.164321
      6          1    -2.844182   -0.266938    1.479308
      7          8  -1.026276   -0.514661    0.584427
      8          8 -0.574259   -1.309169   -0.365976
      9          8 -2.314725    1.189021   -1.538267
     10          1 -1.342926    1.194311   -1.635174
     11          8 0.539187    1.002896   -1.695773 
     12          1 0.626186    0.113701   -1.315893 
     13          1 0.965211    0.959939   -2.559950 

Interatomic distances: 
1          2          3          4          5 

     1  C    0.000000 
     2  H    1.103481   0.000000 
     3  H    1.100762   1.779917   0.000000 
     4  C    1.527427   2.157949   2.129131   0.000000 
     5  H    2.190230   3.085159   2.561215   1.095037   0.000000 
     6  H    2.177495   2.513793   2.441705   1.098849   1.816250 
     7  O    2.441673   2.636383   3.367078   1.462215   2.070284 
     8  O    3.219200   3.628119   4.151735   2.313587   2.334156 
     9  O    1.408640   2.089539   2.028797   2.454154   2.678543 
    10  H    1.965921   2.296642   2.844635   2.766372   3.086184 
    11  O    3.541614   3.495885   4.572182   3.889788   4.269800 
    12  H    3.623091   3.686355   4.694794   3.570924   3.869754 
    13  H    4.340477   4.373975   5.317026   4.713533   4.954741 

6          7          8          9         10 
     6  H    0.000000 
     7  O    2.041314   0.000000 
     8  O    3.105458   1.318646   0.000000 
     9  O    3.392035   3.011389   3.262582   0.000000 
    10  H    3.753534   2.819128   2.910176   0.976633   0.000000 
    11  O    4.810489   3.154832   2.890288   2.864309   1.892792 
    12  H    4.472302   2.595513   2.089969   3.139223   2.268713 
    13  H    5.686150   4.003445   3.511743   3.443007   2.497526 

11         12         13 
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    11  O    0.000000 
    12  H    0.970848   0.000000 
    13  H    0.964440   1.542315   0.000000 

1 2 3 
            A A A 

 Frequencies --    67.8709 92.2393               117.7660 
 Red. masses --     3.9320 8.3220 4.7966 
 Frc consts  --     0.0107 0.0417 0.0392 

4 5 6 
              A A A 

 Frequencies --   144.0318               189.7728               226.5956 
 Red. masses --     5.7080 3.0532 1.1974 
 Frc consts  --     0.0698 0.0648 0.0362 

7 8 9 
A A       A 

 Frequencies --   308.6176               331.2140               417.5601 
 Red. masses --     3.0194 1.1844 1.0638 
 Frc consts  --     0.1694 0.0766 0.1093 

10 11 12 
A A A 

 Frequencies --   479.4506               504.6736               705.9296 
 Red. masses --     3.9056 2.1676 1.0524 
 Frc consts  --     0.5290   0.3253 0.3090 

13 14 15 
A A A 

 Frequencies --   806.0844               887.9048               960.0680 
 Red. masses --     3.1710 2.2127 2.4606 
 Frc consts  --     1.2140 1.0278 1.3362 

16 17 18 
          A A                      A 

 Frequencies --  1085.4094              1111.8399              1171.6869 
 Red. masses --     2.7673 3.0218 3.4068 
 Frc consts  --     1.9208 2.2009 2.7556 
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 19 20 21 
A A A 

 Frequencies --  1243.5488              1276.8607              1340.1608 
 Red. masses --     1.1638 1.4020                 1.2809 
 Frc consts  --     1.0604 1.3467 1.3555 

22 23 24 
A A    A 

 Frequencies --  1382.0091              1433.5062              1454.9353 
 Red. masses --     1.2864 1.0966 1.1528 
 Frc consts  --     1.4476 1.3277 1.4378 

25                26 27 
A A A 

 Frequencies --  1462.8214              1623.4459              3010.5287 
 Red. masses --     1.0852 1.0791 1.0631 
 Frc consts  --     1.3681 1.6757 5.6766 

28 29 30 
A A A 

 Frequencies --  3064.2388              3074.7302              3154.3563 
 Red. masses --     1.0699 1.0883 1.1087 
 Frc consts  --     5.9186 6.0619 6.4994 

31 32 33 
       A A A 

 Frequencies --  3584.0811              3714.9350              3871.7190 
 Red. masses --     1.0684 1.0523 1.0760 
 Frc consts  --     8.0860 8.5564            9.5034 

 Rotational temperatures (Kelvin)      0.16105     0.13480     0.08246 
 Rotational constants (GHZ):           3.35566     2.80874     1.71828 

X matrix of Anharmonic Constants (cm-1) 
note:  numbering of modes is reversed from numbering of normal modes above 

1             2             3             4             5 
      1       -70.060 
      2       -78.201       -76.122 
      3        -6.300       -22.298      -119.417
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      4         0.048         0.470         0.061  -42.947
      5        -0.021         0.005        -4.488       -27.716       -30.508
      6         0.073         0.535        -2.030       -74.116       -75.948
      7        -0.030         0.290        -5.323 -2.158       -50.371
      8  -17.958       -15.804 -1.613 -0.109 -0.114
      9         0.039        -0.068 -0.645 -0.605       -12.902
     10         0.859         1.150 13.408 -0.901 -1.665
     11         0.002         0.048         0.543       -22.369 -3.090
     12        -0.127 -0.541 -2.095 -0.986 -2.194
     13        -0.072 -0.503 -1.421 -8.382 -1.845
     14         0.065 0.440 -0.046 -6.542 -3.342
     15         0.164 0.037 2.389 -2.830 -2.543
     16        -0.134 -0.492 -0.354 -2.168 -0.715
     17         0.029 0.170 0.114 -2.507 0.803
     18        -0.010 -0.781 2.349 -2.000 0.633
     19        -0.140 -1.286 -0.462 0.388 -3.626
     20         0.060 0.339 -0.418 -1.001 -0.570
     21 0.131 0.560 0.173 1.200 -1.826
     22         2.859 10.127 60.526 -0.326 -0.960
     23         0.295 2.043 0.082 -0.507 -0.157
     24        -0.039 -0.599 1.596 0.082 -0.296
     25         4.436 22.049 20.216 -0.859 -0.851
     26        -1.159 18.323 18.559 -0.331 0.461
     27         0.075 1.147 0.979 -0.028 -0.292
     28        -2.633 21.568 19.655 -0.427 -0.184
     29        -0.610 1.498 13.470 0.052 0.693
     30         4.435 5.455 5.979 -0.430 -0.025
     31         0.908 3.012 6.181 0.079 0.313
     32        -0.174 6.784 2.930 -0.628 -0.012
     33        -0.704 2.000 2.957 0.334 -1.076

6  7             8             9            10 
      6       -23.506
      7       -25.238       -50.674
      8         0.014        -0.065       -17.481
      9        -5.749 4.465        -0.044 -1.358
     10        -0.650 0.653        -0.472 -3.642       -14.248
     11        -5.941 -0.272 -0.147 -0.579 -4.289
     12        -1.702 15.819 0.040 -1.148 -3.602
     13         2.196 -0.684 -0.015 -0.982 -0.875
     14        -6.410 -0.512 0.037 -0.250 -3.226



     15        -1.414 -5.754 -0.278 -1.741 -9.033
     16        -2.137 -0.403 -0.014 -0.880 -1.298

 17        -1.228 -0.818 -0.033 -2.774 -3.317
     18        -0.180 1.146 0.036 -4.230 -8.200
     19        -1.519 -0.261 0.003 -4.723 -2.146
     20        -2.031 -1.775 0.200 -2.255 -1.374
     21        -0.876 -0.554 -0.134 -2.296 -1.237
     22        -0.287 2.069 3.394 -0.020 15.038
     23        -0.924 -0.021 0.231 -1.847 0.488
     24         0.350 0.542 -0.326 -0.488 0.183
     25        -0.712 0.608 1.416 -0.081 -7.069
     26        -0.079 0.257 -3.250 -0.022 -5.994
     27        -0.166 0.005 0.202 0.370 -1.051
     28        -0.535 -0.262 -8.549 -0.694 -9.417
     29         0.262 0.775 0.090 -0.002 -4.866
     30       -0.490 0.493 -1.066 -0.130 -1.688
     31   0.075 0.499 -0.068 0.211 -2.062
     32        -0.584 -0.495 -0.332 -0.704 -2.007
     33        -0.528 0.676 -0.576 -0.160 -3.142
               11            12            13            14            15 
     11        -5.640
     12        -1.260       -10.047
     13        -0.614 -3.973 -4.503
     14        -1.472 -2.166 -7.063 -2.389
     15        -1.678 -9.742 -2.175 -1.964 -2.519
     16        -1.084 -1.540 -3.092 -5.601 -1.641
     17        -3.713 -2.946 -0.965 -2.147 -3.229
     18        -2.336 -6.786 -2.213 -1.170 -3.283
     19        -1.776 -1.770 -4.291 -4.206 -1.890
     20        -0.514 -3.729 -1.672 -2.199 -0.775
     21    -2.854 -0.800 -2.038 -5.358 -1.337
     22         4.646 -0.208 0.876 0.085 -1.613
     23         1.224 -1.772 0.182 -1.807 0.579
     24        -0.346 -0.177 0.078 0.036 -0.997
     25        -0.498 0.302 0.864 0.454 -1.093
     26        -0.460 0.328 0.405 -0.469 -1.128
     27         0.551 -1.634 0.704 -1.115 -0.261
     28        -0.946 -0.101 0.077 0.028 -0.890
     29        -0.269 -0.033 0.151 0.646 -3.692
     30         0.011 0.142 0.293 -0.935 
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     31        -0.366 -0.207         0.502         0.214        -0.390
     32        -0.537 -0.035 -0.232 -0.738 -0.852
     33         0.795 -1.947 -0.458 -1.063 -0.768

     16            17            18            19            20 
     16        -3.820
     17        -6.478 -2.501
     18        -2.935 -4.983 -3.397
     19        -1.550 -1.040 -4.248 -3.283
     20        -1.446 -2.916 -3.564 -3.019 -1.624
     21        -1.563 -2.158 -2.610 -5.924 -2.058
     22         0.371 -0.772 0.094 2.264 0.104
     23        -0.776 -0.873 0.036 -0.090 -0.537
     24        -1.947 -1.089 -2.760 -2.405 0.921
     25        -0.282 -0.572 1.159 1.825 0.728
     26         0.042 -0.419 -0.026 0.778 0.013
     27        -0.013 -0.287 1.056 -1.048 -0.750
     28         0.201 -0.504 -0.373 0.689 0.353
     29         0.039 -0.395 -0.984 0.060 -0.051
     30         0.247 -0.334 -0.893 0.623 -0.867
     31         0.118 -0.597 -0.917 0.574 0.236
     32        -0.370 -0.560 0.309 0.732 -0.556
     33        -0.578 -0.201 -0.123 0.328 0.160
               21            22            23            24            25 
     21        -3.087
     22        -0.691       -35.820
     23        -3.210 -1.159 -1.825
     24        -1.279 -3.684 3.079 -2.623
     25        -1.200       -35.528 -0.996 -5.831       -19.812
     26        -0.755       -19.388 -1.470 -1.185       -31.147
     27        -0.179 -1.809 -0.032 2.302        -1.180
     28        -1.178       -14.386 -1.405 -1.967       -61.775
     29        -0.198       -14.990 -0.537 -0.467 -5.397
     30        -0.286 -4.318 -2.829         2.120       -11.546
     31        -0.347 -4.281 -0.659         0.328        -3.397
     32        -0.045 -6.824 -3.765         0.867        -9.133
     33        -0.154 -5.919 -1.651         0.702        -1.918
               26            27            28            29            30 
     26        -7.822
     27        -1.029 -0.378
     28       -62.131 -1.426       -44.350
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     29        -9.076         0.149       -22.871 -4.683
     30        -8.622 -1.915       -22.520 -3.345 -3.478
     31        -4.009 -0.104 -5.447 -4.184 -4.317
     32        -7.604 -0.955       -19.287 -4.455 -7.503
     33        -4.730         0.084       -24.361 -6.050 -3.497
               31            32            33 

  31         0.333
     32        -4.252 -0.801
     33        -1.005 -5.480 -1.782

Equilbrium Geometry of HEP-water complex, 2nd excited conformation (conf. #3, 
#248) 

# b3lyp/aug-cc-pVDZ freq=anharmonic geom=check guess=read nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

27-Sep-2016

 --------------------------------------------------------------------- 
 Center     Atomic                     Coordinates (Angstroms) 
 Number     Number    X           Y           Z 
 --------------------------------------------------------------------- 
      1          6                   -0.055251    0.905000    0.783159 
      2          1    0.712982    1.657664    1.024373 
      3          1                   -0.858503    0.977774    1.527671 
      4          6 0.544884   -0.488813    0.867777 
      5          1                   -0.120514   -1.243870    0.431139
      6          1 0.801386   -0.752405    1.901194 
      7          8 1.835517   -0.568729    0.175669 
      8          8 1.741937   -0.224727   -1.094005 
      9          8                   -0.652023    1.180894   -0.484449
     10          1 0.004434    0.946588   -1.159793 
     11          8                   -2.650343   -0.799692   -0.165559
     12          1                   -2.147389   -0.027863   -0.483928
     13          1                   -3.509772   -0.750832   -0.597620
 --------------------------------------------------------------------- 

Interatomic distances: 
              1          2          3          4          5 

     1  C    0.000000 
     2  H    1.102211   0.000000 
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     3  H    1.097638   1.784691   0.000000 
     4  C    1.519880   2.158736   2.134440   0.000000 
     5  H    2.178490   3.076612   2.585094   1.097049   0.000000 
     6  H    2.175045   2.566138   2.426576   1.096916   1.803468 
     7  O    2.473040   2.633859   3.387821   1.466674   2.084979 
     8  O    2.833710   3.014908   3.883488   2.313280   2.614085 
     9  O    1.427966   2.089759   2.032860   2.459476   2.645805 
    10  H    1.944314   2.403799   2.822782   2.542342   2.710127 
    11  O    3.246620   4.332030   3.039260   3.372522   2.636926 
    12  H    2.617783   3.646601   2.592116   3.047608   2.534610 
    13  H    4.072106   5.124779   3.812370   4.319291   3.576102 

6          7          8          9         10 
     6  H    0.000000 
     7  O    2.020050   0.000000 

  8  O    3.183441   1.318774   0.000000 
     9  O    3.397254   3.112040   2.842248   0.000000 
    10  H    3.590453   2.726263   2.096479   0.970528   0.000000 
    11  O    4.023448   4.504744   4.526005   2.831553   3.329540 
    12  H    3.861223   4.073223   3.941803   1.922814   2.456969 
    13  H    4.982987   5.404004   5.301286   3.451246   3.942958 

11         12         13 
    11  O    0.000000 
    12  H    0.974700   0.000000 
    13  H    0.963163   1.546511   0.000000 

             1 2 3 
A A A 

 Frequencies --    38.9389                70.2566 96.0895 
 Red. masses --     7.1377 6.0674                 3.7392 
 Frc consts  --     0.0064 0.0176 0.0203 

4 5 6 
              A A A 

 Frequencies --   143.5970               161.4133               207.8826 
 Red. masses --     1.1328 4.5826 5.0481 
 Frc consts  --     0.0138 0.0703 0.1285 

7 8 9 
A A A 

 Frequencies --   329.2734               387.5026               404.2488 
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 Red. masses --     2.2076 1.2948 2.7192 
 Frc consts  --     0.1410 0.1146 0.2618 

10 11 12 
          A A                      A 

 Frequencies --   498.1959               560.6791               656.7100 
 Red. masses --     1.1122 2.1876 1.0776 
 Frc consts  --     0.1626 0.4052                 0.2738 

13    14 15 
A A A 

 Frequencies --   796.8494               918.3073               963.9114 
 Red. masses --     3.3847 2.7057 1.9870 
 Frc consts  --     1.2663 1.3443 1.0877 

16 17 18 
A A     A 

 Frequencies --  1079.0460              1092.1985              1170.1142 
 Red. masses --     2.6391 2.9481 5.2047 
 Frc consts  --     1.8105 2.0721 4.1985 

19 20 21 
            A A A 

 Frequencies --  1213.2847              1264.1626              1350.0658 
 Red. masses --     1.0968 1.2707 1.2925 
 Frc consts  --     0.9513 1.1965 1.3880 

22 23 24 
          A A A 

 Frequencies --  1369.0213              1429.7959              1453.9726 
 Red. masses --     1.2798 1.2486 1.1026 
 Frc consts  --     1.4132 1.5039                 1.3734 

25 26 27 
A A       A 

 Frequencies --  1470.7728              1638.9810              3029.4339 
 Red. masses --     1.0751 1.0746 1.0668 
 Frc consts  --     1.3702 1.7008 5.7682 

28                     29 30 



A A     A 
 Frequencies --  3078.1843              3108.3813              3147.7707 
 Red. masses --     1.0578 1.0975 1.1104 
 Frc consts  --     5.9052 6.2475 6.4825 

31 32 33 
A A A 

 Frequencies --  3630.4935              3722.4574              3877.8664 
 Red. masses --     1.0576 1.0654 1.0717 
 Frc consts  --     8.2130 8.6984 9.4952 

 Rotational temperatures (Kelvin)      0.22505     0.08272     0.08016 
 Rotational constants (GHZ):           4.68932     1.72369     1.67035 

X matrix of Anharmonic Constants (cm-1) 
Note: numbering of modes is reversed from that of normal modes above 

1             2             3             4             5 
      1 -78.241
      2        -0.881      -102.467
      3       -40.962       -13.764      -102.557
      4        -0.167         1.129         0.111       -35.902
      5         0.110 -4.684         2.524        -2.360       -54.019
      6       -0.189 0.311         0.101      -126.395 -9.218
      7   0.149 -2.892         3.833        -1.309       -46.253
      8       -16.100         0.047       -10.978 -0.515 -0.521
      9         0.022         0.357 -0.381 -0.704       -17.910
     10        -0.012         0.097         0.639       -20.551 -0.370
     11         0.047 -4.309         0.028        -1.683 -2.831
     12         0.077 -4.483         0.477        -3.335 -0.991
     13         0.050 -4.102 -0.306 -5.901 -3.166
     14         0.087 -2.205 -0.074 -5.558 -1.732
     15         0.049 -5.361 -0.039 -2.157 -2.977
   16         0.094 -1.171 0.369 -1.833 -0.305

     17         0.051 0.872 -1.344 -3.074 1.546
     18         0.045 -0.296 0.041 -0.766 0.978
     19         0.132 -1.935 0.523 -0.164 -5.382
     20         0.282 -1.932 -0.412 -0.816 0.708
     21         0.189 0.716 1.017 0.570 -2.323
     22         1.452 11.034 54.816 -0.157 

267
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     23         0.276         0.994         1.486         0.066        -0.780
     24         0.515        14.416        22.186         0.562        -4.086
     25   -0.715         0.790        10.832        -0.488 -0.752
     26        -3.617         2.468        29.938        -1.165 -1.813
     27         0.297         2.311         1.298        -1.220 -1.204
     28         1.244         0.955        10.998         0.193 -0.751
     29     0.899         2.205         5.895        -0.089 -0.299
     30       -13.955         0.635         2.949         0.226 -0.711
     31         0.594         3.935         3.154     -1.530 -0.578
     32         1.204         0.638         2.197        -0.990 -1.233
     33         3.588         2.021         7.913        -0.386 -1.334

6             7             8             9            10
     6       -30.289
      7        -1.810       -56.182
     8        -0.845 -0.602       -21.368
      9        -1.034 2.042         0.002 -2.897
     10        -3.568 0.124        -0.022 -0.909 -6.756
     11        -0.588 9.622         0.137 -3.433 -2.595
     12         3.710 0.964        -0.449 -0.479 -1.382
     13         0.614 2.000        -0.329 -1.135 -0.618
     14        -6.878 -0.513 -0.871 -0.761 -0.968
     15  -2.232 -5.547 -0.354 -1.581 -0.464
     16        -1.358 -0.117 -0.187 -0.169 -1.533
     17        -3.094 0.294 -0.066 -2.962 -4.166
     18        -1.547 -1.584 -0.016 -4.895 -3.539
     19        -0.861 -0.519 -0.208 -5.246 -1.589
     20        -1.327 -0.450 -0.100 -2.663 -3.139
     21        -0.108 0.534 -0.215 -2.311 -1.944
     22        -0.250 -2.009 5.743 0.426 -0.795
     23   -0.012 0.184 -0.499 -1.533 -1.813
     24         0.053 1.030 1.314 0.338 -0.719
     25        -0.684 -0.302 -4.612 -0.928 0.542
     26        -1.340 -2.066       -16.041 -0.496 -0.760
     27        -1.031 0.759        -0.929 -1.155 0.771
     28         0.064 -0.421 -1.573 -1.111 -0.604
     29        -0.230 -0.213 -1.258 -1.258 -0.629
     30        -0.348 0.186 13.202 1.621 -0.124
     31        -1.130 1.845 -1.073 -3.045 0.137
     32        -1.544 -0.162 -1.837 -0.845 -0.782
     33        -1.815 -0.699 -2.990 -1.274 -1.419
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               11            12            13            14            15 
     11        -6.891
     12        -6.252 -4.610
     13        -5.636       -10.674 -3.177
     14        -3.366 -3.438 -3.381 -1.356
     15        -9.853 -4.103 -3.162 -2.364 -2.231
     16        -0.850 -2.705 -3.864 -3.881 -0.438
     17        -5.250 -2.077 -1.756 -1.017 -4.445
     18        -4.390 -3.264 -2.693 -1.979 -3.327
     19        -1.754 -1.274 -2.981 -2.975 0.056
     20 -2.244 -3.188 -2.628 -0.635 -1.734
     21        -1.534 -0.725 -2.398 -4.118 -1.076
     22         2.537 1.607 2.105 1.780 1.378
     23        -0.287 0.724 -0.181 0.628 -0.081
     24         0.848 1.273 1.836 5.658 6.689
     25        -1.913 0.528 -0.324 0.476 -0.116
     26        -0.473 -0.388 -0.857 0.398 -0.362
     27         0.306 1.424 0.371 -0.042 0.516
     28         0.118 0.035 0.061 0.519 0.661

 29         0.692 0.153 0.144 -0.221 -0.183
     30         0.340 -1.015 0.275 -0.145 0.120
     31        -1.536 1.376 -0.070 -1.635 -1.147
     32        -0.119 0.990 -1.017 0.458 0.595
     33        -1.708 -0.072 -1.018 0.888 -1.281
               16            17            18            19            20 
     16        -6.378
     17        -1.322 -3.232
     18        -1.049 -5.482 -3.517
     19        -2.059 -1.602 -2.937 -2.060
     20        -0.971 -4.516 -3.973 -3.083 -1.798
     21        -1.993 -2.950 -3.301 -4.206 -3.004
     22        -0.158 0.489 -0.018 -0.027 0.214
     23        -1.851 -0.802 -0.756 0.288 1.149
     24        -0.538 1.372 1.302 -3.123 -1.374
    25 -0.796 -0.374 0.060 -0.256 -0.783
     26        -0.536 0.824 -0.173 0.844 0.121
     27         0.419 -0.804 -2.430 -1.183 -0.509
     28        -0.604 -0.196 -0.760 0.895 0.020
     29         0.162 -0.150 -0.962 1.114 -0.009
     30         0.668 2.745 1.707 1.742 0.101
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     31         0.588        -1.333 -0.797 -1.932 -0.795
     32         0.517        -0.200 0.116 0.232 -0.430
     33         0.011        -0.037 -0.266 0.432 -0.591
               21            22            23            24            25 
     21        -2.678
     22        -2.084       -36.343
     23        -1.961 -1.044         0.146 
     24         0.810       -56.200 -4.109       -16.332
     25        -0.741 -4.662 0.669        -8.566 -1.037
     26         0.647       -13.512 -0.726 -8.285       -17.083
     27        -2.013 -0.168 4.304 4.236        -2.518
     28        -1.147       -19.217 -1.653 -6.015 -1.854
     29        -2.901 -9.976 -1.971 -4.506 -0.093
     30         1.336       -19.516         2.407       -24.919 13.273
     31        -0.899 -1.430         2.530        -1.654 -1.310
     32         0.473 2.293   0.368         1.486 -0.127
     33        -0.123 2.082         0.460         6.050 0.563
               26            27            28            29            30 
     26       -15.348
     27        -3.410 -0.647
     28  -2.470 -0.181 -3.668
     29         1.813 -1.137 -9.074 -1.472
     30        25.303 2.942 3.762 -1.247       -56.624
     31         0.391 2.465 -1.464 -2.387         4.624 
     32        -3.513 0.480 0.147 -1.303        17.724 
     33         5.717 1.072 -2.853 -1.263        32.185 
               31            32            33 
     31        -0.465
     32        -2.103 -0.522
     33         6.448 5.946         3.806 

Geometry of HEP-water complex, 3rd excited conformation (conf. #4, #244) 

# b3lyp/aug-cc-pVDZ freq=anharmonic geom=check guess=read nosymm 
Gaussian 09:  EM64L-G09RevB.01 12-Aug-2010 

27-Sep-2016

 --------------------------------------------------------------------- 
 Center     Atomic                     Coordinates (Angstroms) 
 Number     Number    X           Y           Z 
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 --------------------------------------------------------------------- 
      1          6                   -0.476569   -1.440996    0.386755
      2          1 -0.693769   -1.093803    1.411495
      3          1 -0.473049   -2.540805    0.404900
      4          6 0.918651   -0.995660   -0.018039
      5          1 1.119530   -1.188394   -1.078481
      6          1 1.695709   -1.446164    0.614111 
      7          8 1.005928    0.458683    0.177037 
      8          8 2.163854    0.947013   -0.216206 
      9          8 -1.478835   -1.039329   -0.525711
     10          1 -1.694939   -0.103390   -0.360560
     11          8      -1.672053    1.721268    0.186116
     12          1 -0.712828    1.852719    0.190015
     13          1 -2.033640    2.436411   -0.350369

Interatomic distances: 
    1          2          3          4          5 

     1  C    0.000000 
     2  H    1.103545   0.000000 
     3  H    1.099965   1.776447   0.000000 
     4  C    1.519480   2.157104   2.122069   0.000000 
     5  H    2.181343   3.081717   2.562371   1.096375   0.000000 
     6  H    2.184150   2.543538   2.438344   1.098356   1.806460 
     7  O    2.418793   2.612100   3.352047   1.469961   2.074148 

  8  O    3.610815   3.870446   4.416323   2.315984   2.528655 
     9  O    1.413671   2.090948   2.032750   2.451035   2.660690 
    10  H    1.957574   2.263501   2.831950   2.782862   3.100626 
    11  O    3.386642   3.222300   4.432916   3.759671   4.225905 
    12  H    3.308033   3.189728   4.405306   3.289114   3.770277 
    13  H    4.242889   4.166753   5.270537   4.539337   4.859202 

6          7          8          9         10 
     6  H    0.000000 
     7  O    2.072503   0.000000 
     8  O    2.576020   1.316776   0.000000 
     9  O    3.397416   2.985287   4.160593   0.000000 
    10  H    3.774854   2.810627   4.001809   0.974658   0.000000 
    11  O    4.643019   2.960708   3.933894   2.857433   1.904929 
    12  H    4.106524   2.213059   3.043127   3.076194   2.256997 
    13  H    5.469247   3.664498   4.455925   3.524106   2.562306 

11         12         13 
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    11  O    0.000000 
    12  H    0.968198   0.000000 
    13  H    0.964361   1.541835   0.000000 

 Rotational temperatures (Kelvin)      0.16087     0.11601     0.07221 
 Rotational constants (GHZ):           3.35189     2.41732     1.50457 

1 2 3 
A A A 

 Frequencies --    54.6887 59.3235               101.3463 
 Red. masses --     4.2048 5.0168 4.3851 
 Frc consts  --     0.0074 0.0104 0.0265 

          4 5 6 
A A                      A 

 Frequencies --   133.9206               173.0382               195.6424 
 Red. masses --     5.3686 1.0936                 3.5372 
 Frc consts  --     0.0567 0.0193 0.0798 

  7 8 9 
A A A 

 Frequencies --   269.5032               287.9063               369.0524 
 Red. masses --     1.9618 1.4773                 1.0933 
 Frc consts  --     0.0840 0.0721 0.0877 

10 11    12 
A A A 

 Frequencies --   396.4367               537.7032               657.5747 
 Red. masses --     3.8332 3.1814 1.0529 
 Frc consts  --     0.3549 0.5419 0.2683 

13 14 15 
A A A 

 Frequencies --   801.0714               882.6699              1001.0654 
 Red. masses --     2.3814 2.1732 3.0449 
 Frc consts  --     0.9004 0.9976 1.7978 

16 17 18 
          A A A 

 Frequencies --  1085.2926              1105.3921              1195.1058 
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 Red. masses --     1.9406 3.6421 6.3752 
 Frc consts  --     1.3467 2.6220                 5.3649 

19 20 21 
A A                      A 

 Frequencies --  1210.7907              1267.1833              1351.3434 
 Red. masses --     1.2248 1.1415 1.3024 
 Frc consts  --     1.0579 1.0800 1.4013 

22 23 24 
A A     A 

 Frequencies --  1390.4158              1445.8106              1458.5607 
 Red. masses --     1.3938 1.1008 1.1448 
 Frc consts  --     1.5876 1.3557 1.4350 

25 26 27 
A A A 

 Frequencies --  1461.7341              1611.2323              3012.9473 
 Red. masses --     1.0776 1.0809 1.0651 
 Frc consts  --     1.3565 1.6533 5.6968 

28 29 30 
A A A 

 Frequencies --  3065.1628              3080.2753              3140.6908 
 Red. masses --     1.0619 1.0937 1.1096 
 Frc consts  --     5.8779 6.1138 6.4488 

31 32                     33 
A A A 

 Frequencies --  3623.7004              3763.0250              3884.3321 
 Red. masses --     1.0678 1.0476 1.0802 
 Frc consts  --     8.2611 8.7401 9.6022 

X matrix of Anharmonic Constants (cm-1) 
Note: Numbering is reversed over normal mode numbering above 

1             2             3             4             5 
      1       -57.924 
      2      -130.983       -55.662 
      3        -6.288        -9.957      -117.560
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      4         0.231         0.621         0.016       -40.522
      5        -0.114 -0.335 -4.523       -12.457       -43.374
      6         0.213 0.649 -0.756      -103.122       -39.713
      7        -0.103 0.434 -6.671 -2.059       -49.924
      8       -17.982       -18.496 -0.373 -0.067         0.134 
      9         0.347         0.331         6.313        -1.094       -10.161
     10         0.512         0.371         5.740        -3.948 -6.761
     11         0.212         0.151         3.131       -17.950 -1.612
     12         0.028         0.132        -1.681 -1.331 0.267
     13        -0.013         0.072        -1.038 -7.373 -3.609
     14         0.239         0.660         1.152 -1.758 -3.514
     15        -0.079 -0.403 0.264 -6.315 -1.013
     16        -0.053 0.051 0.146 -0.299 -0.492
     17         0.115 0.225 1.996 -0.866 1.822
     18   -0.035 -0.512 1.923 -3.869 0.104
     19        -0.142 -0.279 -0.668 1.265 -3.881
     20         0.037 0.204 -0.097 -2.543 0.075
     21        -0.317 -1.102 0.098 1.040 -3.386
     22         4.176 4.935 53.419 -0.024 -1.590
     23        -0.174 -0.644 -0.008 0.179 -0.061
     24         0.215 -0.042 2.226 -0.351 0.172
     25 6.483 12.743 19.050 -1.285 -0.009
     26         2.293 5.348 14.231 -0.111 0.262
     27         0.576 2.377 5.552 -0.076 -0.061
     28         1.041 2.580 10.479 -0.184 0.797
     29         9.630 16.413 17.279 -0.828         0.285 
     30         0.143 1.612 3.806 -0.268         1.013 
     31         3.055 2.741 1.036 -0.508 -0.266
     32         0.841 2.760 0.285 1.993 0.759
     33         0.241 0.058 2.859 1.807 -0.570

6             7             8             9            10 
      6       -28.286
      7        -9.346       -54.303
      8        -0.059         0.053       -16.913
      9        -1.549 -2.844 -0.407 -5.914
     10        -1.569 4.594 -0.173       -15.252 -5.898
     11        -3.322 0.179 -0.381 -6.099       -10.355
     12         1.146 14.800 -0.053 -0.409 -2.677
     13         3.202 0.964 -0.043 -0.646 -1.312
     14        -3.221 -5.154 -0.436 -3.216 -3.652
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     15        -5.228 -2.552         0.197        -0.988 -1.435
     16        -1.196 -0.780         0.084        -0.747 -0.408
     17        -1.088 3.658 -0.016 -3.854 -4.303
     18        -1.426 -3.927 0.175 -2.698 -4.737
     19        -1.093 -0.087 -0.051 -2.384 -2.557
     20        -4.494 0.698 0.017 -1.208 -1.749
     21         0.767 -1.761 0.193 -2.365 -2.118
     22        -0.443 3.010 2.342 -1.026 -1.990
     23         0.283 -0.164 0.221 0.200 0.279
     24        0.109 0.941 0.230 -0.888 -0.530
     25        -1.542 1.324 3.142 -1.212 -3.305
     26        -0.531 0.685 5.061 -1.388 -1.495
     27        -0.031 0.525 3.278 -0.503 -0.005
     28         0.220 1.098 0.780 -1.913 -1.975
     29        -1.115 0.126 -1.315 -2.311 -1.789
     30         0.721 0.420 0.598 -0.377 -0.485
     31        -0.667 0.429 0.548 -0.348 -0.058
     32        -1.451 -0.696 1.027 0.491 0.243
     33        -1.351 0.821 0.655 0.133 -0.028

            11            12            13            14            15 
     11        -4.775
     12        -1.298 -8.824
     13        -0.565 -7.617 -3.845
     14        -1.968 -8.804 -4.551 -1.805
     15     -1.714 -2.702 -4.133 -3.173 -1.881
     16        -0.202 -1.685 -1.545 -0.686 -3.755
     17        -2.532 -6.173 -1.883 -4.538 -3.251
     18        -4.980 -1.062 -0.766 -1.034 -2.252
     19        -2.525 -2.071 -4.194 -3.288 -3.262
     20        -1.295 -3.350 -1.220 -2.395 0.457
     21        -3.817 1.001 -1.673 -0.648 -2.994
     22        -0.402 0.886 0.519 -5.774 -0.021
     23         1.618 -0.280 -0.612 0.209 -1.180
     24         0.200 -0.612 0.251 -1.036 -1.000
     25        -2.670 -0.147 -0.515 -1.982 0.452
     26        -0.821 -0.043 0.047 -1.603 1.221
     27        -0.327 1.154 -0.168 -0.221 0.837
     28        -1.453 0.096 0.060 -0.204 -0.434
     29        -1.156 0.230 -0.617 -2.962 -0.019
     30         0.099 0.066 0.324 0.545 -1.904
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     31         0.038         0.546         0.053         0.237         0.727 
     32        -0.211         0.499         0.149        -1.044         3.072 
     33         0.728         0.075        -0.197 0.555 -0.527
               16            17            18            19            20 
     16        -7.406
     17        -0.743 -5.732
     18         0.206 -2.763 -1.856
     19        -2.068 -1.898 -2.041 -4.482
     20        -1.118 -5.421 -0.444 -3.447 -1.322
     21        -0.874 -0.168 -5.011 -8.098 -0.836
     22        -0.932 -2.138 0.667 -0.168 -0.853
     23        -1.325 1.090 -1.438 -2.169 -1.133
     24        -1.360 -1.236 -0.400 -0.522 1.616
     25        -0.605 -1.501 -0.556 0.174 -0.287
     26        -0.598 0.308 -1.273 -0.632 -0.678
     27         0.250 -0.617 0.326 -0.673 -0.049
     28         0.283 -0.934 0.526 0.109 -1.241
     29        -0.527 -0.142 0.204 0.130 -0.714
     30         0.012 -1.238 -0.214 0.054 0.339
     31        -0.024 -0.403 0.314 0.420 -0.772
     32        -1.476 -0.676 1.011 -2.276 -1.296
     33         0.146 -0.488 0.065 -1.428 0.130

        21            22            23            24            25 
     21        -1.616
     22         1.253       -39.598
     23        -3.360 -1.226 -1.602
     24        -1.271 -4.301 0.368         0.154 
     25         1.650       -52.933 1.679 -1.675       -21.817
     26         3.027       -14.387 2.060 -0.414       -22.214
     27        -1.014 -7.400 2.552 -0.193 -7.058
     28         0.174       -12.967 0.180 -0.435 -7.682
     29         1.085       -11.588 0.733 -0.693 7.978
     30         0.421        -5.095 0.282 -1.652 -4.457
     31         0.784        -3.932 0.687         0.501       -14.323
     32         0.721        -1.820 0.354         1.991        -0.152
     33        -0.321 -3.096 -0.379         2.076         0.801
               26            27            28            29            30 
     26         1.026 
     27         4.945         1.004 
     28        -1.440 -0.264 -3.238
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     29       -18.738 -2.905 -3.936 -1.060
     30        -0.022 0.936 -3.958 -2.743 -1.716
     31      2.688 0.047 -0.418 -3.915 -1.199
     32         1.721 2.959 -1.415 8.067 0.233
     33         2.130 2.228 -2.032 6.451 -0.719
               31            32            33 
     31        -2.151
     32        -1.279 -0.650
     33         1.126 0.524 -0.632
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Appendix A3- Chapter 3 Supplemental Information 

Complex Rotational 
Constant A 
(GHz) 

Rotational 
Constant B 
(GHz) 

Rotational 
Constant C 
(GHz) 

H2SO4 (1G) 4.88652 4.86326 4.59113 
H2O (1B) 818.02904 431.82215 282.62809 
MSA (1) 4.67744     4.67744     4.33005 
TMA (1F) 8.76950 8.76714 4.99065 
DMA (1E) 34.29179 9.39972 8.27984 
MA (1D) 103.99026 22.83226 21.91809 
NH3 (1C) 293.33601 296.29674 188.4596 
HO2 (1A) 624.23626 34.74679 32.91467 
H2SO4 (1 4.88652 4.86326 4.59113 
H2SO4-H2O(2A) 4.81410 1.92225 1.89750 
H2SO4-H2O-
TMA(3D) 

1.91236     0.55919 0.52548 

H2SO4-H2O-
DMA(3) 

1.81640 0.82585 0.73626 

H2SO4-H2O-MA(3) 2.22679 1.10725 0.91336 
H2SO4-H2O-NH3 

(3) 
3.49607 1.16645 1.07919 

MSA-H2O(2) 4.47886 1.84694 1.81042 
MSA-H2O-TMA(4) 1.93812 0.57213 0.54049 
MSA-H2O-
DMA(4) 

2.07644 0.73433 0.67879 

MSA-H2O-MA(4) 2.314882 1.048149 0.89933 
MSA-H2O-NH3 (4) 2.87969 1.39010 1.17465 
HO2-H2O(2B) 32.85142 6.16792 5.24742 
HO2-H2O-
TMA(5D) 

2.38379 1.56439 1.16972 

HO2-H2O-
DMA(5C) 

3.01438 1.92762 1.46143 

HO2-H2O-MA(5B) 3.78779 2.99297 1.93291 
HO2-H2O-NH3(5A) 5.72025 4.08932 2.415323 

Table S1: Rotational Constants of precursors and the HO2-H2O-amine, MSA-
O d SO O l
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Complex ΔG° (kJ mol-1) ΔH° (kJ mol-1) ΔS° (kJ mol-1 K) 
HO2-H2O (2B) 3.28 -35.55 -0.13
TMA-HO2(2F) -14.39 -59.20 -0.15
DMA-HO2(2E) -14.59 -59.18 -0.15
MA-HO2(2D) -13.06 -55.25 -0.14
NH3-HO2(2C) -10.53 -49.04 -0.13
MSA-H2O(2H) -6.41 -48.26 -0.14
MSA-TMA -17.92 -28.11 -0.04
H2SO4-H2O(2A) -12.26 -54.49 -0.14
H2SO4-TMA -22.64 -16.82 -0.03
HO2-H2O-TMA (5D) -7.62 -89.24 -0.27
HO2-H2O-DMA (5C) -15.21 -97.08 -0.28
HO2-H2O-MA (5B) -10.95 -93.73 -0.28
HO2-H2O-NH3 (5A) -6.06 -86.00 -0.27
MSA-H2O-TMA(4A) -17.48 -108.10 -0.30
MSA-H2O-DMA(4B) -22.02 -111.92 -0.30
MSA-H2O-MA(4B) -22.15 -110.31 -0.30
MSA-H2O-NH3 (4B) -15.13 -102.04 -0.29
H2SO4-H2O-TMA(3D) -19.85 -107.04 -0.29
H2SO4-H2O-DMA(3C) -57.49 -142.63 -0.29
H2SO4-H2O-MA(3C) -49.59 -138.96 -0.30
H2SO4-H2O NH3 (3C) -37.59 -120.20 -0.28

Table S2: Harmonic calculations of Gibbs free energy, Entropy and Enthalpy of the H2SO4-H2O-
amine, MSA-H2O-amine and HO2-H2O-amine complexes 
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NH3-HO2-H2O_136 NH3-HO2-H2O_365 NH3-HO2-H2O_408 NH3-HO2-H2O_600 

TMA-HO2-H2O_475 TMA-HO2-H2O_664 TMA-HO2-H2O_274 TMA-HO2-H2O_301 

DMA-HO2-H2O_264 DMA-HO2-H2O_345 DMA-HO2-H2O_892 DMA-HO2-H2O_941 

MA-HO2-H2O_280 MA-HO2-H2O_561 MA-HO2-H2O_58 MA-HO2-H2O_739 

Figure S1: optimized global and local minima’s of the HO2-H2O-amine complexes 
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Method Binding Energies (kJ mol-

1) 
CCSD (T)/aug-cc-PVDZa -50.75
M06-2X/6-311++G (3df,3dp)318 -48.70
RI-MP2/aug-cc-pV(T+d)Z319 -50.38
B3LYP/cc-pV(T+d)Z320 -47.86
PW91/cc-pV(T+d)Z3 -46.39
MP2/cc-pV(T+d)Z3 -47.990
CCSD(T)/cc-pV(∞+d)Z3 -50.52

Table S3: Comparison of binding energies calculated using different methods. 
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Appendix A4- Chapter 4 Supplemental Information 

Supplementary Figure 1. Instrument Set-Up for probing the particle formation initiated by formic 
acid, water vapor and trimethylamine.  
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Supplementary Figure 2. Inclusion of TMA into the formic acid water vapor system is shown to 
increase particle formation. Comparison of particle size distribution measured by an SMPS with 
different concentrations of formic acid, H2O and TMA. 3A- concentrations A(red) vs B(black); 3B-
concentrations A(red) vs C(black);3C-concentrations B(red) vs D(black); 3D- concentrations C(red) vs 
D(black) ; 3E- concentrations E(red) vs F(black); 3F- concentrations E(red) vs G(black); 3G- 
concentrations F(red) vs H(black) ; 3H- concentrations G(red) vs H(black). 
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Supplementary Figure 3. Initial interfacial position of the hydrogen-bonded complex of formic 
acid with trimethylamine on the water droplet. Formic acid and trimethylamine are shown in 
space-filling representation whereas the water molecules in the droplet are shown in wire 
representation. Red: O; white: H; blue: N; green: C. 
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Supplementary Figure 4. The schematics and time evolution between HCOO—⋅⋅(R1)(R2)NH2+ 
ion-pairs and water droplets. Left panel: schematics showing the distance between the center of 
mass of HCOO-⋅⋅(R1)(R2)NH2+ and that of the water droplet. Right panel: time evolution of the 
distance between the center of mass of the HCOO—⋅⋅(R1)(R2)NH2+ ion-pairs and that of the water 
droplet.  

Supplementary Table 1. Particulate phase concentrations (in parts per billion by volume) of 
formic and acetic acids in different global regions. 

Location Formic Acid (ppbV) Acetic Acid (ppbV) 
1USA Virginia (semi-rural) 15.0 9.0 
2USA Virginia (semi-rural) 25.0 
2USA Florida (semi-rural) 20.0 

3USA LA (urban) 0.024-0.31 0.035-0.13 
4Brazil, Amazon 24.5 20.2 

2W and N Atlantic (marine) 35.0 
5Atlantic Ocean 0.697 0.001 

6Barbados ~24.5 ~16.0 
7Alaska ~110 ~270 
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Supplementary Table 2. Reaction conditions used in experiments for studying the particle 
formation from formic acid, water vapor and trimethylamine (TMA). 

Initial Concentrations Formic Acid (ppm) Water Vapor (ppm) TMA (ppb) 
1 140 630 200 
2 140 630 300 
3 140 630 400 
4 140 1360 200 
5 140 1360 300 
6 140 1360 400 
7 140 1550 200 
8 140 1550 300 
9 140 1550 400 

10 350 630 200 
11 350 630 300 
12 350 630 400 
13 350 1360 200 
14 350 1360 300 
15 350 1360 400 
16 350 1550 200 
17 350 1550 300 
18 350 1550 400 
19 540 630 200 
20 540 630 300 
21 540 630 400 
22 540 1360 200 
23 540 1360 300 
24 540 1360 400 
25 540 1550 200 
26 540 1550 300 
27 540 1550 400 



287 

Supplementary Note 1 

Table 1 lists the conditions probed for each trial and the measured rate of particle 

formation whereas Supplementary Figures 2a-h compares particle formation as a 

function of initial formic acid, water vapor and TMA concentrations. Supplementary 

Figure 2a shows that the particle formation occurs even at the lowest concentration of 

formic acid (140 ppm), water vapor (630 ppm) and TMA (200 ppb) in the reaction cell 

shown in red compared to increased water concentration (1550 ppm) shown in black. The 

rate of particle formation under these conditions is measured to be 1±.02x106 particles cm-

3 s-1.  When compared to Supplementary Figure 2b, which compares trials A and C and 

the only change being the increased concentration of TMA to 400 ppm (shown in black), 

there is a definite increase in the smaller particles at the shorter reaction times. Increasing 

the water vapor concentration by a factor of 2.5 results in a 3.1% increase in the number 

of particles formed with diameters < 20 nm. The rate of particle formation under these 

conditions and those with higher concentrations could not be determined due to the 

aggregation of smaller sized particles leading to an increased concentration of larger 

particles which skewed the calculations needed to determine the rate of particle 

formation.  When trial A (140 ppm formic acid, 630 ppm water vapor, 200 ppb TMA) is 

compared to trial C (140 ppm formic acid, 630 ppm water vapor, 400 ppb TMA), a shift 

in the size distribution of smaller particles (<20 nm) and increase in the number of 

particles > 40 nm is observed.  In Figure 2C, trials B (red) and D (black) are shown. The 
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formic acid and water vapor concentrations were kept constant, but the concentration of 

TMA was double in trial D compared to B. The total number of particles grown in trial D 

at 8 s was 36% larger compared to that in B.  In addition, evaluation of the particle size 

distribution shows 3.9% of the total particles in B are > 20 nm in diameter but upon 

doubling of the concentration of TMA the total number of particles >20 nm in trial D 

grows to 4.2%. Comparison of the data in Supplementary Figure 2a-c indicates that the 

concentration of water vapor in the system effects particle formation however, an 

increase in the concentration of TMA increases the rate of particle formation and perturbs 

the particle size distribution. However, due to the high concentrations of formic acid and 

TMA in these trials, nucleation was not the only mechanism contributing to particle 

formation as is discussed later. In Supplementary Figure 2d, which illustrates trials C 

(red) and D (black), the formic acid (140 ppm) and high TMA (400 ppm) concentrations 

were kept constant but the concentration of water concentration was increased in trial D. 

This is different than trial A vs B in that the TMA is doubled in trials C and D. The total 

number of particles grown in trial D at 8 seconds was 29% smaller compared to that in C.  

In addition, evaluation of the particle size distribution shows, 3.6% of the total particles 

in C are > 20 nm in diameter but upon increasing the concentration of water concentration, 

the total number of particles >20 nm in trial D grows to 4.2%. This indicates that there is 

an increase in the total number of particles due to the increase of water concentration. 

Supplementary Figure 2e shows the comparison of the data from trials E (red) and F 
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(black). These trials show the effects of changing water vapor concentration while 

keeping the concentration of formic acid and TMA constant.  At early reaction time, <20 

seconds, the number of particles <20 nm is observed to increase under the conditions of 

elevated water in trial F.  At reaction times > 20 seconds, the number of particles <20nm 

in diameter under conditions of elevated water are observed to increase.  In trial F, the 

total number of particles < 1.2-20 nm is 9.1±0.08 x 107 particles at a reaction time of 48 

seconds.  In trial E, the particles <1.2-20 nm is 8.5±0.08 x 107 particles at the same reaction 

time.  In Supplementary Figure 2f, which shows trials E (red) and G (black), the formic 

acid (540 ppm) and water concentrations (630 ppm) were kept constant but the TMA 

concentration was double in trial G compared to E. The total number of particles grown 

in trial G at 8 seconds was 17% smaller compared to that in E.  In addition, evaluation of 

the particle size distribution shows that 3.1% of the total particles in E are > 20 nm in 

diameter but upon increasing the concentration of water, the total number of particles 

>20 nm in trial G grows to 3.3%. In Supplementary Figure 2g, which shows trials F (red)

and H (black), the formic acid (540 ppm) and water concentrations (630 ppm) were kept 

constant but the TMA concentration was double in trial H compared to F. The total 

number of particles grown in trial F at 8 seconds was 4.8% larger compared to that in H. 

In addition, evaluation of the particle size distribution shows that 4.1% of the total 

particles in F are > 20 nm in diameter but upon increasing the concentration of water, the 

total number of particles >20 nm in trial H grows to 4.5%. In Supplementary Figure 2h, 
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which shows trials G (red) and H (black), the formic acid (540 ppm) and TMA (400 ppm) 

concentrations were kept constant but the water concentration was double in trial H 

compared to G. The total number of particles grown in trial H at 8 seconds was 70% 

smaller compared to that in G.  In addition, evaluation of the particle size distribution 

shows that 3.3% of the total particles in G are > 20 nm in diameter but upon increasing 

the concentration of water, the total number of particles >20 nm in trial H grows to 4.5%. 

The severe drop in total particles can be accounted to the loss of larger sized particles due 

to our inability to detect particles >494 nm.  
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Supplem
entary Table 4. Total particles at 8 seconds and total particles less than 20 nm
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eters at different reaction conditions. 
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Supplem
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Supplementary Table 6 Concentrations of particles from fig. 4A separated by aerodynamic 
diameter  

References 

1. Andreae, M. O.; Talbot, R. W.; Li, S. M. Atmospheric measurements of pyruvic
and formic acid. J. Geophys. Res. 1987, 92, 6635-6641.

2. Andreae, M. O.; Talbot, R. W.; Andreae, T. W.; Harris, R. C. Formic and acetic
acid over the central Amazon region, Brazil: 1. Dry season. J. Geophys. Res. 1988,
93, 1616.

3. Talbot, R. W.; Beecher, K. M.; Harris, R. C.; Browell, E. V.; Gregory, G. L.;
Sabacher, D. I.; Becck, S. M. J. Geophys. Res. 1986, 91, 5173.

4. Talbot, R. W.; Beecher, K. M.; Harris, R. C.; Cofer III, W. R. Atmospheric
geochemistry of formic and acetic acids at a mid-latitude temperate site. J.
Geophys. Res. 1988, 93, 1638-1652.

5. Li, S. M.; Winchester, J. W. Geochemistry of organic and inorganic ions of the
late winter Arctic aerosol. Atmos. Environ. 1989, 23, 2401-2416.

6. Kawamura, K.; Steinberg, S.; Kaplan, I. R. Homologous series of C1-C10
monocarboxylic acids and C1-C6 carbonyls in Los Angeles air and motor vehicle
exhausts. Atmos. Environ. 2000, 34, 4175-4191

7. Baboukas, E. D.; Kanakidou, M.; Mihalopoulos, N. Carboxylic acids in gas and
particulate phase above the Atlantic Ocean. J. Geophys. Res. 2000, 105, 14459-
14471.

Particle Concentration (particles cm-3) 
Time (sec) Total Diameter 

>300 nm
332.04 nm 377.69 nm 431.16 nm 493.95 nm 

8 2.66E+04 1.87E+04 0.00E+00 4.39E+02 7.48E+03 
16 1.92E+04 4.26E+03 8.83E+03 3.67E+03 2.41E+03 
24 5.83E+04 4.74E+04 3.25E+03 7.66E+02 6.84E+03 
32 5.55E+04 8.63E+03 3.10E+03 1.50E+04 2.88E+04 
40 4.26E+04 2.21E+03 4.34E+03 2.08E+04 1.53E+04 
48 1.07E+05 2.48E+04 4.18E+04 1.55E+04 2.53E+04 
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Supplemental Note 

Table 1 lists the conditions probed for each trial and the measured rate of particle 

formation whereas Figures 3A-5H compares particle formation as a function of initial acetic 

acid, water vapor and TMA concentrations. Figure 3A shows that particle formation occurs in 

the reaction cell at the lowest concentration of acetic acid (22 ppm), water vapor (630 ppm) and 

TMA (35 ppb) shown in red compared to increased water concentration (1550 ppm) shown in 

black. The rate of particle formation under condition set A is measured to be 1±.02x107 particles 

cm-3 s-1.  When compared to Figure 3B, which compares trials A (red) and C (black) and the only

change being the increased concentration of TMA to 75 ppm, there is a definite increase in the 

smaller particles at the shorter reaction times. Increasing the water vapor concentration by a 

factor of 2.5 results in a 1.0% increase in the number of particles formed with diameters < 20 nm. 

The rate of particle formation under these conditions and those with higher concentrations 

could not be determined due to the aggregation of smaller sized particles leading to an 

increased concentration of larger particles which skewed the calculations needed to determine 

the rate of particle formation.  When trial A (22 ppm acetic acid, 630 ppm water vapor, 35 ppb 

TMA) is compared to trial C (22 ppm acetic acid, 630 ppm water vapor, 70 ppb TMA), a shift in 

the size distribution of smaller particles (<20 nm), 97.1% to 96.2%, and an increase in the number 

of particles > 40 nm, 0.8% to 1.7%, is observed.  In Figure 2C, trials B (red) and D (black) are 

shown. The acetic acid and water vapor concentrations were kept constant but the 

concentration of TMA was double in trial D compared to B. Unexpectedly, the total number of 

particles grown in trial D at 8 s was 5.6% smaller compared to that in B.  In addition, evaluation 
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of the particle size distribution shows 3.4% of the total particles in B are > 20 nm in diameter but 

upon doubling of the concentration of TMA the total number of particles >20 nm in trial D 

slightly decreases to 3.0%. Previous research as shown that experiments run in a slow flow 

reactor cells have two mechanisms competing for particle growth and can be used to explain the 

decrease in both larger and smaller diameter particles in higher concentration experiments. 

Comparison of the data in Figure 3A, 2B and 2C indicates that the concentration of water vapor 

in the system effects particle formation however, an increase in the concentration of TMA 

increases the rate of particle formation and perturbs the particle size distribution. However, due 

to the high concentrations of acetic acid and TMA in these trials, nucleation was not the only 

mechanism contributing to particle formation as was discussed. In Figure 3D, which illustrates 

trials C (red) and D (black), the acetic acid (22 ppm) and high TMA (70 ppm) concentrations 

were kept constant but the concentration of water vapor was increased in trial D. This is 

different than trial A vs B in that the TMA is doubled in trials C and D. The total number of 

particles grown in trial D at 8 s was 1.5% larger compared to that in C.  In addition, evaluation 

of the particle size distribution shows, 3.8% of the total particles in C are > 20 nm in diameter 

but upon increasing the concentration of water concentration, the total number of particles >20 

nm in trial D decreased to 3.0%. This is another indication of two competing mechanism that 

occur in the slow flow reactor cell. Figure 3E shows the comparison of the data from trials E 

(red) and F (black). These trials show the effects of changing water vapor concentration while 

keeping the concentration of acetic acid and TMA constant.  At early reaction time, <20 s, the 

number of particles <20 nm is observed to decrease from 97.4% to 87.1% under the conditions of 

elevated water in trial F.  At reaction times > 20s, the number of particles <20nm in diameter 
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under conditions of elevated water are observed to significantly increase.  In trial F, the total 

number of particles < 1.2-20 nm is 5.6±0.08 x 107 particles at a reaction time of 48s.  In trial E, the 

particles <1.2-20 nm is 3.5±0.08 x 107 particles at the same reaction time.  In Figure 3F, which 

shows trials E (red) and G (black), the acetic acid (73 ppm) and water concentrations (630 ppm) 

were kept constant but the TMA concentration was double in trial G compared to E. The total 

number of particles grown in trial G at 8 s was 35.1% smaller compared to that in E.  In 

addition, evaluation of the particle size distribution shows that 2.6% of the total particles in E 

are > 20 nm in diameter but upon increasing the concentration of water, the total number of 

particles >20 nm in trial G grows to 4.0%. In Figure 3G, which shows trials F (red) and H 

(black), the acetic acid (73 ppm) and water concentrations (630 ppm) were kept constant but the 

TMA concentration were again doubled in trial H compared to F. The total number of particles 

grown in trial F at 8 s was 3.7% larger compared to that in H.  In addition, evaluation of the 

particle size distribution shows that 13.0% of the total particles in F are > 20 nm in diameter but 

upon increasing the concentration of water, the total number of particles >20 nm in trial H 

decreases to 3.2% which is a further indication that larger sized particles are being formed but 

not detected. In Figure 3H, which shows trials G (red) and H (black), the acetic acid (73 ppm) 

and TMA (75 ppm) concentrations were kept constant but the water concentration was doubled 

in trial H compared to G. The total number of particles grown in trial H at 8 s was 58% larger 

compared to that in G.  In addition, evaluation of the particle size distribution shows that 3.9% 

of the total particles in G are > 20 nm in diameter but upon increasing the concentration of 

water, the total number of particles >20 nm in trial H decreases to 3.2%. The severe drop in total 

particles can be accounted to the loss of larger sized particles due to our inability to detect 



299 

particles >494 nm. The dependence of the concentration of TMA on the kinetics of particle 

formation was measured by changing the TMA concentrations and comparing the changed 

rates of particle formation.   


