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Concerns with the Protection of Informational Privacy Scale
Eric Durnella, Karynna Okabe-Miyamotob, Ryan T. Howellc, and Martin Zizia

aAerendir Social Research, Aerendir, Mountain View, CA, USA; bDepartment of Psychology, University of California, Riverside, CA, USA; cSan 
Department of Psychology, San Francisco State, California State University, San Francisco, CA, USA

ABSTRACT
Concerns with protecting privacy, especially of online data, has been a goal of privacy scholarship for 
years. Because most data are transferred online, many instruments focus on online environments. 
However, when privacy is invaded and data mishandled, the consequences, including the emotional 
ramifications, extend beyond the online space and into the offline world. Thus, we developed the CPIP, 
a measure of privacy concern. We were able to (1) determine the top four domains for informational 
privacy and (2) correlate that concern with emotional outcomes showing people with high concerns felt 
less calm, less at ease, and angrier, after reading prompts about the right to privacy protection. The CPIP 
predicts who experiences an emotional reaction to a loss of privacy and steps for Internet providers 
collecting data online to create a better balance for users and their privacy. This alignment (or 
misalignment) of attitudes and behaviors challenge the privacy paradox.

Over 30 years ago, Mason (1986) voiced ethical concerns over 
the protection of informational privacy, or “the ability of the 
individual to personally control information about one’s self” 
(Stone et al., 1983), calling it one of the four ethical issues of 
the information age. Since the 1980s, scholars have remained 
concerned about informational privacy, especially given that 
trillions of gigabytes of data are collected online (Beke et al., 
2018). Every minute in 2019, Americans used an estimated 
4,416,720 GB of Internet data and users performed 4,497,420 
Google searches (Domo, 2019). Given the staggering amount 
of private information shared online, much of the research on 
informational privacy, not surprisingly, focuses on the 
Internet. However, when data are mishandled online, the 
consequences of privacy breaches extend beyond the online 
environment. In essence, invasions of online privacy jeopar-
dize offline privacy, as one cannot protect their offline privacy 
if their online privacy is not protected.

Many people express concerns about privacy (Jupiter, 2002) 
and, specifically, a desire to control how personal information is 
obtained and used by companies (Castañeda & Montoro, 2007). 
Yet demographic differences exist. Females, compared to males, 
tend to report higher privacy concerns (Fogel & Nehmad, 2009; 
Hoy & Milne, 2010; Mohamed & Ahmad, 2012). Older adults 
tend to be more concerned about their privacy than younger 
adults (Paine et al., 2007), possibly because younger adults feel 
more knowledgeable about their online privacy options. In con-
trast, older adults are less aware of protection strategies, espe-
cially on Facebook (Brandtzæg et al., 2010).

The widespread nature of privacy concerns has prompted 
researchers to examine whether such concerns may correlate 
with adverse emotional outcomes. For example, greater 

concern over whether websites track Internet activity associ-
ates with more anxiety and less happiness (Pappas et al., 
2013). And yet, individuals continue to share personal infor-
mation freely online (Brandtzæg et al., 2010). Recent scholar-
ship has examined this apparent paradox of people expressing 
privacy concerns while continuing to engage in online beha-
viors that compromise that privacy. One explanation states 
that individuals may feel helpless about their privacy or think 
that protecting their privacy is futile (Xie et al., 2019). 
However, given that distress and lower levels of happiness 
are linked to harmful psychological outcomes, such as depres-
sion (Headey et al., 1993; Seligman & Diener, 2002), these 
findings highlight the need to more adequately understand 
and address the causal connection between privacy concerns 
and negative emotions, and expands the scope of the privacy 
issue into a new ethical dimension.

1. Privacy

Privacy is a human right. Human rights were first guaranteed in 
1215 with the Magna Carta (e.g., the right to inherit property and 
the limitation of taxes), and centuries later, privacy was 
described by Warren and Brandeis (1890) as the right of the 
individual to be free from intrusion (i.e., “to be let alone”). Later, 
others argued that privacy includes the protection of one’s 
autonomy and freedom from surveillance (e.g., physical, psycho-
logical, and data surveillance or observation; see Westin, 1967). 
Then in 2007, after reviewing various philosophical and legal 
theories, Tavani argued that privacy includes numerous attri-
butes (e.g., nonintrusion, seclusion, limitation, and control of 
information about the self) and developed the restricted access/ 

CONTACT Eric Durnell edurnell1700@gmail.com Aerendir Social Research, Aerendir, Mountain View, CA, USA

INTERNATIONAL JOURNAL OF HUMAN–COMPUTER INTERACTION
https://doi.org/10.1080/10447318.2020.1794626

© 2020 The Author(s). Published with license by Taylor & Francis Group, LLC. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives License (http://creativecommons.org/licenses/by-nc-nd/4.0/), 
which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited, and is not altered, transformed, or built upon in any way.

https://crossmark.crossref.org/dialog/?doi=10.1080/10447318.2020.1794626&domain=pdf&date_stamp=2020-08-12


limited control theory of privacy. Tavani defined privacy as 
a situation in which one has protection from intrusion and can 
control one’s information by restricting others’ access to it. Stone 
et al.’s (Stone et al., 1983) definition of informational privacy was 
similar: “The ability of the individual to personally control infor-
mation about one’s self.”

1.1. Measuring concerns for privacy online

The Internet is the primary environment for informational 
privacy, as this is where most information is transferred, 
collected, and stored. Privacy concerns are inherent to the 
process of using the Internet because users’ personal informa-
tion is continuously shared, both passively and actively, as 
users browse. For example, automated recommender systems, 
or cookies, are designed for tracking and recording frequently 
visited websites. That information is typically used to generate 
suggested search results and can be sold to corporations for 
creating targeted ads. But the same data can also be easily 
accessed or even hacked when a breach of security occurs. 
Because of the ubiquity of online data-sharing, most research 
around privacy concerns has tended to focus on users’ atti-
tudes about how their personal information is acquired, 
stored, and used by companies and organizations (Wang 
et al., 2020). As a result, extensive measures, including legisla-
tion, have been undertaken to protect private information, 
such as the California Consumer Privacy Act (CCPA) and 
the General Data Protection Regulation (GDPR). Ultimately, 
as Proctor et al. (2008) argue, “issues relating to consumer 
privacy and the privacy policies of organizations are of vital 
concern to persons interacting with the Web.”

Much of the foundational research, dating back to the 1990s, 
has involved creating measures that focus on concerns over data 
privacy and protection on computer systems. For example, 
Smith, Milberg, and Burke’s (Smith et al., 1996) Concern for 
Informational Privacy scale contains 15 items measuring con-
cern in four dimensions of online organizational information 
privacy practices: collection (i.e., whether extensive identifiable 
data is being collected and stored); errors (e.g., inadequate pro-
tection against errors); unauthorized secondary use (e.g., 
whether and how data are collected for additional purposes 
such as disclosure to a third party); and improper access (i.e., 
access to personal data by unauthorized individuals). Although 
the original scale was reliable, valid, generalizable, and ade-
quately demonstrated that privacy concerns emerge as a latent 
variable from other concerns, Steward and Segars (2002) argued 
only six years later that, given recent changes to organizational 
practices, the items needed to be reevaluated.

In the 2000s, Malhotra et al. (2004) developed the Internet 
Users’ Informational Privacy Concerns (IUIPC) scale, which 
measures three factors: collection (i.e., the benefits accrued 
from giving up personal information); control (i.e., whether 
individuals have control over their personal information); and 
awareness (i.e., of organizations’ information-privacy practices). 
All of these factors are related to privacy on the Internet. 
Buchanan et al. (2007) measured privacy concerns and attitudes 
as well as privacy-protection safeguards and behaviors using 
a single composite measure. The Measure of Online Privacy 
Concern and Protection for Use on the Internet examines 

three facets: privacy concerns (i.e., about data misuse, misrepre-
sentation, and online fraud), general caution, and technical 
protection (the last two being behavioral measures). These facets 
were distinct from those measured within the Westin Privacy 
Segmentation Scale (Harris and Associates Inc & Westin, 1998) 
and IUIPC Scale. However, again, this measure was limited to 
concerns about online privacy.

More recently, Baruh and Cemalcilar (2014) developed 
a multidimensional privacy-orientation scale that included 
four factors: (1) privacy as a right; (2) concerns about one’s 
own informational privacy; (3) other-contingent privacy; 
and (4) concern about the privacy of others. Although the 
four factors effectively predicted privacy-protective beha-
viors, the authors developed the scale particularly to measure 
the privacy attitudes of social network site (SNS) users. 
While this is not a comprehensive list of measures assessing 
privacy in the literature, an overwhelming majority have 
been created specifically to focus on privacy in an online 
environment.

Other researchers have measured privacy concerns without 
undertaking to explicitly develop and validate a scale, but 
many still focus on the online environment. For example, 
Sheehan and Hoy (2000) had 889 online users rate their levels 
of concern with various privacy-invasive marketing practices. 
Overall, the participants were most concerned with practices 
that threatened the control of information (e.g., “Information 
about you is sold to another company”) and were less con-
cerned with organizational practices deriving from established 
relationships (e.g., “You receive an e-mail from a company 
you currently do business with”). Additionally, researchers 
have evaluated how concerned individuals are about their 
privacy when using the Internet, demonstrating increased 
concern with age. For example, 80% of participants over the 
age of 40 were concerned about privacy, whereas only 45% of 
those age 20 and younger were concerned (Paine et al., 2007). 
Dinev and Hart (2003) measured privacy concern by having 
369 respondents complete a 13-item survey as part of a larger 
research project. They found that trust in the Internet and 
privacy concerns mediated the relationship between vulner-
ability and perceived control in Internet usage. The research-
ers also concluded that privacy concerns were detrimental to 
e-commerce transactions. In a similar vein, Earp et al. (2005) 
had respondents complete a 36-item survey to measure what 
Internet users valued within privacy policies. They compared 
the results to the privacy policies on various organizations’ 
websites and found that, in contrast to the companies’ posted 
policies, Internet users were most concerned about their 
information being provided to other companies.

1.2. Offline privacy in an online world: The psychological 
impact of privacy concerns

As a body of scholarship, the privacy literature to date has 
focused almost exclusively on privacy in an online environment. 
Yet, online privacy captures only a fraction of the universe of 
informational privacy and seems to underappreciate the fact 
that when privacy is invaded the ramifications extend into the 
offline world. For example, in 2014, the iCloud accounts of 
countless celebrities were hacked, leaking private and lewd 
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images onto the Internet for public viewing. In 2017, Equifax, 
one of the largest credit reporting agencies, was hacked, reveal-
ing the personal data of nearly 143 million customers, including 
social security numbers, home addresses, and birth dates. An 
even more well-documented breach of privacy, which led to 
a publicized scandal, occurred in 2018 with Cambridge 
Analytica. The political consulting firm reportedly harvested 
data from nearly 87 million Facebook users (and their non- 
consenting friends) to gain psychological insights to sway poli-
tical campaigns across the globe. Online invasions of privacy 
impact the offline world, whether they be violations of one’s 
intimate (e.g., personal photos), financial (e.g., credit data), or 
social privacy (e.g., Facebook data of non-consenting friends). 
Thus, understanding the general domains (including online) in 
which people want their privacy protected will allow researchers 
to bridge the gap and understand how people feel about their 
privacy both online and offline.

Another important ethical dimension of privacy that must 
be understood is the emotional consequences of online to 
offline privacy spillovers. Few researchers have explored the 
link between privacy and emotions but the scant literature on 
this topic suggests that privacy concerns correlate negatively 
with happiness and positively with anxiety (Pappas et al., 
2013). Past research has demonstrated that lower levels of 
happiness and higher levels of anxiety affect psychological 
and physiological health, such as lower satisfaction with life 
and increased depression (Seligman & Diener, 2002). Indeed, 
many individuals adopt a fatalistic outlook when it comes to 
controlling and their protecting privacy (Xie et al., 2019), and 
similar losses of control have been linked to depressive ten-
dencies (Mirowsky & Ross, 1996).

2. Current study

Nearly all validated scales that measure concern about the viola-
tion of informational privacy have focused on online privacy and 
have not investigated the well-being of the user. And while these 
measures lay a vital foundation for understanding perceptions of 
privacy online, which is valuable in the current age of informa-
tion, we must expand that understanding by investigating how 
concern over online privacy impacts people offline as well. Of 
particular interest are the various domains in which people want 
certain information to be kept private (e.g., financial, health, 
technological, etc.) and how concern over the invasion of one’s 
privacy affects emotional well-being. As such, the goal of this 
current research is to create a measure of informational privacy 
concern. Moreover, our study will investigate the negative emo-
tional ramifications of having privacy concerns across different 
domains. We hypothesize that respondents will (1) express high 
concern about their privacy; (2) more highly value the protection 
of their privacy in certain domains over others; and (3) report 
more negative emotionality when they have greater concerns 
over privacy and feel information they consider to be private is 
compromised.

Across two pilot studies and three survey studies, we sought 
to (1) determine which domains of informational privacy were 
most important to users (Pilot Studies 1 & 2); (2) develop scale 
items for the CPIP (Study 1); (3) examine the factor structure of 

the CPIP (Study 2); (4) test the utility of the CPIP (Study 2); (5) 
test the reliability of the CPIP (Study 3a); and (6) test the validity 
of the CPIP (Study 3b). The authors declare that they have no 
conflicts of interest. All procedures performed in studies invol-
ving human participants were in accordance with the ethical 
standards of the academic institution. Informed consent was 
obtained from all individual participants involved in the study. 
Importantly, data from the first survey (Study 1) were collected 
and analyzed prior to Facebook’s CEO, Mark Zuckerberg, testi-
mony to Congress (April 11th, 2018) about the social media 
giant’s collection and storage of users’ private information. 
Given that this case was one of the first highly public cases that 
garnered attention worldwide regarding the protection of users’ 
private information, we suspect these results provide 
a conservative snapshot of how people viewed their privacy 
prior to Zuckerberg’s testimony and can be taken as a baseline 
for future studies examining privacy concerns.

3. Pilot 1: Open-ended list of information people 
want protected

A goal of the two pilot studies was to identify the domains 
people rated as most important for privacy protection. Our 
findings would inform our development of the Concerns with 
the Protection of Informational Privacy Scale (CPIP). We 
used an open-ended survey format to elicit responses from 
participants.

3.1. Participants

We recruited 130 U.S. adults through Amazon’s Mechanical 
Turk (MTurk; see Buhrmester et al., 2011; Paolacci et al., 
2010, for justification for employing MTurk participants in 
research), an online service in which people can sign up as 
“workers” and receive payment for completing surveys. Our 
Mturk announcement invited people to participate in 
a human intelligence task (HIT) entitled “What part of your 
life do you consider private?” Using an open-ended response 
format, participants listed the types of information they con-
sidered private and were paid 0.20 USD each to complete the 
survey. We did not collect demographic information.

3.2. Method and results

Participants read the following instructions:

The goal of the current study is to better understand the types of 
information you consider to be private. While privacy is an 
important part of life, historically, describing privacy has been 
difficult because there are so many definitions of it. We feel that 
there are many domains of privacy that must be examined and 
understood to better understand what information you consider 
to be private. What are the different parts of your life you are 
protective of and would like to be considered private? Please type 
as many single-word or short phrases describing the different 
areas of your life where you feel that information is private. 

Participants listed up to 10 areas of life where they wanted 
information kept private, and the open-ended responses were 
coded. For example, responses of “bank account information,” 
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“credit,” “income,” and “salary” were coded into the category 
“financial information.” The responses “social security number,” 
“phone number,” “personally identifying information,” and 
“personal thoughts” were coded as “personal information.” 
Words and phrases such as “conversation(s),” “work informa-
tion,” “communication(s),” and “children” were coded as “con-
fidential information.” All 945 coded responses (an average of 
7.27 per participant) were used to create a word cloud to reveal 
the most commonly mentioned categories (see Figure 1). 
Financial information mentioned by 18.5% of the sample, fol-
lowed by personal information (17.6%), and confidential infor-
mation (6.6%).

A total of 26 unique privacy domains emerged from the 
coding task: (listed in alphabetical order with examples): 
behavioral (drinking, smoking, hygiene); confidential (work-
place, disabilities, social security number); document (mar-
riage and medical records, passports); educational (grades, 
school ranking, educational background); emotional (emo-
tional state, traumatic events, grief); family (names, photos, 
schedules); financial (bank accounts, debt history, income); 
health (current health, health history, medications); individual 
(age, gender, ethnicity); legal (criminal history, legal pro-
blems, communication with lawyers); locating (current loca-
tion, where you can be found); mail (what you mail and 
when); hobbies (leisure activities and interests, amateur inter-
ests); personal (thoughts, struggles, work life); physical (diet, 
weight, DNA, body type); political (voting history, political 
party affiliation); purchasing habits (spending, shopping, food 
purchases); relationships (dating history, current status or 
details); religious beliefs (views on religion, style of worship); 
safe space information (what you say in a classroom or work-
place); sex life and sexual behavior (fetishes, sexual activity, 
sexual desires); sexual orientation (sexual preference, sexual-
ity, sexual identity); social (activities, acquaintances, conversa-
tions); spatial orientation (GPS location monitoring); spiritual 
(beliefs, spirituality); and technical (search or web history, 
e-mail address, text messages, social media).

4. Pilot 2: Measuring the most valued domains of 
privacy

In the second pilot study, we used the 26 categories identified 
in the first pilot study to measure and identify the most 
important domains of privacy to include in the CPIP.

4.1. Participants

Our sample consisted of 405 U.S. adults recruited from 
MTurk (Mage = 38.00, SD = 12.90, range = 18–76; 56% 
female; 73% Caucasian/White; 53% reported incomes higher 
than 50,000 USD; 52% with a bachelor’s degree or higher; 77% 
working for pay or self-employed). The participants were 
geographically diverse, representing 42 of 50 states. Our 
MTurk announcement invited people to participate in a HIT 
focused on identifying the domains of their lives they wanted 
to keep private. We used TurkPrime (Litman et al., 2017) to 
exclude participants who took part in Pilot Study 1, to verify 
geographic locations, and to minimize the probability of 
compromised data. Participants were paid 0.15 USD to com-
plete this task.

4.2. Method

The participants read the same passage about privacy as in 
Pilot Study 1. Then they read the following instructions:

Please read each of the following areas of your life that you may 
want to be free from unauthorized observation, viewing, or intru-
sion. Select at least 5, but no more than 10, domains of your life 
you strongly believe must be kept private. 

Participants then selected the privacy domains they consid-
ered most important to protect, using the 26 categories 
extracted from the first pilot study.

Figure 1. A word cloud of individual responses indicating the areas of life people want protected.
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4.3. Results and brief discussion

Overall, Pilot Study 2 revealed that respondents were con-
cerned with the protection of various kinds of personal infor-
mation. Table 1 shows the percentage of participants who 
selected each domain. The top domain respondents believed 
must be kept private was financial information (73%). In 
contrast, only 4% of people believed that spiritual information 
was important to protect. To ensure an adequate but non- 
exhaustive number of domains, we combined some categories 
to create larger domains. Ultimately, four overarching 
domains emerged: financial information (e.g., bank account 
data, spending habits); social and psychological information 
(e.g., sexual preferences, religious beliefs); legal information 
(e.g., social security number, criminal history); and technolo-
gical information (e.g., online information like social media or 
GPS location).

5. Study 1: Scale development

The goal of Study 1 was to develop the CPIP with items that 
measure individual differences in concerns about privacy pro-
tection – namely the four informational privacy domains that 
emerged in Pilot Study 2: Financial, social/psychological, legal, 
and technological. Our aim was to determine whether these 
proposed domains were distinct enough to be measured as 
separate constructs on the CPIP.

5.1. Method

5.1.1. Participants and procedure
We recruited 335 community members (34.3% 18–25 years 
old, 2% older than 66; 53% female; 17% Caucasian) from three 
proximal geographic locations (San Francisco, Oakland, and 
San Jose, CA) to complete a 10-page survey that took 

approximately 10 minutes. The survey was described as mea-
suring their attitudes concerning privacy. Each participant 
was compensated with a 10.00 USD gift card.

The survey had four sections: (1) a demographic question-
naire (e.g., gender, age, marital status, number of children), 
(2) items measuring attitudes toward privacy, (3) items mea-
suring usage of electronic devices (smartphone, desktop, lap-
top, or tablet) for banking or social media use via the internet. 
For the purposes of Study 1, we only analyzed the items 
measuring attitudes toward privacy.

5.1.2. Item development
All items were written without any references to current 
privacy or data-protection practices to ensure a timeless 
measurement that could stay relevant with changing tech-
nology. Participants were instructed to answer the questions 
as honestly as possible by rating their agreement with each 
statement on a scale from 1 (strongly disagree) to 5 
(strongly agree). Seventeen items were used to measure 
attitudes and actions taken to protect social and psycholo-
gical privacy, legal privacy, financial privacy, and technolo-
gical privacy.

5.2. Results

Table 1 shows the means, standard deviations, and inter- 
correlations of all attitudes toward the information privacy 
domains for Study 1. First, consistent with a number of 
previous studies (Jupiter, 2002), participants overwhelmingly 
felt that all information privacy domains were important to 
protect. For example, 90% agreed that protecting technologi-
cal privacy was important. Further, the overall means for the 
concern for privacy among all domains were very high (> 4.00 
on a 5-point Likert scale). Specifically, the average concern for 
the protection of these four domains was significantly greater 

Table 1. Percentage of participants from pilot study 2 selecting each life domain as one they wanted protected.

Domain of Privacy (examples) Percentage

Financial information (bank account data, debt history, income) 73
Confidential information (workplace, disabilities, social security number) 68
Sex life and sexual behavior (fetishes, sexual activity, sexual desires) 60
Health information (current health, healthy history, medications) 51
Locating information (current location, where you can be found) 50
Legal information (criminal history, legal problems, communication with lawyers) 49
Technical information (e-mail address, text messages, social media) 46
Document information (marriage and medical records, passports) 43
Personal information (personal thoughts, struggles, work life) 42
Physical information (diet, weight, DNA, body type) 33
Family information (names, family photos, family schedule) 32
Emotional information (emotional state, traumatic events, grief) 30
Mail (what you mail and when) 26
Behavioral information (drinking, smoking, hygiene) 22
Relationships (dating history, current relationship status or details) 20
Purchasing habits (spending, shopping, food purchases) 19
Political information (voting history, party affiliation) 17
social information (social activities, conversations with friends) 17
Spatial orientation (where you travel, where you go). 15
Sexual orientation (sexual preference, sexuality, sexual identity) 15
Safe space information (what you say in a classroom or workplace) 15
Individual information (age, gender, ethnicity) 13
Religious beliefs (views on religion, style of worship) 10
Education information (grades, school ranking, educational background) 8
Personal hobbies (leisure activities and interests, amateur interests) 5
Spiritual information (spiritual beliefs, spirituality) 4

Participants were instructed to select 5–10 domains of privacy they wanted protected. 
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than 3.00, signifying that, on average, people were concerned 
across various privacy domains (all p-values <.001; all d-effect 
sizes > 1.06). These results support Hypothesis 1 and 
Hypothesis 2, demonstrating that participants value their 
privacy regardless of the domain, but some domains were 
felt to be more important than others.

Next, the intercorrelations were moderately high for the 
separate domains (See Table 2 for all intercorrelations, means, 
and standard deviations). Specifically, concern for social/psy-
chological information privacy correlated highly with both 
concern for legal information privacy, r (333) = .65, 
p < .001, explaining 42% of the variance, and with concern 
for technological information privacy, r (333) = .55, p < .001, 
explaining 30% of the variance. However, the correlation 
between concern for financial and technological information 
privacy was comparatively weak, r (333) = .18, p < .001, 
explaining only 3% of the variance. Given that the variance 
unexplained by our domains range from 97% to 58%, each 
domain measures a unique facet of privacy and each domain 
is a separate construct.

6. Brief discussion

The results of Study 1 address some of the fundamental 
questions about individual differences in concern over the 
protection of personal information in specific domains. 
First, we found that people felt that the protection of 
personal information was important in all four domains. 
This is consistent with previous results showing that indi-
viduals are generally concerned with violations of informa-
tion privacy when online (Harris, 2004; Harris & Westin, 
1998; Jupiter, 2002). Importantly, although the average level 
of concern was high for each domain, the correlations 
between the domains were relatively weak. Thus, each 
domain represents a unique facet of informational privacy 
concern and it remains necessary to measure all four spe-
cific domains in order to gain a fuller understanding of 
individual privacy concern.

7. Study 2: Factor analysis and utility analysis

In Study 1 we determined that the four information privacy 
domains were indeed unique and separate constructs. Thus, 
in Study 2, we tested the reliability of the domain measure-
ment along with a general concern for privacy by creating 
the Concerns with the Protection of Informational Privacy 
Scale (CPIP). We also wanted to diversify our sample 
beyond the Bay Area to determine whether the scale 
could be generalized across diverse populations. Finally, 

given the emotional repercussions of a perceived loss of 
informational privacy, Study 2 also aimed to examine the 
utility of the CPIP in predicting discrete changes in mood. 
As such, we had participants read various domestic 
and foreign documents (e.g., 1st Amendment of the 
Constitution) that highlight one’s current guaranteed right 
to privacy. We hypothesized that the strongest emotional 
reactions would be experienced by people with the highest 
scores on the CPIP: General scale.

7.1. Method

7.1.1. Participants
We recruited participants via an MTurk announcement invit-
ing people to complete a 20-minute online survey. This survey 
was described as identifying people’s attitudes toward the 
protection of their privacy and actions they might take to 
protect their privacy. To recruit an international sample, we 
posted country-specific HITs with the goal of drawing parti-
cipants from outside the United States and India (the two 
largest participant pools on MTurk). We used TurkPrime 
(Litman et al., 2017) to exclude participants who responded 
to any of our previous studies, to verify locations, and to 
minimize the probability of compromised data. Participants 
were paid 0.50 USD to complete the task. We recruited 593 
adult respondents and purged data from 56 who failed to 
follow or understand the instructions. Our final sample of 
537 participants (50% 26–35 years old, >1% older than 66; 
39% female; 56% Caucasian) came from numerous countries.

7.1.2. Procedure
To better understand how to measure concerns about infor-
mational privacy protection, we wrote a number of new items. 
This allowed us to examine the factor structure, internal 
consistency, and utility of our newly constructed general 
measure as well as our four domains of information privacy. 
Thus, the survey in Study 2 included a total of 107 items, 
about 15 to 20 randomized items per domain/block. 
Participants rated their agreement on a Likert scale from 1 
(strongly disagree) to 5 (strongly agree) for all items, which 
were administered in five separated and randomized blocks 
based on domain. At the beginning of each block, we oper-
ationally defined the domain and asked participants to 
acknowledge that they understood the operational definition. 
For example, if a participant was randomly assigned to begin 
with legal information in the first block, the operational 
definition of “legal information” would appear and partici-
pants would be asked if they understood the definition.

To demonstrate the utility of the CPIP, we used an ABA 
design to measure people’s emotions before and after they 
read text about privacy rights. These texts related to how 
various domestic and foreign documents addressed the right 
to privacy (e.g., the 1st, 4th, 6th, and 9th Amendments of the 
U.S. Constitution, the Right to be Forgotten, and the Health 
Insurance Portability and Accountability Act [HIPPA]; see 
Appendix A), and were intended to make salient people’s 
right to privacy. The participants first rated their current 
emotions using the PANAS-X (Watson, 1988). Next, they 
read about how the various documents guaranteed a right to 

Table 2. Study 1 descriptive statistics, internal consistency, and correlations for 
domains of the informational privacy variables.

M SD 1 2 3 4

1. Social and Psychological 4.09 .61 –
2. Legal 4.07 .74 .65** –
3. Financial 4.41 1.33 .42** .30** –
4. Technology 4.40 .82 .55** .48** .18** –

N = 335. The technology construct was measured with a single item. 
* p <.05; ** p <.01 
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privacy. This allowed us to measure how participants felt 
about a loss of privacy. Then they rated their current emo-
tions again using the same PANAS-X survey. We were parti-
cularly interested in the change in emotions among those who 
scored high and low on a general concern for the protection 
of informational privacy.

7.1.3. Item creation
Not only did we measure attitudes about protecting privacy in 
specific domains of privacy, we also included 17 items to 
measure general attitudes toward protecting information priv-
acy (e.g., “I feel that it is important to keep personally identifi-
able information private”). For each of the four domains we 
created items to measure attitudes and specific actions taken 
to protect that domain of privacy: social and psychological 
privacy (18 items; e.g., “I feel that the state or condition of 
being free from being disturbed by other entities is important”); 
legal privacy (27 items; e.g., “I feel that the ability to prevent 
the nonconsensual disclosure of sensitive information is a right 
for all people that are currently involved in any form of civil 
litigation”); financial privacy (25 items; e.g., “I feel that it is 
important to prohibit the unwanted access of your financial 
data to third parties without your authorization.”); and tech-
nological privacy (20 items; e.g., “I feel that online activities 
should be conducted without intrusions from corporations”).

7.2. Results

7.2.1. The factor structure of the CPIP: General concern
We first performed an exploratory principal component analy-
sis (PCA) on the 17 items measuring general concern with 
protection of informational privacy. The number of compo-
nents was always determined by a parallel analysis. We found 
that seven general items loaded onto a single component with 
loadings greater than .60. We removed the 10 items with low 
loadings and conducted a second PCA. For this PCA, we 
extracted components. The same seven items formed a single 

component. However, because two were semantically very 
similar, we dropped the one with the lower loading. The 
remaining six items were internally consistent (α = .84), so 
we retained them as our scale to measure attitudes toward the 
protection of informational privacy (see Appendix B for all 
items retained in the CPIP).

Because we collected an international sample, our first 
goal was to compare the standardized root mean square 
residuals (SRMRs) as a measure of fit across the five geo-
graphic locations to ensure the factor structure was similar. 
First, the SRMR for each culture indicated good fit. Second, 
we examined whether attitudes toward the protection of 
informational privacy differed between the five countries 
(see Figure 2). The only difference was that participants 
in India had significantly lower attitudes about the protec-
tion of informational privacy (all ps < .002), however they 
did, on average, still care about privacy. Thus, because of 
the similar factor structure and average importance of pro-
tecting informational privacy, we decided to conduct all 
subsequent analyses on the full sample.

7.2.2. The factor structure of the CPIP: Concern with 
particular domains
We performed a second exploratory PCA with a promax 
rotation on the 90 items measuring concern with privacy in 
our four domains. Again, we retained items with loadings 
greater than .60. Interestingly, only 18 items had a loading 
less than this, and only a single item had a cross loading. 
These 19 items were removed from further analyses. Because 
many items had strong semantic similarity, similar items with 
lower loadings were dropped, which resulted in constructs 
with eight or nine items each. We then conducted 
the second PCA. We achieved a simple structure, in that 
each item loaded strongly (>.50) onto exactly one of four 
distinct components (all cross-loadings were <.25). The 
means, standard deviations, and inter-correlations of these 
four components are shown in Table 3.

Figure 2. Violin plots of attitudes about general privacy protection across our five geographic locations. Higher scores indicate greater agreement with the need for 
privacy protection. The only significant difference is that the participants from India had significantly lower attitudes about privacy protection (all p-values <.002) 
than people from other areas.
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Next, we explored the correlations among the four 
domains. First, even though we used a promax rotation to 
determine the structure of the survey, which allows constructs 
to be correlated, all correlations among the domains were 
moderate. For example, the strongest correlation was between 
financial and technological privacy (r = .45), while the weakest 
was between legal and psychological privacy (r = .36). As 
expected, each domain was also internally consistent 
(α = .89 – .91). Also, the means of each domain indicated 
that most participants were concerned with the protection of 
personal information in every domain. Finally, we performed 
regression analysis to better understand how the four domains 
predicted general concern with privacy protection. Although 
each domain was a significant positive predictor of increased 
concern for privacy protection in general, concern with the 
protection of technological privacy was overwhelmingly the 
strongest predictor (F(1,419) = 190.38, p < .001), uniquely 
explaining 21% of the variance in general privacy concerns.

7.2.3. Utility analysis
After completing the CPIP items, participants completed the 
full PANAS-X, which includes 60 discrete emotions (e.g., 
cheerful, angry, surprised) to rate their own emotional states 
at that moment (α Pre-PA = .96; α Pre-NA = .98). They then read 
the governmental documents granting individual rights to 
privacy (again, see Appendix A). Finally, they completed the 
full PANAS-X again (α Post-PA = .96; α Post-NA = .98).

As we expected, numerous discrete emotions changed after 
reading the privacy rights documents. For example, participants 
reported being less cheerful (t[525] = – 7.07, p < .001, dz = – .31), 
calm (t[522] = – 6.51, p < .001, dz = – .28), happy (t[524] = – 6.44, 
p < .001, dz = – .28), relaxed (t[522] = – 5.54, p < .001, dz = – .24), 
and joyful (t[523] = – 4.69, p < .001, dz = – .20), and being more 
surprised (t[525] = 5.33, p < .001, dz = .23), angry (t[524] = 3.46, 
p < .001, dz = .15), astonished (t[525] = 2.87, p = .004, dz = .13), 
hostile (t[521] = 2.70, p = .007, dz = .12), and disgusted 
(t[525] = 2.79, p = .005, dz = .12) after reading about rights to 
privacy. These changes were consistent regardless of geographic 
location. Interestingly, some specific emotions did not change, 
including nervousness (t[524] = .26, p = .799, dz = – .01), anger at 
oneself (t[522] = .15, p = .877, dz = – .01), and feeling blue 
(t[522] = – .05, p = .96, dz = .00), sheepish (t[522] = 0.00, p = 1.00, 
dz = .00), or guilty (t[525] = .19, p = .853, dz = .01).

To demonstrate the utility of the CPIP, we examined 
whether a general concern for protecting informational priv-
acy moderated the emotional changes observed after 

participants read the privacy rights laws (Appendix A). 
Overall, people who were, in general, highly concerned with 
informational privacy protection had stronger emotional reac-
tions than those who were not as concerned, supporting 
Hypothesis 3. The interaction between change in emotions 
and general concern for privacy was significant for decreased 
sluggishness (F(1,506) = 4.83, p = .028), calmness (F 
(1,504) = 11.46, p < .001), ease (F(1,500) = 4.15, p = .042), 
and enthusiasm (F(1,506) = 5.03, p = .024). The interaction 
was also significant for increased surprise (F(1,507) = 13.63, 
p < .001), amazement (F(1,505) = 6.09, p = .014), and ner-
vousness (F(1,506) = 6.97, p = .009). In each of these models, 
post-hoc comparisons (with Tukey corrections) between the 
slopes in cases of high and low concern for privacy revealed 
that the strongest emotional reactions for participants with 
the greatest concern for privacy protection were steeper (see 
Figure 3 for a comparison of changes in calmness and surprise 
by concern for protection of informational privacy). Thus, the 
CPIP explained who had the strongest emotional reactions to 
being reminded of their right to privacy.

8. Brief discussion

The results of Study 2 strengthened the support of the CPIP 
as a reliable measure of concern for informational privacy. 
Importantly, we examined the descriptive statistics and 
psychometric properties in cultures outside of the U.S. to 
increase the generalizability of our results. That is, to 
address some of our fundamental questions we recruited 
an international sample which consisted of 33% from the 
U.S., 27% from India, 19% from Canada, 12% from the 
United Kingdom, and 10% from other Western European 
countries. The results from these cultures we consistent 
with the past literature. For example, while CPIP when 
administered in the U.S. indicated good fit (standardized 
root mean square residuals = .04) and the SRMS demon-
strated good fit for other cultures as well (e.g., India = .05; 
Canada = .03; U.K. = .07; Western Europe = .06). 
Interestingly, though the factor structure was similar across 
cultures, there were cultural differences in the concern for 
protecting informational privacy. For example, while 84% 
overall reported being concerned with technological privacy 
protection, concern was highest in Canada 93% and in the 
U.K. (88%), but was lowest in the U.S. (80%) and India 
(72%). Thus, the results from Study 2 can be reliability 
administered across various cultures.

9. Study 3: Reliability and validation of the CPIP

The goal of Study 3a was to examine the internal consistency 
and test-retest reliability of the CPIP. We used the reliability 
analyses to reduce the number of items for both the general 
scale and the four information privacy domain scales, such 
that only items that maximized the reliability coefficients were 
retained. The goal of Study 3b was to further demonstrate the 
construct validity of the CPIP. In Study 3b, we established the 
validity of the CPIP by correlating the general and domain 

Table 3. Study 2 descriptive statistics, internal consistency, and correlations for 
domain specific attitudes about privacy protection.

M SD α 1 2 3 4

1. Legal 3.80 .72 .89 –
2. Psychological 3.86 .72 .89 .36** –
3. Financial 3.94 .78 .93 .41** .42** –
4. Technological 4.23 .69 .91 .43** .41** .45** –

N = 495–517 (sample sizes differed because some respondents did not answer 
all questions). See the method section for demographic characteristics. 

* p <.05; ** p <.01 
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scales with previously established demographic predictors of 
concern with informational privacy.

10. Study 3a: Reliability of the CPIP

10.1. Method

10.1.1. Participants
To establish the reliability of the CPIP and each of the four 
domains, we recruited participants from Amazon’s 
Mechanical Turk to complete the CPIP once and then again 
14 days later. Both surveys included all items retained in the 
surveys used for Study 1 and Study 2, as well as demographic 
questions. A total of 261 participants (Mage = 43.07, 
SD = 13.56, range = 18–76; 57.1% female; 81.6% Caucasian) 

completed both surveys and met all criteria to be included in 
all analyses. Participants were paid .50 USD for each survey 
they completed.

10.1.2. Procedure
Participants were informed that we would be asking questions 
about their feelings of privacy and their buying behaviors. 
They were also told that the study was a two-week study. 
Participants who (1) completed the first survey, (2) had 
a mobile device (e.g., a smartphone, tablet, or laptop), and 
(3) passed three attention checks were invited to take 
the second survey two weeks later. Those participants who 
completed the second survey and passed three more attention 
check were used in the final analyses.

Figure 3. People with a high concern for privacy protection had a significant drop in calmness (MD = –.46; SED =.07; t [504] = 6.81, p <.001); those with a low 
concern did not (MD = –.16; SED =.08; t [504] = 2.07, p =.166). Those with a high concern also had a significant increase in surprise (MD =.38; SED =.07; t [504] = 5.82, 
p <.001); those with a low concern did not (MD =.11; SED =.07; t [504] = 1.51, p =.433).
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10.2. Results

10.2.1. Internal consistency and temporal stability of the 
CPIP
First, we assessed the internal consistency and temporal sta-
bility of the general concern with informational privacy as 
well as the concern with each of our four domains. While 
assessing these reliability coefficients, we dropped items that 
did not contribute to improved internal consistency or tem-
poral stability. Ultimately, we determined that all six of the 
items for the general concern with informational privacy 
contributed to the internal consistency and temporal stability 
of the scale. However, for each of the four domains the 
internal consistency and temporal stability was improved by 
retaining only four items each (see Appendix C for the final 
items retained for the CPIP).

Overall, the reliability coefficients from time 1 and time 2 
for both the general scale and the four information privacy 
domains demonstrated good internal consistency. Also, the 
test-retest Pearson correlations for both the general scale and 
the four domains were statistically significant (all p’s < .001). 
For example, the reliability coefficients demonstrated the 
reliability of: (1) the general concern with informational 
privacy scale (Time 1: M = 6.32, SD = .69, α = .88; Time 2: 
M = 6.32, SD = .68, α = .90; test-retest Pearson correlation: 
r (259) = .71, p < .001), (2) the concern with technological 
information privacy domain scale (Time 1: M = 6.35, 
SD = .74, α = .88; Time 2: M = 6.32, SD = .68, α = .90; test- 
retest Pearson correlation: r (259) = .70, p < .001), (3) the 
concern with financial information privacy domain scale 
(Time 1: M = 5.75, SD = 1.17, α = .91; M = 5.89, 
SD = 1.02, α = .88; test-retest Pearson correlation: 
r (259) = .59, p < .001), (4) the concern with psychological 
and social information privacy domain scale (Time 1: 
M = 5.52, SD = 1.05, α = .88; M = 5.59, SD = .99, α = .88; 
test-retest Pearson correlation: r (259) = .51, p < .001), and 
(5) the concern with legal information privacy domain scale 
(Time 1: M = 5.44, SD = 1.23, α = .92, M = 5.44, SD = 1.22, 
α = .92; test-retest Pearson correlation: r (259) = .36, 
p < .001).

11. Study 3b: Validity of the CPIP

11.1. Participants and procedure

to establish the validity of the CPIP and each of the four 
domains, we recruited participants from Amazon’s 
Mechanical Turk to complete the CPIP and answer ques-
tions about how much they trusted mobile transactions and 
corporations to protect their privacy. At the end of the 
survey participants answered numerous demographic ques-
tions. Those participants who completed the survey and 
passed four attention checks were used in the final analyses. 
A total of 367 participants (Mage = 38.19, SD = 12.85, 
range = 18–74; 50.5% female; 64.9% Caucasian; 51.9% mar-
ried; 51.6% living without children in the household) met all 
our criteria to be included in all analyzes. Participants were 
paid .50 USD for completing the survey.

11.2. Results

11.2.1. Validity of the CPIP
We assessed the validity of the CPIP by examining the corre-
lation with age and gender to identify differences in concerns 
with informational privacy. Previous research has found that 
concern with information privacy is positively correlated with 
age (Paine et al., 2007) and that females are more concerned 
with informational privacy than males (Hoy & Milne, 2010). 
Additionally, we examined if those who were more concerned 
with the protection of their information privacy had less trust 
of m-commerce security as well as the security of specific 
corporations (i.e., Facebook and Amazon). We considered 
negative correlations between trust and concern with infor-
mation privacy as support for the validity of the CPIP. We 
also examined the correlation with age and gender on the 
general scale and across all four domains.

First, we examined the descriptive statistics for the CPIP. 
As expected, the general scale as well as all four domains 
were significantly negatively skewed. Therefore, to assess the 
associations with age, gender, and trust, we report nonpara-
metric correlations (specifically, Spearman’s rho [rs]). As 
expected, there was a positive association between age and 
a general concern with the protections of informational 
privacy (rs [365] = .24, p < .001). Also, there were significant 
positive correlations with the domains of technological priv-
acy protection (rs [365] = .24, p < .001) and financial privacy 
protection (rs [365] = .13, p = .012); however, age was not 
associated with concerns over the protection of psychologi-
cal and social privacy (rs [365] = − .08, p = .151) nor legal 
privacy (rs [365] = .03, p = .560). Also, as expected, females 
were more concerned with the protection of information 
privacy in general (rs [365] = .19, p < .001) and were speci-
fically concerned with the domain of technological privacy 
protection (rs [365] = .14, p = .009); however, there was no 
gender difference when assessing the domains of financial 
privacy protection (rs [365] = .09, p = .865), psychological 
and social privacy protection (rs [365] = − .04, p = .491), or 
legal privacy protection (rs [365] = − .09, p = .100). Finally, 
as expected, there was a negative association with general 
concern with the protection of informational privacy and 
trust in: (1) data security when making purchases on 
a mobile device (rs [365] = − .14, p = .007), (2) privacy 
protections on Facebook (rs [365] = − .25, p < .001) or 
Amazon (rs [365] = − .27, p < .001), and (3) online clothing 
retailers to protect privacy (rs [365] = − .18, p < .001). The 
pattern of these results was only consistent with a concern 
over technological privacy.

12. Discussion

The primary goal of our research was to create a measure of 
privacy concern across general domains of information priv-
acy, which will help bridge the gap between online and offline 
privacy. Moreover, we also aimed to identify the specific 
emotional outcomes of having high concerns for privacy. 
First, overwhelmingly, participants were concerned for their 
information privacy, replicating past research (Jupiter, 2002). 
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Second, across two pilot studies and three survey studies with 
a cross-cultural sample, we developed a highly reliable and 
valid measure of privacy concerns in four participant-driven 
and replicated information domains: technological, financial, 
social/psychological, and legal. Third, as expected, people 
were more concerned for their privacy in certain domains 
over others, with financial privacy being most highly valued. 
Fourth, demonstrating the validity of the scale, we also iden-
tified that those who expressed greatest concern with their 
information privacy also experienced fewer positive emotional 
outcomes (e.g., feeling less cheerful, less happy, less calm) and 
more negative emotions (e.g., anger and hostility) after read-
ing excepts from government documents regarding individual 
privacy rights. Finally, demonstrating the predictive validity of 
the CPIP, when we examined which domain of informational 
privacy was the best predictor of more general concern for 
informational privacy, we found that concern for technologi-
cal privacy substantially predicted general concern better than 
any other domain, even though the domains were only mod-
estly inter-correlated. Thus, people who are highly concerned 
with technological privacy are the most likely to be concerned 
with informational privacy in general.

The privacy paradox suggests that there is a disconnect 
between people’s attitudes and behaviors when it comes to 
information privacy. That is, while people express strong 
concern over their information privacy, they often act in 
ways that could jeopardize that privacy. For example, research 
has shown that increased perceived privacy risks (a correlate 
of privacy concerns) was not associated with reduced inten-
tion to use mobile social networking apps (Qin et al., 2018), 
signaling that although people may find a social networking 
app to be risky, this does not impact their intention to use the 
app. Importantly, meta-analyses have found that results 
related to the privacy paradox are mixed (Kokolakis, 2015). 
One explanation for why the privacy paradox emerges incon-
sistently relates to rational fatalism ideologies. Feelings of 
helplessness regarding control over one’s privacy make indi-
viduals less likely to protect themselves as they feel any efforts 
to do so would be futile (Xie et al., 2019). These findings shed 
light on a deeper and more troubling social issue, that people 
do indeed care about their privacy but feel they have no 
volitional control. This could also be why researchers have 
found that strong privacy concerns are related to less happi-
ness and more anxiety (Pappas et al., 2013).

Researchers have addressed the growing body of literature 
supporting the link between privacy and feelings of helpless-
ness by calling on companies to have a better balance in 
power when it comes to users and their privacy (Draper & 
Turow, 2019; Hochheiser & Lazar, 2007). This is a critical 
point, as there are few alternatives to using many of services 
(e.g., search engines) that strip people of their privacy. 
Similarly, given that social media frequency leads to stronger 
social connections, and ultimately well-being (Roberts & 
David, 2020), quitting social media may lead to a cut in ties 
with friends and loved ones, especially those who are physi-
cally distant, and ultimately reduce well-being. Given the lack 
of options when it comes to Web-based services, it is no 
wonder that privacy paradox findings emerge.

While the privacy paradox may not provide actionable 
information for researchers and businesses, it is crucial to 
remember that these concerns are linked to negative psycho-
logical outcomes. Just after reading a short excerpt outlining 
current governmental privacy rights, participants in our study 
reported feeling greater negative emotions, such as hostility, 
disgust, and anger, and also reported fewer positive emotions, 
such as cheerfulness, calmness, and happiness (with large 
effect sizes). Moreover, those with the highest concerns 
about privacy reported the greatest emotional reactions after 
reading about their rights to privacy. Importantly, geographic 
location did not moderate the participants’ emotional 
changes. If these emotional outcomes were induced (1) in an 
online survey and (2) after reading a short privacy excerpt, 
a notably conservative provocation of privacy concern, then 
the emotional ramifications of having one’s privacy actually 
violated (e.g., having personal photos leaked, or an e-mail 
account hacked) are far graver than researchers currently 
estimate and warrant further investigation and action.

Another key issue, raised by Kokolakis (2015), is the diver-
sity of measures used to assess the privacy paradox (e.g., 
surveys, experiments), which lead to varied results. Further, 
there is little nuance around how privacy attitudes are mea-
sured, leading to imprecise generalizations of attitudes and 
subsequent behaviors. Our measure, the CPIP, attempts to 
address these problems by disentangling privacy concerns 
into the domains of technology, finances, social/psychological, 
and legal information. For example, someone who takes the 
CPIP and reports high concern over financial information 
privacy and lower concern over legal information privacy 
may be more willing to engage in behaviors that would 
compromise legal privacy but less willing (or more reluctant) 
to jeopardize financial privacy. With the CPIP, researchers 
can parse where the privacy paradox holds and where it does 
not, perhaps leading to more precise observations of the 
privacy paradox.

12.1. Future directions

The results of our pilot studies and survey demonstrate the 
CPIP is a reliable and valid psychological measurement of 
privacy attitudes, in both online and offline contexts, across 
four important domains. Also, given that many of the scales 
in the privacy literature are specific to an online environ-
ment, the CPIP provides the field with a psychometrically 
sound measure of privacy attitudes that consider real-world 
implications. While the results from Study 2 suggested that 
the CPIP can be administered in different cultural contexts, 
it is important to recognize the key role culture plays in 
privacy concerns (Milberg et al., 2000) and be mindful of 
these differences when administering and interpreting the 
CPIP in different cultures. For example, those who live in 
an individualist culture, or a low-context culture (e.g., the 
United States, Western Europe, etc.), value autonomy and 
privacy; however, those who live in a collectivist culture, or 
a high-context culture (e.g., Asia, Latin America, etc.), value 
cohesion and trust (Bandyopadhyay, 2009). As such, pre-
vious research has demonstrated that those who live in 
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individualistic and low-context cultures tend to be more 
concerned with protecting their privacy, similar to the results 
we found.

For example, research in India has demonstrated that 
privacy is thought of as a spatial concept, rather than an 
informational one (Bellman et al., 2004). This is perhaps 
why previous research (Kumaraguru & Cranor, 2005) demon-
strates that participants from India also report relatively lower 
concerns for their privacy – consistent with our results in 
Study 2. Moreover, it is important to keep in mind the 
relationship between cultural values and privacy regulation, 
as the former often shapes the latter (Milberg et al., 1995). 
Taken together, culture plays a key role in shaping privacy 
concerns and research should continue to unpack this rela-
tionship further, especially when examining the specific facets 
(e.g., legal, social/psychological) in which different cultures 
may place value in their privacy. In sum, while our data 
suggest a broad general phenomenon, we are careful to gen-
eralize our results to all cultures and recognize that privacy is 
deeply culturally-defined.

13. Conclusion

Today’s globally networked society places great demands on 
the collection and sharing of person-specific data for many 
new uses. Entities that serve as data holders (or service pro-
viders), such as a hospitals, banks, and social networking sites, 
often describe the need to share person-specific records in 
such a way that the identities of their subjects can be deter-
mined. These ways are described as beneficial or at least non- 
intrusive to the individual because (a) the data are collected in 
large quantities and analyzed in aggregate, and (b) the private 
data being analyzed on an individual basis are deemed neces-
sary to provide a customized or personalized experience when 
engaging the Internet of Things on various platforms.

Websites typically communicate privacy practices through 
terms and usage agreements that are intended to “reduce the 
trade-off between personalization and privacy” (Preibusch, 
2006). However, when different types of data are bound 
together, they can provide a “detailed picture of each custo-
mer” (Resnick & Montana, 2003). This digital profile is as 
identifying and personal as a fingerprint, even when the 
information contains no explicit identifiers such as names or 
phone numbers. Also, as Mark Zuckerberg’s Congressional on 
April 11th, 2018 highlighted, the near-complete erosion of 
information privacy is the new reality – one that angers and 
frustrates many consumers. Therefore, privacy is personal. 
But personalization without the full disclosure of potential 
loss of privacy brings a voice to a different conversation, 
one that speaks to why it is important to measure how people 
feel about their privacy (in all important domains) and the 
protection of it. This is why reliable scales like the CPIP are 
necessary.

While people are not often aware of how their data are 
stored and managed (Visinescu et al., 2016), research has 
demonstrated that people in general are willing to forgo 
some protection of their private information, whether in 
aggregate or individually, if they stand to benefit from it 
(see Dinev & Hart, 2003). With the CPIP, researchers can 

now (1) measure how people feel about privacy protection 
in general, and (2) understand the different information 
privacy domains people most want to protect – psychologi-
cal, technological, legal, and financial – to see where and 
why people may be willing to sacrifice their privacy. As 
such, we can better understand who wants specific privacy 
protections and whether the benefits gained to offset the 
sacrifice of privacy vary among individuals. By understand-
ing individuals’ concerns over privacy protection in general 
and in specific domains, we can come to a better under-
standing of the actions needed to protect privacy.
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Appendix A

Instructions: Please take the time to read the following. It is meant for the 
sole purpose of passing on information about current legislation, both 
domestic and foreign, regarding privacy rights. It is to be considered only 
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as a tool to pass on information, nothing more and nothing less. Please 
take the time to read all the following information.

The First Amendment assures particular freedoms regarding religion, 
expression, assembly, and the right to petition. It forbids Congress from 
either promoting one religion over another or restricting a person’s 
religious practices. It further assures the freedom of expression by assert-
ing the prohibition of Congress from restricting the press or the rights of 
United States citizens to speak freely. The right of citizens to assemble 
peaceably and to petition their government is also covered in the First 
Amendment.

The Fourth Amendment of the United States Constitution provides 
the right of the people to be secure in their persons, houses, papers, and 
effects against unreasonable searches and seizures. It continues that “no 
Warrants shall issue, but upon probable cause, supported by Oath or 
affirmation, and particularly describing the place to be searched, and the 
persons or things to be seized.”

The Sixth Amendment assures the rights of criminal defendants. 
This includes the right to a public trial without unnecessary delay, the 
right to a lawyer, the right to an impartial jury, and the right to know 
who your accusers are and the nature of the charges and evidence 
brought against you.

The Ninth Amendment of the United States Constitution states that 
there may exist rights other than those explicitly mentioned. So even 
though they are not listed, it does not mean that they can be violated.

The Right to be Forgotten is a concept put into practice in the 
European Union (EU) and Argentina since 2006. It addresses indivi-
duals’ right to “determine the development of their life in an autono-
mous way, without being perpetually or periodically stigmatized as 
a consequence of a specific action performed in the past.”

The Health Insurance Portability and Accountability Act (HIPPA) of 
1996 created requirements for health care providers to protect the priv-
acy and security of health information. As a result of HIPPA, on 
November 3, 1999, in-depth and detailed regulations were designed to 
protect the privacy of individually identifiable health information. [Right 
to privacy of health information]

Appendix B
Items used in Concern for Informational Privacy Scale

Items used to measure General Privacy Concern

(1) I feel that the state or condition of being free from being disturbed 
by other entities is important.

(2) I feel that people’s right to be free from being disturbed by others 
should be respected.

(3) I feel that it is important to keep personally identifiable informa-
tion private.

(4) I feel that it is important to keep sensitive information private.
(5) I feel that it is important to keep information that can be used to 

identify me as a person private.
(6) I feel that it is important to keep information that can be used to 

locate me private.

Items used to measure Financial Privacy Concern

(1) I feel that it is important to keep your unemployment wage(s) 
private.

(2) I feel that it is important to keep the income received while on 
medical disability private.

(3) I feel that it is important to keep your retirement income private.
(4) I feel that it is important to keep the funds you receive from 

a pension private.
(5) I feel that it is important to keep the wages received from worker’s 

compensation private.
(6) I feel that it is important to keep the amount received from your 

social security income (SSI) private.
(7) I feel that it is important to keep the amount(s) of money received 

from the state government private.

(8) I feel that it is important to keep the amount(s) of money received 
from memberships private.

(9) I feel that it is important to keep the amount(s) of money received 
from a partnership private.

Items used to measure Social/Psychological Privacy Concern

(1) I make it a practice to take action at work to protect my right to 
maintain my personal and cultural values, such as cultural beliefs.

(2) I make it a practice to take action when it comes to protecting my 
personal and cultural values, such as inner thoughts.

(3) I make it a practice to take action when it comes to protecting my 
personal and cultural values, such as inner feelings.

(4) I make it a practice to take action when it comes to protecting my 
personal and cultural values, such as religious practices.

(5) I make it a practice to take action at home to protect my personal 
and cultural values, such as cultural beliefs.

(6) I make it a practice to take action in public to protect my personal 
and cultural values, such as inner thoughts.

(7) I make it a practice to take action in public to protect my personal 
and cultural values, such as inner feelings.

(8) I make it a practice to take action in public to protect my personal 
and cultural values, such as cultural beliefs.

Items used to measure Legal Privacy Concern

(1) I feel that the ability to prevent the nonconsensual disclosure of 
confidential information is a right for all people that were pre-
viously involved in any form of criminal litigation.

(2) I feel that the ability to prevent the nonconsensual disclosure of 
discrediting information is a right for all people that were pre-
viously involved in any form of criminal litigation.

(3) I feel that the prevention of nonconsensual disclosure of sensitive 
information is a right for all people that are currently involved in 
an arbitration judgment.

(4) I feel that the ability to prevent the nonconsensual disclosure of 
discrediting information is a right for all people that were pre-
viously involved in an arbitration judgment.

(5) I feel that the ability to prevent the nonconsensual disclosure of 
sensitive information is a right for all people that are currently 
involved in any form of civil litigation.

(6) I feel that the ability to prevent the nonconsensual disclosure of 
confidential information is a right for all people that are currently 
involved in any form of civil litigation.

(7) I feel that the ability to prevent the nonconsensual disclosure of 
discrediting information is a right for all people that are currently 
involved in any form of civil litigation.

(8) I feel that the ability to prevent the nonconsensual disclosure of 
sensitive information is a right for all people that are currently 
involved in any form of court-ordered decision(s).

(9) I feel that the ability to prevent the nonconsensual disclosure of 
confidential information is a right for all people that are currently 
involved in any form of court-ordered decision(s).

Items used to measure Technological Privacy Concern

(1) I feel that digital activities should be conducted without intrusions 
from corporations.

(2) I feel that all my electronic information should be protected.
(3) I believe that privacy is important when sending information using 

a laptop.
(4) I believe that privacy is important when sending information using 

a desktop.
(5) I believe that privacy is important when sending information using 

a tablet.
(6) I believe that my browsing history and web sites I visit should be 

kept private on all devices I own.
(7) I believe that my browsing history and web sites I visit should be 

kept private on all devices I own.
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Appendix C
Final Items in CPIP (General and Facets)

CPIP: General Concern With Privacy
Please answer the following questions about yourself (1 = strongly 

disagree; 7 = strongly agree).
I feel that …

(1) The state or condition of being free from being disturbed by other 
entities is important.

(2) People’s right to be free from being disturbed by others should be 
respected.

(3) It is important to keep personally identifiable information private.
(4) It is important to keep sensitive information private.
(5) It is important to keep information that can be used to identify me 

as a person private.
(6) It is important to keep information that can be used to locate me 

private.

CPIP: Concerns for Technological Privacy
Please answer the following questions about yourself (1 = strongly 

disagree; 7 = strongly agree)
I feel that …

(1) Digital activities should be conducted without intrusions from 
corporations.

(2) All my electronic information should be protected.
(3) Privacy is important when sending information using a laptop.
(4) Privacy is important when sending information using a desktop.

CPIP: Concerns for Financial Privacy
Please answer the following questions about yourself (1 = strongly 

disagree; 7 = strongly agree)
I feel that it is important to …

(1) Keep your unemployment wage(s) private.
(2) Keep the funds you receive from a pension private.
(3) Keep the amount(s) of money received from memberships 

private.
(4) Keep your retirement income private.

CPIP: Social Psychological Privacy Concerns
Please answer the following questions about yourself (1 = strongly 

disagree; 7 = strongly agree)
I make it a practice to take action …

(1) At work to protect my right to maintain my personal and cultural 
values, such as cultural beliefs.

(2) When it comes to protecting my personal and cultural values, such 
as inner feelings.

(3) In public to protect my personal and cultural values, such as inner 
thoughts.

(4) In public to protect my personal and cultural values, such as 
cultural beliefs.

CPIP: Concern for Legal Privacy
Please answer the following questions about yourself (1 = strongly 

disagree; 7 = strongly agree)
I feel that the ability to prevent the nonconsensual disclosure of …

(1) Sensitive information is a right for all people that are currently 
involved in any form of civil litigation.

(2) Confidential information is a right for all people that are currently 
involved in any form of civil litigation.

(3) Sensitive information is a right for all people that are currently 
involved in any form of court-ordered decision(s).

(4) Confidential information is a right for all people that are currently 
involved in any form of court-ordered decision(s).
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