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Guangren Duan (1)<br>Center for Control Theory and Guidance Technology, Harbin Institute of Technology, Harbin, People's Republic of China


#### Abstract

An advantage of a high-order fully-actuated (HOFA) system is that there exists a controller such that a constant linear closed-loop system with an arbitrarily assignable eigenstructure can be obtained. In this paper, a generalised form of the conventional first-order strict-feedback systems (SFSs) is firstly proposed, and a recursive solution is proposed to convert equivalently the generalised SFS into a HOFA model. Then the second- and high-order SFSs are defined and their equivalent HOFA models are also derived. It is further shown that, under certain common conditions, the recursive solutions for converting the generalised SFSs into HOFA models can be rearranged into direct analytical explicit solutions. Such a high-order system approach is more direct and simpler than the first-order system approach since it avoids the process of converting firstly these second- and high-order SFSs into firstorder ones for control, and can finally produce a constant linear closed-loop system. Particularly, it is more effective than the well-known method of backstepping since, for the generalised complicated SFSs with more subsystems, the method of backstepping may simply be not applicable due to more serious 'differential explosion' problem. Two examples are worked out to demonstrate the effect of the approach.
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## 1. Introduction

State-space approaches for control system analysis and design have remained absolutely dominant for over a half century, yet it is found that statespace models may not be the best choice for dealing with the control of the system, although they are probably the best choice for state solutions (response analysis) and observations (estimations) (see, Duan, 2020a, 2020b, 2020c, 2020d). In contrast, a type of high-order fully-actuated (HOFA) system models behave more powerfully in the control of many nonlinear systems (Duan, 2020a, 2020d). This paper is concerned with the derivation of the HOFA models of three types of generalised strict-feedback nonlinear systems.

### 1.1. Typical SFSs

Consider the following strict-feedback nonlinear system

$$
\left\{\begin{array}{l}
\dot{x}_{1}=f_{1}\left(x_{1}\right)+G_{1}\left(x_{1}\right) x_{2}  \tag{1}\\
\dot{x}_{2}=f_{2}\left(x_{1}, x_{2}\right)+G_{2}\left(x_{1}, x_{2}\right) x_{3} \\
\quad \vdots \\
\dot{x}_{n-1}=f_{n-1}\left(x_{1}, \ldots, x_{n-1}\right)+G_{n-1}\left(x_{1}, \ldots, x_{n-1}\right) x_{n} \\
\dot{x}_{n}=f_{n}\left(x_{1}, \ldots, x_{n}\right)+G_{n}\left(x_{1}, \ldots, x_{n}\right) u
\end{array}\right.
$$

where $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots, n$ are the state vectors, $u \in \mathbb{R}^{r}$ is the control input, $f_{i}\left(x_{1}, \ldots, x_{i}\right) \in \mathbb{R}^{r}$ and $G_{i}\left(x_{1}, \ldots, x_{i}\right) \in \mathbb{R}^{r \times r}, i=1,2, \ldots, n$ are sufficiently smooth vector functions and matrix functions, respectively. Furthermore, $G_{i}\left(x_{1}, \ldots, x_{i}\right)$ is nonsingular for all $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots, n$.

This type of systems are called in the literature the strict-feedback systems (SFSs), which are extremely important due to the following three aspects.

Firstly, more general nonlinear systems can be equivalently converted into the form. In fact, it has been shown that the general nonlinear systems in the following affine form

$$
\dot{x}=f(x)+g(x) u,
$$

[^0]with $x \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{r}$ being respectively the state and control vectors, can be converted into the form of (10) under some conditions (Kanellakopoulos et al., 1991; Krstic et al., 1995; Riccardo \& Tomei, 1995). Very recently, Duan (2020d) investigated a more general system in the form of
$$
x^{(m)}=f\left(x, \dot{x}, \ldots, x^{(m-1)}\right)+G\left(x, \dot{x}, \ldots, x^{(m-1)}\right) u
$$
where $m \geq 1$ is some integer, $x \in \mathbb{R}^{n}$ and $u \in \mathbb{R}^{r}$ are respectively the state and control vectors. It is shown that the system, when $n$ is a multiple of $r$, can also be converted, under certain conditions, into a similar strict-feedback form of order $m$ (Duan, 2020d), which reduces to the normal SFS form of (10) in the case of $m=1$. Such facts indicate, from the theoretical aspect, that SFSs are a type of very common nonlinear systems.

Secondly, SFSs describe a variety of practical nonlinear systems. Such a fact has been verified by a great deal of applications, including, but certainly not limited to, circuit system (Khalil, 2002), pendulum systems (Jiang \& Nijmeijer, 1997; Khalil, 2002; Yang et al., 2004), robotic systems (Dawson et al., 1994; Ferrara \& Giacomini, 2000; Jiang \& Nijmeijer, 1997; Khalil, 2002; Riccardo \& Tomei, 1995; Yang et al., 2004), missile and satellite control systems (Farrell et al., 2005; Kim et al., 2004; Sun et al., 2017), and ship fin roll stabilisation systems (Yang et al., 2004).

Thirdly, SFSs probably form the largest class of nonlinear systems for which stabilising controllers can be systematically designed. A very typical recursive design method for this class of systems is the wellknown method of backstepping, which were initiated by a group of researchers, e.g. Tsinias (1989, 1991), Byrnes and Isidori (1989), Sontag and Sussmann (1988), Kokotovic and Sussmann (1989), and Saberi et al. (1990). Since 1990, works on control of SFSs using improved method of backstepping have dramatically increased (Farrell et al., 2009; Hong \& Jiang, 2006; Huang et al., 2005; Kokotovic \& Arcak, 2001; Tee \& Ge, 2011).

### 1.2. HOFA system approaches

Very recently, it is pointed out, and also fully evidenced, in Duan (2020a, 2020b, 2020d) that the commonly used first-order state-space models are,
although very convenient for problems of state solutions and observations, not effective enough for nonlinear system control, while the type of HOFA system models, proposed in Duan (2020a, 2020d), are more effective and convenient for control design of nonlinear systems. It is shown in Duan (2020a, 2020d) that, once a HOFA model for a nonlinear system is obtained, the controller can then be immediately written out, which eliminates the nonlinearities in the system, and eventually results in a constant linear closed-loop system.

The HOFA system approaches actually solve many problems that the first-order Lyapunov stabilisation approach does not solve. In fact, the first-order statespace stabilisation approach based on Lyapunov functions analysis depends heavily on the complexity of the nonlinearities. Therefore, it may not even provide a solution in certain complex cases, to say nothing of giving some global stability results or producing constant linear closed-loop systems. While the HOFA system approaches make use of the full-actuation feature and can eliminate easily the nonlinearities, no matter how complicated they are, theoretically.

Clearly, in the applications of the HOFA system approaches for control systems design, the main task is to derive a HOFA model for the considered system. In Duan (2020a), a simplified version of the SFS is proven to be equivalent to a HOFA system. In this paper, the SFS (10) is firstly generalised into a more complicated form, and then it is shown that a recursive solution exists to convert the generalised SFS equivalently into a HOFA model.

Most practical systems are governed by physical laws, such as, Newton's law, Lagrangian equation, Theorem of linear and angular momentum, Kirchhoff's laws of current and voltage, etc. When modelled by these physical laws, a set of subsystems of second- or higher-order are firstly obtained (Duan, 2020e, 2020f; Spong et al., 2008). In view of such a fact, generalised SFSs of both second-order and high-order are also proposed in this paper. Similarly to the generalised firstorder case, recursive solutions to convert the generalised second-order and high-order SFSs equivalently into some HOFA models are also proposed. Therefore, control of these systems can then be easily realised and better solved in the sense that the final closedloop system is a constant and linear one with a desired eigenstructure. While on the other side, due to the complexity in the generalised SFSs, the typical method
of backstepping may not be applicable especially when $n$ is large due to possible more serious 'differential explosion' phenomenon.

In this paper, we use $C(k, n)$ to denote the combination of $k$ elements out of $n$. Furthermore, for $x, x_{i} \in \mathbb{R}^{m}$, and $A_{i} \in \mathbb{R}^{m \times m}, n_{0}, n_{i} \in \mathbb{N}, n_{0}<n_{i}, i=$ $1,2, \ldots, n$, the following symbols are frequently used in the paper:

$$
\begin{array}{rl}
x^{(0 \sim n)}= & {\left[\begin{array}{c}
x \\
\dot{x} \\
\vdots \\
x^{(n)}
\end{array}\right],} \\
x_{i \sim j}^{(0 \sim n)}= & {\left[\begin{array}{c}
x_{i}^{(0 \sim n)} \\
x_{i+1}^{(0 \sim n)} \\
\vdots \\
x_{j}^{(0 \sim n)}
\end{array}\right], \quad j \geq i,} \\
\left.x_{k}^{\left(n_{0} \sim n_{k}\right)}\right|_{k=i \sim j}= & {\left[\begin{array}{ccc}
x_{i}^{\left(n_{0} \sim n_{i}\right)} \\
x_{i+1}^{\left(n_{0} \sim n_{i+1}\right)} \\
\vdots \\
x_{j}^{\left(n_{0} \sim n_{j}\right)}
\end{array}\right], \quad j \geq i,} \\
A_{0 \sim n} & =\left[\begin{array}{lll}
A_{0} \quad A_{1} & \cdots & A_{n}
\end{array}\right], \\
0 & I \\
A_{0} & \\
\hline\left(A_{0 \sim n}\right) & =\left[\begin{array}{lll} 
\\
-A_{0} & -A_{1} & \cdots \\
-A_{n}
\end{array}\right] .
\end{array}
$$

## 2. Generalized SFSs

### 2.1. First-order SFSs

The SFS (10) is a normal one, and can be further generalised.

Consider a system in the following first-order descriptor form (Duan, 2010)

$$
\begin{equation*}
E(x, t) \dot{x}=f(x, t) \tag{2}
\end{equation*}
$$

where $x \in \mathbb{R}^{r}$ is the state vector, $f(\cdot, \cdot) \in \mathbb{R}^{r}$ is a continuous vector function, $E(x, t) \in \mathbb{R}^{r \times r}$ can be singular. When the matrix $E(x, t)$ is not diagonal, once (2) is expanded, the $i$ th equation may contain the derivative of the $j$ th state variable. In such a case, the derivative of the $j$ th state variable in the $i$ th equation can also be shifted into the function $f(x, t)$.

We use this idea to generalise the above strictfeedback nonlinear system (10). Specifically, we add
the derivative term of the state components, the time variable $t$ and a parameter vector $\zeta \in \mathbb{R}^{m}$ to each pair of $f$ and $G$ functions, so as to obtain the following generalised form:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=f_{1}\left(x_{1}, \zeta, t\right)+G_{1}\left(x_{1}, \zeta, t\right) x_{2}  \tag{3}\\
\dot{x}_{2}=f_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right)+G_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) x_{3} \\
\quad \vdots \\
\dot{x}_{n-1}=f_{n-1}\left(x_{1 \sim n-2}^{(0 \sim 1)}, x_{n-1}, \zeta, t\right) \\
\quad+G_{n-1}\left(x_{1 \sim n-2}^{(0 \sim 1)}, x_{n-1}, \zeta, t\right) x_{n} \\
\dot{x}_{n}=f_{n}\left(x_{1 \sim n-1}^{(0 \sim 1)}, x_{n}, \zeta, t\right)+G_{n}\left(x_{1 \sim n-1}^{(0 \sim 1)}, x_{n}, \zeta, t\right) u .
\end{array}\right.
$$

where $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots, n$ are the state vectors, $u \in \mathbb{R}^{r}$ is the control input, $f_{i}\left(x_{1 \sim i-1}^{(0 \sim 1)}, x_{i}, \zeta, t\right) \in \mathbb{R}^{r}$ and $G_{i}\left(x_{1 \sim i-1}^{(0 \sim 1)}, x_{i}, \zeta, t\right) \in \mathbb{R}^{r \times r}, i=1,2, \ldots, n$ are sufficiently smooth vector functions and matrix functions, respectively.

As a normal requirement to SFSs, we assume the following:

Assumption A1: For arbitrary $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots$, $n$, and $\zeta \in \mathbb{R}^{m}$, there holds

$$
\begin{equation*}
\operatorname{det} G_{i}\left(x_{1 \sim i-1}^{(0 \sim 1)}, x_{i}, \zeta, t\right) \neq 0, \quad \forall t \geq 0 \tag{4}
\end{equation*}
$$

In certain high-dimensional cases, the above Assumption A1 may be difficult to verify. It is recommanded that symbolic computation techniques may be considered to help in such cases.

For this generalised form (3), some existing control methods, such as the backstepping methods, may become extremely difficult or even impossible to apply when $r$ and $n$ are large due to the 'differential explosion' problem. However, if we can transform it into a HOFA system model, its control problems can then be solved easily and conveniently (Duan, 2020a).

Theorem 2.1: Let Assumption A1 be satisfied, then, under the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{5}\\
x_{2}=G_{1}^{-1}(z, \zeta, t)\left[\dot{z}-f_{1}(z, \zeta, t)\right] \\
x_{k+1}=L_{k}^{-1}\left(z^{(0 \sim k-1)}, \zeta, t\right)\left[z^{(k)}-h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)\right] \\
\quad k=2,3, \ldots, n-1,
\end{array}\right.
$$

the generalised strict-feedback nonlinear system (3) can be transformed into the following HOFA system

$$
\begin{equation*}
z^{(n)}=h_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right) u \tag{6}
\end{equation*}
$$

where the matrix function $L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)$ and the vector function $h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)$ are recursively given
by

$$
\begin{align*}
& L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=L_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right) G_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right), \tag{7}
\end{align*}
$$

and

$$
\begin{align*}
& h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=\dot{h}_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right)+\dot{L}_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right) x_{k} \\
& \quad+L_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right) f_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right), \\
& \quad k=1,2, \ldots, n \tag{8}
\end{align*}
$$

with the initial values

$$
\begin{equation*}
L_{0}(\zeta, t)=I_{r}, \quad h_{0}(\zeta, t)=0, \tag{9}
\end{equation*}
$$

where in (7)-(8) the $x_{i}, i=2,3, \ldots, n$ and their derivatives are all given or determined by the transformation (5).

For a proof of the theorem, please refer to the Appendix.

Remark 2.1: The Assumption A1 is a global one, it requires (4) to hold for $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots, n$. Relaxation of this assumption to a local one can be considered. If this assumption is valid only on a certain set $\Omega \subset \mathbb{R}^{n r}$, then the derived high-order system (6) is a HOFA model on a certain set $\Omega^{\prime}$ determined from $\Omega$ by the transformation (5).

Remark 2.2: Once the HOFA model (6) is obtained, the controller of the system can then be simply designed as (Duan, 2020a, 2020d)

$$
\left\{\begin{array}{l}
u=-L_{n}^{-1}\left(A_{0 \sim n-1} z^{(0 \sim n-1)}+u^{*}\right)  \tag{10}\\
u^{*}=h_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right)-v,
\end{array}\right.
$$

which gives the following constant linear closed-loop system

$$
z^{(n)}+A_{0 \sim n-1} z^{(0 \sim n-1)}=v,
$$

where $v$ is some external signal, while $A_{0 \sim n-1}$ is an arbitrary matrix which makes $\Phi\left(A_{0 \sim n-1}\right)$ stable. A complete parametric approach for solving the matrix $A_{0 \sim n-1}$ is given in Duan (2020a) (see also the Proposition 2 in Duan, 2020d).

### 2.2. Second-order SFSs

Lagrangian Equation and Theorem of Momentum (moment) are often used in modelling physical systems. As a result in such applications, the models of the obtained subsystems are of second-order. For this reason, we introduce the following second-order strict-feedback nonlinear system:

$$
\left\{\begin{align*}
& \ddot{x}_{1}= f_{1}\left(x_{1}, \dot{x}_{1}, \zeta, t\right)+G_{1}\left(x_{1}, \dot{x}_{1}, \zeta, t\right) x_{2}  \tag{11}\\
& \ddot{x}_{2}=f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \\
&+G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) x_{3} \\
& \quad \\
& \ddot{x}_{n-1}= f_{n-1}\left(x_{1 \sim n-2)}^{(0 \sim 2)}, x_{n-1)}^{(0 \sim 1)}, \zeta, t\right) \\
& \quad+G_{n-1}^{(0)}\left(x_{1 \sim 2)}^{(0 \sim 2)}, x_{n-1}^{(0 \sim 1)}, \zeta, t\right) x_{n} \\
& \ddot{x}_{n}= f_{n}\left(x_{1 \sim n-1}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right) \\
&+G_{n}\left(x_{1 \sim n-1}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right) u,
\end{align*}\right.
$$

where $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots, n$ are the state vectors, $u \in$ $\mathbb{R}^{r}$ is the control input vector, $\zeta \in \mathbb{R}^{m}$ is a parameter vector; $f_{i}\left(x_{1 \sim i-1}^{(0 \sim 2)}, x_{i}^{(0 \sim 1)}, \zeta, t\right) \in \mathbb{R}^{r}, i=1,2, \ldots, n$ are a set of sufficiently smooth vector functions, $G_{i}\left(x_{1 \sim i-1}^{(0 \sim 2)}, x_{i}^{(0 \sim 1)}, \zeta, t\right) \in \mathbb{R}^{r \times r}, i=1,2, \ldots, n$ are a set of sufficiently smooth matrix functions, and satisfy the following assumption:

Assumption A2: For arbitrary $x_{i} \in \mathbb{R}^{r}, i=1,2, \ldots$, $n$, and $\zeta \in \mathbb{R}^{m}$, there holds

$$
\operatorname{det} G_{i}\left(x_{1 \sim i-1}^{(0 \sim 2)}, x_{i}^{(0 \sim 1)}, \zeta, t\right) \neq 0, \quad \forall t \geq 0
$$

Parallel to the first-order case, we have the following conclusion.

Theorem 2.2: Let Assumption A2 be met, then, under the following transformation

$$
\left\{\begin{align*}
x_{1}= & z  \tag{12}\\
x_{2}= & G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right] \\
x_{k+1}= & L_{k}^{-1}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) \\
& \times\left[z^{(2 k)}-h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)\right], \\
& k=2,3, \ldots, n-1
\end{align*}\right.
$$

the SFS (11) can be equivalently converted into the following HOFA model

$$
\begin{equation*}
z^{(2 n)}=h_{n}\left(z^{(0 \sim 2 n-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim 2 n-1)}, \zeta, t\right) u, \tag{13}
\end{equation*}
$$

where the functions $L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)$ and $h_{k}$ ( $\left.z^{(0 \sim 2 k-1)}, \zeta, t\right)$ are given recursively by

$$
L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)
$$

$$
\begin{equation*}
=L_{k-1}\left(z^{(0 \sim 2 k-3)}, \zeta, t\right) G_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right) \tag{14}
\end{equation*}
$$

and

$$
\begin{align*}
& h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) \\
&=\ddot{h}_{k-1}\left(z^{(0 \sim 2 k-3)}, \zeta, t\right)+\ddot{L}_{k-1}\left(z^{(0 \sim 2 k-3)}, \zeta, t\right) x_{k} \\
&+2 \dot{L}_{k-1}\left(z^{(0 \sim 2 k-3)}, \zeta, t\right) \dot{x}_{k} \\
& \quad+L_{k-1}\left(z^{(0 \sim 2 k-3)}, \zeta, t\right) f_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right) \\
& k=1,2, \ldots, n \tag{15}
\end{align*}
$$

with the initial values

$$
\begin{equation*}
L_{0}(\zeta, t)=I_{r}, \quad h_{0}(\zeta, t)=0 \tag{16}
\end{equation*}
$$

where in (14)-(47) the $x_{i}, i=2,3, \ldots, n$, and their derivatives are given or determined by the transformation (42).

For a proof of the theorem, please refer to the Appendix.

It is noted that facts similar to those mentioned in the Remarks 2.1 and 2.2 also hold true in this secondorder case.

The SFS (11) clearly has the following companion form:

$$
\left\{\begin{array}{c}
\ddot{x}_{1}=f_{1}\left(x_{1}, \dot{x}_{1}, \zeta, t\right)+G_{1}\left(x_{1}, \dot{x}_{1}, \zeta, t\right) \dot{x}_{2}  \tag{17}\\
\ddot{x}_{2}=f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \\
\quad+G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \dot{x}_{3} \\
\vdots \\
\ddot{x}_{n-1}= \\
f_{n-1}\left(x_{1 \sim n-2}^{(0 \sim 2)}, x_{n-1}^{(0 \sim 1)}, \zeta, t\right) \\
\\
\quad+G_{n-1}\left(x_{1 \sim n-2}^{(0 \sim n)}, x_{n-1}^{(0 \sim 1)}, \zeta, t\right) \dot{x}_{n} \\
\ddot{x}_{n}=f_{n}\left(x_{1 \sim n-1}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right) \\
\\
\quad+G_{n}\left(x_{1 \sim 2)}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right) u .
\end{array}\right.
$$

Following the same procedure, the above SFS (17) can also be converted into a HOFA model. We remark that the derivation process is even simpler since for this companion for each updating only needs a first order differential of each subsystem.

### 2.3. High-order SFSs

When modelling complex physical systems, there are systems governed by Newton's law, Lagrangian equation, or Theorem of Momentum, etc., while there may also be subsystems governed by Hamilton equations. Therefore, there are subsystems of both first- and
second-orders, and some of these subsystems can also be equivalently written into high-order ones. This fact stimulates us to introduce the following high-order (mixed-order) strict-feedback nonlinear system:

$$
\left\{\begin{align*}
x_{1}^{\left(m_{1}\right)}= & f_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)+G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}  \tag{18}\\
x_{2}^{\left(m_{2}\right)}= & f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
& +G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) x_{3} \\
\vdots & \\
x_{n}^{\left(m_{n}\right)}= & f_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right) \\
& +G_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right) u,
\end{align*}\right.
$$

where $x_{k} \in \mathbb{R}^{r}, k=1,2, \ldots, n$ are the state vectors, $u \in$ $\mathbb{R}^{r}$ is the control input vector, $\zeta \in \mathbb{R}^{m}$ is a parameter vector; $m_{k}, k=1,2, \ldots, n$ are a set of positive integers, which often take the values of 1 and 2 in practical applications, and $f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \in$ $\mathbb{R}^{r}, k=1,2, \ldots, n$ are a set of sufficiently smooth vector functions; $G_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \in$ $\mathbb{R}^{r \times r}, k=1,2, \ldots, n$ are a set of sufficiently smooth matrix functions satisfying the following assumption:

Assumption A3: For all $x_{k} \in \mathbb{R}^{r}, k=1,2, \ldots, n$, and $\zeta \in \mathbb{R}^{m}$, there holds

$$
\begin{aligned}
& \operatorname{det} G_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \neq 0 \\
& \quad \forall t \geq 0
\end{aligned}
$$

For convenience, we further introduce the following notations:

$$
\left\{\begin{array}{l}
p_{i}=m_{1}+m_{2}+\cdots+m_{i}, \quad i=1,2, \ldots, n  \tag{19}\\
p=p_{n}
\end{array}\right.
$$

Then, parallel to the first-order and second-order cases, we have the following conclusion.

Theorem 2.3: Let Assumption A3 hold, then, under the following transformation

$$
\left\{\begin{align*}
& x_{1}= z  \tag{20}\\
& x_{2}= G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
& \quad \quad \times\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] \\
& x_{i+1}= L_{i}^{-1}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\left[z^{\left(p_{i}\right)}-h_{i}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\right], \\
& \quad i=2,3, \ldots, n-1,
\end{align*}\right.
$$

the SFS (18) can be equivalently turned into the following HOFA system

$$
\begin{equation*}
z^{(p)}=h_{n}\left(z^{(0 \sim p-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim p-1)}, \zeta, t\right) u \tag{21}
\end{equation*}
$$

where the functions $L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)$ and $h_{k}$ $\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)$ are recursively given by

$$
\begin{align*}
& L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& \quad=L_{k-1}\left(z^{\left(0 \sim p_{k-1}-1\right)}, \zeta, t\right) \\
& \quad \times G_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \tag{22}
\end{align*}
$$

and

$$
\begin{align*}
& h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
&=h_{k-1}^{\left(m_{k}\right)}\left(z^{\left(0 \sim p_{k-1}-1\right)}, \zeta, t\right) \\
&+\sum_{j=0}^{m_{k}-1} C\left(j, m_{k}\right) L_{k-1}^{\left(m_{k}-j\right)}\left(z^{\left(0 \sim p_{k-1}-1\right)}, \zeta, t\right) x_{k}^{(j)} \\
&+L_{k-1}\left(x_{1}^{\left(0 \sim p_{k-1}-1\right)}, \zeta, t\right) f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1},\right. \\
&\left.x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right), \quad k=1,2, \ldots, n \tag{23}
\end{align*}
$$

with the initial values

$$
\begin{equation*}
L_{0}(\zeta, t)=I_{r}, \quad h_{0}(\zeta, t)=0 \tag{24}
\end{equation*}
$$

where in (22)-(23) the $x_{k}, k=2,3, \ldots, n$ and their derivatives are given or determined by the transformation (20).

Parallel to the second-order SFS (17), the mixedorder SFS (18) also has the following generalised form:

$$
\begin{align*}
& x_{1}^{\left(m_{1}\right)}= f_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)  \tag{25}\\
&+G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}^{\left(m_{1}^{\circ}\right)} \\
& x_{2}^{\left(m_{2}\right)}= f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
&+G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) x_{3}^{\left(m_{2}^{\circ}\right)} \\
& \vdots \\
& x_{n-1}^{\left(m_{n-1}\right)}= f_{n-1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-2}, x_{n-1}^{\left(0 \sim m_{n-1}-1\right)}, \zeta, t\right) \\
&+G_{n-1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-2}\right. \\
&\left.x_{n-1}^{\left(0 \sim m_{n-1}-1\right)}, \zeta, t\right) x_{n}^{\left(m_{n-1}^{\circ}\right)} \\
& x_{n}^{\left(m_{n}\right)}= f_{n}\left(x_{i}^{\left(0 \sim m_{i}\right)} \mid{ }_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right) \\
&+G_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right) u,
\end{align*}
$$

where $m_{i}^{\circ}<m_{i}, i=1,2, \ldots, n-1$, are another set of integers. Following the same procedure as shown in the proof of Theorem 2.3, the above mixed-order SFS can also be converted into a HOFA model.

Remark 2.3: The proposed HOFA system approach is generally more effective than the method of backstepping because of the following two facts:

- The HOFA system approach can always produce a constant linear closed-loop system, but the method of backstepping can not;
- Due to the well-known problem of 'differential explosion', the method of backstepping is generally not applicable to a SFS with more than 3 or 4 subsystems, while the HOFA system approach is, noting that the proposed recursive solutions are easy to realise.

Remark 2.4: Although it is apparent that the 1st- and 2 nd-order SFSs (3) and (11) are the special cases of the high-order one (18), it is hard to tell a similar relation among the outcomes of the converted high-order systems of these systems.

## 3. Explicit solutions

In Section 2, recursive solutions to convert SFSs to HOFA models are proposed. Based on these results, in this section we further present explicit solutions to convert a type of SFSs into HOFA models.

### 3.1. First-order SFSs

Let us consider again the generalised SFS (3), but with the following condition imposed:

Condition C1: The coefficient matrices $G_{i}\left(x_{1 \sim i-1}^{(0 \sim 1)}, x_{i}\right.$, $\zeta, t)=G_{i} \in \mathbb{R}^{r \times r}, i=1,2, \ldots, n-1$, are restricted to be constant nonsingular ones, and

$$
\begin{equation*}
\operatorname{det} G_{n}\left(x_{1 \sim n-1}^{(0 \sim 1)}, x_{n}, \zeta, t\right) \neq 0, \quad \forall t \geq 0 \tag{26}
\end{equation*}
$$

holds for arbitrary $x_{k} \in \mathbb{R}^{r}, k=1,2, \ldots, n$, and $\zeta \in$ $\mathbb{R}^{m}$.

Using the above condition and Theorem 2.1, we can derive the following result, which provides a direct analytical explicit solution to the problem of converting the SFS (3) into a HOFA model.

Theorem 3.1: Let Condition C1 be satisfied, then, under the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{27}\\
x_{2}=G_{1}^{-1}\left[\dot{z}-f_{1}(z, \zeta, t)\right] \\
x_{k+1}=L_{k}^{-1}\left[z^{(k)}-h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)\right] \\
\quad k=2,3, \ldots, n-1
\end{array}\right.
$$

the generalised strict-feedback nonlinear system (3) can be equivalently transformed into the following HOFA
model

$$
\begin{equation*}
z^{(n)}=h_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right) u, \tag{28}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
L_{k}=G_{1} G_{2} \cdots G_{k}, \quad k=1,2, \ldots, n-1  \tag{29}\\
L_{n}\left(z^{(0 \sim n-1)}, \zeta, t\right)=L_{n-1} G_{n}\left(x_{1 \sim n-1}^{(0 \sim 1)}, x_{n}, \zeta, t\right),
\end{array}\right.
$$

and

$$
\begin{align*}
& h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=L_{0 \sim k-1}\left[\begin{array}{c}
f_{1}^{(k-1)}(z, \zeta, t) \\
f_{2}^{(k-2)}\left(z^{(0 \sim 1)}, x_{2}, \zeta, t\right) \\
\vdots \\
\dot{f}_{k-1}\left(x_{1 \sim k-2}^{(0 \sim 1)}, x_{k-1}, \zeta, t\right) \\
f_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right)
\end{array}\right] \\
& \quad k=1,2, \ldots, n \tag{30}
\end{align*}
$$

where $L_{0}=I$, and in (29)-(30) the $x_{k}, k=2,3, \ldots, n$ and their derivatives are all given or determined by the transformation (27).

Proof: According to (7), the matrix $L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)$ is given recursively by

$$
\begin{align*}
& L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=L_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right) G_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right) \\
& \quad k=1,2, \ldots, n \tag{31}
\end{align*}
$$

with the initial value $L_{0}=I$. This is obviously equivalent to (29).

Simultaneously, using (8), and taking $\dot{L}_{k}=0, k=1$, $2, \ldots, n-1$ into consideration, we can write the recursive formula for $h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)$ as

$$
\begin{align*}
& h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=\dot{h}_{k-1}\left(z^{(0 \sim k-2)}, \zeta, t\right)+L_{k-1} f_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right) \\
& \quad k=1,2, \ldots, n \tag{32}
\end{align*}
$$

with the initial value $h_{0}(\zeta, t)=0$. Thus, we further have, from the above formula,

$$
\begin{aligned}
h_{1}(z, \zeta, t) & =f_{1}(z, \zeta, t) \\
h_{2}\left(z^{(0 \sim 1)}, \zeta, t\right) & =\dot{h}_{1}(z, \zeta, t)+L_{1} f_{2}\left(x_{1 \sim 1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) \\
& =\left[\begin{array}{ll}
I & L_{1}
\end{array}\right]\left[\begin{array}{c}
\dot{f}_{1}(z, \zeta, t) \\
f_{2}\left(\begin{array}{l}
(0 \sim 1) \\
\left.x_{1 \sim 1}, x_{2}, \zeta, t\right)
\end{array}\right]
\end{array},\right.
\end{aligned}
$$

$$
\begin{align*}
h_{3}\left(z^{(0 \sim 2)}, \zeta, t\right)= & \dot{h}_{2}\left(z^{(0 \sim 1)}, \zeta, t\right) \\
& +L_{2} f_{3}\left(x_{1 \sim 2}^{(0 \sim 1)}, x_{3}, \zeta, t\right) \\
= & {\left[\begin{array}{ll}
I & L_{1}
\end{array}\right]\left[\begin{array}{c}
\ddot{f}_{1}(z, \zeta, t) \\
\dot{f}_{2}\left(x_{1 \sim 1}^{(0 \sim 1)}, x_{2}, \zeta, t\right)
\end{array}\right] } \\
& +L_{2} f_{3}\left(x_{1 \sim 2}^{(0 \sim 1)}, x_{3}, \zeta, t\right) \\
= & L_{0 \sim 2}\left[\begin{array}{c}
\ddot{f}_{1}(z, \zeta, t) \\
\dot{f}_{2}\left(x_{1 \sim 1)}^{(0 \sim 1)}, x_{2}, \zeta, t\right) \\
f_{3}\left(x_{1 \sim 2}^{(0 \sim 1)}, x_{3}, \zeta, t\right)
\end{array}\right] \tag{33}
\end{align*}
$$

Continuing this process, we can finally get formula (30). Note that (27) can be obtained easily, we then complete the proof.

### 3.2. Second-order SFSs

Let us consider again the generalised SFS (11), but with the following condition imposed:

Condition C2: The coefficient matrices $G_{i}\left(x_{1 \sim i-1}^{(0 \sim 2)}\right.$, $\left.x_{i}^{(0 \sim 1)}, \zeta, t\right)=G_{i} \in \mathbb{R}^{r \times r}, \quad i=1,2, \ldots, n-1, \quad$ are restricted to be constant nonsingular ones, and

$$
\begin{equation*}
\operatorname{det} G_{n}\left(x_{1 \sim n-1}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right) \neq 0, \quad t \geq 0 \tag{34}
\end{equation*}
$$

holds for arbitrary $x_{k} \in \mathbb{R}^{r}, k=1,2, \ldots, n$, and $\zeta \in$ $\mathbb{R}^{m}$.

Similarly, using the above condition and Theorem 2.2, we can derive the following result, which provides a direct analytical explicit solution to the problem of converting the second-order SFS (11) into a HOFA model (proof omitted).

Theorem 3.2: Let Condition C2 be met, then, under the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{35}\\
x_{2}=G_{1}^{-1}\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right] \\
x_{k+1}=L_{k}^{-1}\left[z^{(2 k)}-h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)\right] \\
\quad k=2,3, \ldots, n-1
\end{array}\right.
$$

the SFS (11) can be equivalently transformed into the following HOFA model

$$
\begin{equation*}
z^{(2 n)}=h_{n}\left(z^{(0 \sim 2 n-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim 2 n-1)}, \zeta, t\right) u \tag{36}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
L_{k}=G_{1} G_{2} \cdots G_{k}, \quad k=1,2, \ldots, n-1  \tag{37}\\
L_{n}\left(z^{(0 \sim 2 n-1)}, \zeta, t\right)=L_{n-1} G_{n}\left(x_{1 \sim n-1}^{(0 \sim 2)}, x_{n}^{(0 \sim 1)}, \zeta, t\right)
\end{array}\right.
$$

and

$$
\begin{align*}
& h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) \\
& \quad=L_{(0 \sim k-1)}\left[\begin{array}{c}
f_{1}^{(2(k-1))}\left(z^{(0 \sim 1)}, \zeta, t\right) \\
f_{2}^{(2(k-2))}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \\
\vdots \\
\ddot{f}_{k-1}\left(x_{1 \sim k-2}^{(0 \sim 2)}, x_{k-1}^{(0 \sim 1)}, \zeta, t\right) \\
f_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right)
\end{array}\right] \\
& \quad k=1,2, \ldots, n \tag{38}
\end{align*}
$$

where $L_{0}=I$, and in (37)-(38) the $x_{k}, k=2,3, \ldots, n$, and their derivatives are given or determined by the transformation (35).

For the mostly encountered case of $n=2$, the above result becomes the following.

Corollary 3.3: If $\operatorname{det} G_{1} \neq 0$, and for $x_{1}, x_{2} \in \mathbb{R}^{r}$, and $\zeta \in \mathbb{R}^{m}$ there holds

$$
\operatorname{det} G_{2}\left(x_{1 \sim 1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \neq 0
$$

then, in the case of $n=2$, the SFS (11) can be transformed into the following HOFA model

$$
\begin{equation*}
z^{(4)}=h\left(z^{(0 \sim 3)}, \zeta, t\right)+L\left(z^{(0 \sim 3)}, \zeta, t\right) u \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
L\left(z^{(0 \sim 3)}, \zeta, t\right)=G_{1} G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \tag{40}
\end{equation*}
$$

and

$$
h\left(z^{(0 \sim 3)}, \zeta, t\right)=\left[\begin{array}{ll}
I & G_{1}
\end{array}\right]\left[\begin{array}{c}
\ddot{f}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)  \tag{4}\\
f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right)
\end{array}\right]
$$

where $L_{0}=I$, and in (40)-(41) the $x_{2}$ and its derivative are given and determined by

$$
x_{2}=G_{1}^{-1}\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right]
$$

### 3.3. High-order SFSs

For the high-order SFS (18), we also impose the following condition:

Condition C3: The coefficient matrices $G_{k}\left(x_{i}^{\left(0 \sim m_{i}\right)}\right.$ $\left.\left.\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right)=G_{k} \in \mathbb{R}^{r \times r}, \quad k=1,2, \ldots$, $n-1$, are restricted to be constant nonsingular ones, and

$$
\operatorname{det} G_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right)
$$

$$
\begin{equation*}
\neq 0, \quad \forall t \geq 0 \tag{42}
\end{equation*}
$$

holds for all $x_{k} \in \mathbb{R}^{r}, k=1,2, \ldots, n$, and $\zeta \in \mathbb{R}^{m}$.
For convenience, we also introduce the following notations:

$$
\left\{\begin{array}{c}
p_{i \sim j}=m_{i}+m_{i+1}+\cdots+m_{j}  \tag{43}\\
i, j=1,2, \ldots, n, j>i
\end{array}\right.
$$

Clearly, we have, for $i=1,2, \ldots, n$,

$$
\begin{align*}
p_{i} & =p_{1 \sim i}=m_{1}+m_{2}+\cdots+m_{i}  \tag{44}\\
p & =p_{n}=p_{1 \sim n} . \tag{45}
\end{align*}
$$

Parallel to the first-order and second-order cases, we have the following conclusion which can be derived from Theorem 2.3 (proof omitted).

Theorem 3.4: Let Condition C3 be met, then, under the following transformation
the SFS (18) can be equivalently turned into the following HOFA model

$$
\begin{equation*}
z^{(p)}=h_{n}\left(z^{(0 \sim p-1)}, \zeta, t\right)+L_{n}\left(z^{(0 \sim p-1)}, \zeta, t\right) u \tag{47}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
L_{k}=G_{1} G_{2} \cdots G_{k}, \quad k=1,2, \ldots, n-1  \tag{48}\\
L_{n}\left(z^{(0 \sim p-1)}, \zeta, t\right) \\
\quad=L_{n-1} G_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right)
\end{array}\right.
$$

and

$$
\begin{align*}
& h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& \quad=L_{0 \sim k-1} \\
& \quad \times\left[\begin{array}{c}
f_{1}^{\left(p_{2 \sim k}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
f_{2}^{\left(p_{3 \sim k}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
\vdots \\
f_{k-1}^{\left(m_{k}\right)}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-2}, x_{k-1}^{\left(0 \sim m_{k-1}-1\right)}, \zeta, t\right) \\
f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1} ^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right)
\end{array}\right] \\
& \quad k=1,2, \ldots, n, \tag{49}
\end{align*}
$$

where $L_{0}=I$, and in (48)-(49) the $x_{k}, k=2,3, \ldots, n$ and their derivatives are given or determined by the transformation (46).

For the often encountered case of $n=3$, the above result reduces to the following.

Corollary 3.5: If $\operatorname{det} G_{1} G_{2} \neq 0$, and for all $x_{k} \in$ $\mathbb{R}^{r}, k=1,2,3$, and $\zeta \in \mathbb{R}^{m}$, there holds
$\operatorname{det} G_{3}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim 2}, x_{3}^{\left(0 \sim m_{3}-1\right)}, \zeta, t\right) \neq 0, \quad \forall t \geq 0$,
then, for the case of $n=3$, the SFS (18) can be equivalently turned into the following HOFA model

$$
\begin{equation*}
z^{(p)}=h\left(z^{(0 \sim p-1)}, \zeta, t\right)+L\left(z^{(0 \sim p-1)}, \zeta, t\right) u \tag{50}
\end{equation*}
$$

with $p=m_{1}+m_{2}+m_{3}$, and

$$
\begin{align*}
& L\left(z^{(0 \sim p-1)}, \zeta, t\right) \\
& \quad=G_{1} G_{2} G_{3}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim 2}, x_{3}^{\left(0 \sim m_{3}-1\right)}, \zeta, t\right) \tag{51}
\end{align*}
$$

and

$$
\begin{align*}
& h\left(z^{(0 \sim p-1)}, \zeta, t\right) \\
&=\left[\begin{array}{lll}
I & G_{1} & G_{1} G_{2}
\end{array}\right] \\
& \times\left[\begin{array}{c}
f_{1}^{\left(m_{2}+m_{3}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
f_{2}^{\left(m_{3}\right)}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
f_{3}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim 2}, x_{3}^{\left(0 \sim m_{3}-1\right)}, \zeta, t\right)
\end{array}\right] \tag{52}
\end{align*}
$$

where in (51)-(52) the $x_{2}, x_{3}$ and their derivatives are given and determined by

$$
\left\{\begin{array}{l}
x_{2}=G_{1}^{-1}\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right]  \tag{53}\\
x_{3}=G_{2}^{-1} G_{1}^{-1}\left[z^{\left(p_{2}\right)}-h_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right)\right]
\end{array}\right.
$$

with

$$
\begin{align*}
& h_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right) \\
& \quad=\left[\begin{array}{ll}
I & G_{1}
\end{array}\right]\left[\begin{array}{c}
f_{1}^{\left(m_{2}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right)
\end{array}\right] . \tag{54}
\end{align*}
$$

### 3.4. Additional principle

In this subsection, let us only focus on the general mixed-order SFS (18). Now we further assume

$$
\begin{align*}
& f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \\
& \quad=\sum_{l=1}^{\omega} f_{k l}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \\
& \quad k=1,2, \ldots, n \tag{55}
\end{align*}
$$

where $\omega \geq 1$ is an integer, $f_{k l}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}\right.$, $\left.x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \in \mathbb{R}^{r}, \quad k=1,2, \ldots, n, l=1,2, \ldots, \omega$, are a group of sufficiently smooth vector functions.

From the above Theorem 3.4, we can easily obtain the following result.

Theorem 3.6: Let Condition C3 be met, then there exists an invertible transformation

$$
\begin{equation*}
x_{k}=T_{k}\left(z^{(0 \sim p-1)}, \zeta, t\right), \quad k=1,2, \ldots, n \tag{56}
\end{equation*}
$$

such that the mixed-ordr SFS (18), with $f_{k}$ 's given by (55), can be equivalently transformed into the following HOFA model

$$
\begin{equation*}
z^{(p)}=\sum_{l=1}^{\omega} h_{l}\left(z^{(0 \sim p-1)}, \zeta, t\right)+L\left(z^{(0 \sim p-1)}, \zeta, t\right) u \tag{57}
\end{equation*}
$$

with

$$
\begin{align*}
& L\left(z^{(0 \sim p-1)}, \zeta, t\right) \\
& \qquad=G_{1} G_{2} \cdots G_{n-1} \\
& \quad \times G_{n}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-1}, x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right) \tag{58}
\end{align*}
$$

and

$$
\begin{align*}
& h_{l}\left(z^{(0 \sim p-1)}, \zeta, t\right) \\
& \quad=L_{0 \sim n-1} \\
& \quad \times\left[\begin{array}{c}
f_{1 l}^{\left(p_{2 \sim n}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
f_{2 l}^{\left(p_{3 \sim n}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
\vdots \\
f_{n-1, l}^{\left(m_{n}\right)}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim n-2} ^{\left(0 \sim m_{i}\right)}, x_{n-1}^{\left(0 \sim m_{n-1}-1\right)}, \zeta, t\right) \\
f_{n, l}\left(x_{i=1 \sim n-1}^{\left(0 \sim x_{n}^{\left(0 \sim m_{n}-1\right)}, \zeta, t\right),}\right.
\end{array}\right] \tag{59}
\end{align*}
$$

where $L_{0}=I$, and in (58)-(59) the $x_{k}, k=2,3, \ldots, n$ and their derivatives are given by the transformation (56).

Proof: The result can be easily proven by applying Theorem 2.3. With the relation (55), the formula (49) becomes

$$
\begin{aligned}
& h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& \quad=L_{0 \sim k-1}\left[\begin{array}{c}
f_{1}^{\left(p_{2 \sim k}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
f_{2}^{\left(p_{3} \sim k\right)}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
\vdots \\
f_{k-1}^{\left(m_{k}\right)}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-2}, x_{k-1}^{\left(0 \sim m_{k-1}-1\right)}, \zeta, t\right) \\
f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =L_{0 \sim k-1}\left[\begin{array}{c}
\sum_{l=1}^{\omega} f_{1 l}^{\left(p_{2 \sim k}\right)}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
\sum_{l=1}^{\omega} f_{2 l}^{\left(p_{3 \sim k}\right)}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
\vdots \\
\sum_{l=1}^{\omega} f_{k-1, l}^{\left(m_{k}\right)}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-2}, x_{k-1}^{\left(0 \sim m_{k-1}-1\right)}, \zeta, t\right) \\
\sum_{l=1}^{\omega} f_{k, l}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right)
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{l=1}^{\omega} h_{k, j}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right),
\end{aligned}
$$

which gives (59). While the other relations hold obviously.

The above result indicates an important fact: if the nonlinear term in each subsystem of the SFS (18) is the sum of several individual nonlinear terms, then the nonlinear term in the obtained equivalent HOFA model is also the sum of the same number of individual ones correspondingly.

## 4. Examples

### 4.1. Example 1. Cascade systems

Consider a system with two subsystems, the model of the first subsystem is

$$
\begin{equation*}
\ddot{x}=f(x, \dot{x})+G_{1} \tau+d, \tag{60}
\end{equation*}
$$

where $x, \tau, d \in \mathbb{R}^{r}$ are state vector, the control vector and a constant disturbance vector, respectively; $G_{1} \in$ $\mathbb{R}^{r \times r}$ is a nonsingular constant matrix, $f(\cdot, \cdot)$ is a vector function that has second-order derivatives with respect to $x$ and $\dot{x}$.

Assume that the second subsystem is purely rigid, then its model contains only the derivative term, that is,

$$
\begin{equation*}
\ddot{\tau}=\Phi(\dot{\tau})+G_{2} u \tag{61}
\end{equation*}
$$

where $u \in \mathbb{R}^{r}$ is the control vector of the second subsystem, $\Phi(\cdot) \in \mathbb{R}^{r}$ is a continuous vector function, and $G_{2} \in \mathbb{R}^{r \times r}$ is nonsingular.

Denote $x_{1}=x$, and $x_{2}=\tau$, then the example system can be written in the following second-order SFS form:

$$
\left\{\begin{array}{l}
\ddot{x}_{1}=f\left(x_{1}, \dot{x}_{1}\right)+G_{1} x_{2}+d  \tag{62}\\
\ddot{x}_{2}=\Phi\left(\dot{x}_{2}\right)+G_{2} u
\end{array}\right.
$$

By our notations with the second-order SFS (11), we have

$$
f_{1}=f\left(x_{1}, \dot{x}_{1}\right)+d, \quad f_{2}=\Phi\left(\dot{x}_{2}\right)
$$

It thus follows from formula (37) that

$$
L_{1}=G_{1}, \quad L_{2}=G_{1} G_{2}
$$

Recalling (35), we have the transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{63}\\
x_{2}=G_{1}^{-1}[\ddot{z}-f(z, \dot{z})+d]
\end{array}\right.
$$

from which we have

$$
\begin{equation*}
\dot{x}_{2}=G_{1}^{-1}[\dddot{z}-\dot{f}(z, \dot{z})] \tag{64}
\end{equation*}
$$

This further implies

$$
\Phi\left(\dot{x}_{2}\right)=\Phi\left(z^{(0 \sim 3)}\right)
$$

Thus it further follows from formula (38) that

$$
h_{1}=f_{1}=f(z, \dot{z})+d
$$

and

$$
\begin{aligned}
h_{2} & =\left[\begin{array}{ll}
I & L_{1}
\end{array}\right]\left[\begin{array}{l}
\ddot{f}_{1} \\
f_{2}
\end{array}\right] \\
& =\left[\begin{array}{ll}
I & G_{1}
\end{array}\right]\left[\begin{array}{c}
\ddot{f}(z, \dot{z}) \\
\Phi\left(\dot{x}_{2}\right)
\end{array}\right] \\
& =\ddot{f}(z, \dot{z})+G_{1} \Phi\left(z^{(0 \sim 3)}\right)
\end{aligned}
$$

Therefore, by Theorem 3.2 we obtain the equivalent fourth-order fully-actuated system:

$$
\begin{equation*}
z^{(4)}=\ddot{f}(z, \dot{z})+G_{1} \Phi\left(z^{(0 \sim 3)}\right)+G_{1} G_{2} u \tag{65}
\end{equation*}
$$

It is clearly noted that the high-order system (65) is no longer affected by the constant disturbance signal $d$.

Regarding the control of high-order systems (65), the parametric design method in Duan (2020a) (see also Duan, 2020d, and Remark 2.2) can be used to obtain a linear time-invariant closed-loop system with a desired eigenstructure. In addition, this method also provides all degrees of freedom in the system design,
which is suitable for further multi-objective comprehensive optimisation design of the control system.

### 4.2. Example 2. Under-actuated systems

Consider a robot system with elastic joints as shown in Figure 1. The dynamic model is given as

$$
\left\{\begin{array}{l}
J_{1} \ddot{q}_{1}+D_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}+k q_{1}-k q_{2}=d_{1}  \tag{66}\\
J_{2} \ddot{q}_{2}+D_{2} \dot{q}_{2}+k q_{2}-k q_{1}=\tau+d_{2} \\
\dot{\tau}=\varphi(\tau)+u+d_{3}
\end{array}\right.
$$

where the variables are defined as follows:

$$
\begin{array}{ll}
q_{i}, i=1,2 & \text { angle of two joints; } \\
J_{i}, i=1,2 & \text { moments of inertia of joints; } \\
D_{i}, i=1,2 & \text { generalised joint damping; } \\
k & \text { spring stiffness; } \\
\tau & \text { output torque of the motor; } \\
u & \text { voltage input of the motor; } \\
d_{i}, i=1,2,3 & \text { disturbance signals; and } \\
\varphi(t) & \text { piecewise continuous function. }
\end{array}
$$

If we let

$$
\begin{align*}
& {\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
q_{1} \\
q_{2} \\
\tau
\end{array}\right]} \\
& \left\{\begin{array}{l}
f_{1}=-\frac{1}{J_{1}}\left[D_{1}\left(\dot{x}_{1}\right) \dot{x}_{1}+k x_{1}\right]+d_{1} \\
f_{2}=-\frac{1}{J_{2}}\left[D_{2}\left(\dot{x}_{2}\right) \dot{x}_{2}+k x_{2}-k x_{1}\right]+d_{2} \\
f_{3}=\varphi\left(x_{3}\right)+d_{3}
\end{array}\right. \\
& G_{1}=k, \quad G_{2}=\frac{1}{J_{2}}, \quad G_{3}=1 \tag{67}
\end{align*}
$$

then the system (66) is clearly an SFS in the form of (18), which corresponds to the case of

$$
n=3, \quad \text { and } \quad m_{1}=m_{2}=2, \quad m_{3}=1
$$

Thus we have

$$
p_{1}=2, \quad p_{2}=4, \quad \text { and } \quad p=p_{3}=5
$$

Therefore, Theorem 2.3 or 3.4 can be readily applied to solve the problem. However, in order to support the point that many systems can really be physically modelled as a HOFA model instead of a state-space one, in the following we directly operate on the system (66) based on the idea shown in the proof of Theorem 2.3, rather than applying the formulas directly.

Taking the second-order derivatives of both sides of the first equation in (66), gives

$$
J_{1} q_{1}^{(4)}+D_{1}\left(\dot{q}_{1}\right) \dddot{q}_{1}+\left[2 \dot{D}_{1}\left(\dot{q}_{1}\right)+k\right] \ddot{q}_{1}
$$

$$
\begin{equation*}
+\ddot{D}_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}-k \ddot{q}_{2}=\ddot{d}_{1} \tag{68}
\end{equation*}
$$

It follows from the first equation in (66) that

$$
\begin{equation*}
q_{2}=\frac{1}{k}\left[J_{1} \ddot{q}_{1}+D_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}-d_{1}\right]+q_{1} \tag{69}
\end{equation*}
$$

which further gives

$$
\begin{equation*}
\dot{q}_{2}=\frac{1}{k}\left[J_{1} \dddot{q}_{1}+D_{1}\left(\dot{q}_{1}\right) \ddot{q}_{1}+\dot{D}_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}-\dot{d}_{1}\right]+\dot{q}_{1} . \tag{70}
\end{equation*}
$$

It follows from the second equation in (66) that

$$
\begin{equation*}
\ddot{q}_{2}=-\frac{1}{J_{2}}\left[D_{2} \dot{q}_{2}+k q_{2}-k q_{1}-\tau-d_{2}\right] \tag{71}
\end{equation*}
$$

Substituting (69) and (70) into the above Equation (71), gives the following form of $\ddot{q}_{2}$ expressed only by $q_{1}$ and its derivatives:

$$
\begin{align*}
\ddot{q}_{2}= & -\frac{1}{k J_{2}} D_{2}\left[J_{1} \dddot{q}_{1}+D_{1}\left(\dot{q}_{1}\right) \ddot{q}_{1}+\dot{D}_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}-\dot{d}_{1}\right] \\
& -\frac{1}{J_{2}}\left[D_{2} \dot{q}_{1}+J_{1} \ddot{q}_{1}+D_{1}\left(\dot{q}_{1}\right) \dot{q}_{1}-\tau-d_{1}-d_{2}\right] . \tag{72}
\end{align*}
$$

Further, substituting the above equation into (68), yields the following fourth-order fully-actuated quasilinear system:

$$
\begin{equation*}
J_{2} J_{1} q_{1}^{(4)}+\sum_{i=1}^{3} c_{i}\left(q_{1}^{(1 \sim 3)}\right) q_{1}^{(i)}=k \tau+\hat{d} \tag{73}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
c_{1}\left(q_{1}^{(1 \sim 3)}\right)=J_{2} \ddot{D}_{1}\left(\dot{q}_{1}\right)+D_{2}\left(\dot{D}_{1}\left(\dot{q}_{1}\right)+k\right)+k D_{1}\left(\dot{q}_{1}\right)  \tag{74}\\
c_{2}\left(q_{1}^{(1 \sim 3)}\right)=2 J_{2} \dot{D}_{1}\left(\dot{q}_{1}\right)+D_{2} D_{1}\left(\dot{q}_{1}\right)+\left(J_{1}+J_{2}\right) k \\
c_{3}\left(\dot{q}_{1}\right)=J_{2} D_{1}\left(\dot{q}_{1}\right)+J_{1} D_{2}
\end{array}\right.
$$

and

$$
\begin{equation*}
\hat{d}=k\left(d_{1}+d_{2}\right)+D_{2} \dot{d}_{1}+J_{2} \ddot{d}_{1} \tag{75}
\end{equation*}
$$

Finally, taking the derivatives of both sides of (73), and substituting the last equation in (66) into the result,
give the following fifth-order fully-actuated quasilinear system

$$
\begin{equation*}
J_{2} J_{1} q_{1}^{(5)}+\sum_{i=0}^{4} a_{i}\left(q_{1}^{(1 \sim 4)}\right) q_{1}^{(i)}-k \varphi(\tau)=k u+k d \tag{76}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
a_{0}=0  \tag{77}\\
a_{1}\left(q_{1}^{(1 \sim 4)}\right)=\dot{c}_{1}\left(q_{1}^{(1 \sim 3)}\right) \\
a_{2}\left(q_{1}^{(1 \sim 4)}\right)=\dot{c}_{2}\left(q_{1}^{(1 \sim 3)}\right)+c_{1}\left(q_{1}^{(1 \sim 3)}\right) \\
a_{3}\left(q_{1}^{(1 \sim 4)}\right)=\dot{c}_{3}\left(\dot{q}_{1}\right)+c_{2}\left(q_{1}^{(1 \sim 3)}\right) \\
a_{4}\left(\dot{q}_{1}\right)=c_{3}\left(\dot{q}_{1}\right),
\end{array}\right.
$$

and

$$
\begin{equation*}
d=k\left(\dot{d}_{1}+\dot{d}_{2}+d_{3}\right)+D_{2} \ddot{d}_{1}+J_{2} \ddot{d}_{1}, \tag{78}
\end{equation*}
$$

with $c_{i}\left(q_{1}^{(1 \sim 3)}\right), i=1,2,3$ being given by (74).
When the state variables $q_{1}, q_{2}, \dot{q}_{1}, \dot{q}_{2}$, and $\tau$ of all the subsystems of the original system (66) are all measurable, it is easy to obtain the state $q_{1}^{(0 \sim 4)}$ of the system (76), thus we can design the following state feedback control law for the system (76):

$$
\begin{align*}
u= & \frac{1}{k} \sum_{i=0}^{4}\left[a_{i}\left(q_{1}^{(1 \sim 4)}\right)-J_{1} J_{2} \alpha_{i}\right] q_{1}^{(i)} \\
& +\frac{1}{k} J_{1} J_{2} v-\varphi(\tau), \tag{79}
\end{align*}
$$

where $\alpha_{i}, i=0 \sim 4$ are a set of parameters, $v$ is the reference input. Under the above control law, the following linear closed-loop system can be obtained:

$$
\begin{equation*}
q_{1}^{(5)}+\sum_{i=0}^{4} \alpha_{i} q_{1}^{(i)}=v+\frac{k}{J_{1} J_{2}} d . \tag{80}
\end{equation*}
$$

Since the above system is a single variable one, the design parameters $\alpha_{i}, i=0 \sim 4$ are uniquely determined by the closed-loop poles of the system. Therefore, the design parameters $\alpha_{i}, i=0 \sim 4$ can be designed by making proper choice of the closed-loop poles.

When the disturbance signals $d_{i}, i=1,2$ are constant ones, it follows from (78) that the above design through the HOFA model (80) has simultaneously achieved decoupling of the disturbance signals $d_{1}$ and $d_{2}$. When the disturbance $d_{1}$ is a ramp signal, only its slope has an affection to the HOFA system (80).


Figure 1. A robot system with elastic joints.

Even if for the case that the disturbances are all general signals, the problem still gets simplified since in the high-order system all the individual disturbance signals are assembled into a comprehensive one, and the problem is then turned into one of disturbance attenuation in the constant linear system (80).

Remark 4.1: It is clearly seen from the above two examples that the solution processes of the HOFA system approach are very simple. If the first example system is converted into a first-order system with two multivariable subsystems, and the second example system is converted into a first order system with 5 subsystems, experience tells us that applications of method of backsteppinig to the converted first-order systems should turn out to be much more complicated.

## 5. Conclusion

The HOFA system approach is very powerful in dealing with the control of nonlinear systems, since the full-actuation feature allows one to eliminate the nonlinearities and hence a constant linear closed-loop system can be obtained. To apply the HOFA approach, the key step is to obtain a HOFA model for a nonlinear system. Toward this goal, this paper has shown the following:
(1) The conventional SFS can be further generalised to contain parameter vectors and the derivatives of the state vectors, and a recursive solution exists to convert the generalised version of SFS equivalently into a HOFA model;
(2) due to the fact that second- and high-order subsystems are firstly obtained when modelling using physical laws such as Newton's law, Lagrangian equation, Theorem of linear and angular momentum, Kirchhoff's law of current and voltage, etc., the proposed SFSs of second-order, and that with subsystems of mixed orders are much more commonly encountered than the first-order ones;
(3) like the first-order case, effective recursive solutions also exist for converting the proposed second-order or mixed-order SFSs equivalently into HOFA models; and
(4) under certain common conditions, the recursive solutions to convert the proposed generalised SFSs equivalently into HOFA models can be expressed in direct analytical explicit forms.

The above facts are very important since they partially provide a base of the effective HOFA approach for control of generalised complicated strict-feedback nonlinear systems, which may be no longer effectively solved with the well-known method of backstepping due to more serious 'differential explosion' problems caused by the increased complexity in the proposed generalised SFSs.
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## Appendix. Proofs of Theorems 2.1-2.3

## A. 1 Proof of Theorem 2.1

We use mathematical induction to prove this result.
Firstly, let us consider the case of $n=2$. In this case, the system is

$$
\left\{\begin{array}{l}
\dot{x}_{1}=f_{1}\left(x_{1}, \zeta, t\right)+G_{1}\left(x_{1}, \zeta, t\right) x_{2}  \tag{A1}\\
\dot{x}_{2}=f_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right)+G_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) u .
\end{array}\right.
$$

It follows from the first equation in (A1) that

$$
\begin{equation*}
x_{2}=G_{1}^{-1}\left(x_{1}, \zeta, t\right)\left[\dot{x}_{1}-f_{1}\left(x_{1}, \zeta, t\right)\right], \tag{A2}
\end{equation*}
$$

which gives the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A3}\\
x_{2}=G_{1}^{-1}(z, \zeta, t)\left[\dot{z}-f_{1}(z, \zeta, t)\right]
\end{array}\right.
$$

Next, taking the derivatives of both sides of the first equation in (A1), and substituting the second one into the result, give

$$
\begin{align*}
\ddot{x}_{1}= & \dot{f}_{1}\left(x_{1}, \zeta, t\right)+\dot{G}_{1}\left(x_{1}, \zeta, t\right) x_{2} \\
& +G_{1}\left(x_{1}, \zeta, t\right) f_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) \\
& +G_{1}\left(x_{1}, \zeta, t\right) G_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) u . \tag{A4}
\end{align*}
$$

Further, substituting (A3) into the above equation, produces the following second-order fully-actuated system

$$
\begin{equation*}
\ddot{z}=h_{2}\left(z^{(0 \sim 1)}, \zeta, t\right)+L_{2}\left(z^{(0 \sim 1)}, \zeta, t\right) u \tag{A5}
\end{equation*}
$$

where

$$
\begin{align*}
L_{2}\left(z^{(0 \sim 1)}, \zeta, t\right)= & G_{1}(z, \zeta, t) G_{2}\left(z^{(0 \sim 1)}, x_{2}, \zeta, t\right)  \tag{A6}\\
h_{2}\left(z^{(0 \sim 1)}, \zeta, t\right)= & \dot{f}_{1}(z, \zeta, t)+\dot{G}_{1}(z, \zeta, t) x_{2} \\
& +G_{1}(z, \zeta, t) f_{2}\left(z^{(0 \sim 1)}, x_{2}, \zeta, t\right) \tag{A7}
\end{align*}
$$

and the variable $x_{2}$ in the above two equations should be substituted by the second equation in (A3). In view of $h_{1}(z, \zeta, t)=$ $f_{1}(z, \zeta, t)$ and $L_{1}(z, \zeta, t)=G_{1}(z, \zeta, t)$, the above (A7) gives the formula (8) for the case of $n=2$.

Finally, recalling the nonsingularity of $G_{1}(z, \zeta, t)$ and $G_{2}\left(z^{(0 \sim 1)}, x_{2}, \zeta, t\right)$, and the definition of $L_{2}\left(z^{(0 \sim 1)}, \zeta, t\right)$, we know that the system (A5) is fully-actuated, thus the theorem holds in the case of $n=2$.

Now let us assume that the theorem holds when $n=k$. For convenience, we still denote $u$ as $x_{k+1}$. In this case the system
takes the form of

$$
\left\{\begin{align*}
\dot{x}_{1}= & f_{1}\left(x_{1}, \zeta, t\right)+G_{1}\left(x_{1}, \zeta, t\right) x_{2}  \tag{A8}\\
\dot{x}_{2}= & f_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right)+G_{2}\left(x_{1}^{(0 \sim 1)}, x_{2}, \zeta, t\right) x_{3} \\
& \vdots \\
\dot{x}_{k}= & f_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right)+G_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right) x_{k+1}
\end{align*}\right.
$$

which, under the following transformation,

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A9}\\
x_{2}=G_{1}^{-1}(z, \zeta, t)\left[\dot{z}-f_{1}(z, \zeta, t)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{(0 \sim i-1)}, \zeta, t\right)\left[z^{(i)}-h_{i}\left(z^{(0 \sim i-1)}, \zeta, t\right)\right] \\
\quad i=2,3, \ldots, k-1
\end{array}\right.
$$

can be expressed as the following high-order system form

$$
\begin{equation*}
z^{(k)}=h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)+L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) x_{k+1} \tag{A10}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) \\
& \quad=G_{1}(z, \zeta, t) G_{2}\left(z^{(0 \sim 1)}, x_{2}, \zeta, t\right) \cdots G_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}, x_{k}, \zeta, t\right) . \tag{A11}
\end{align*}
$$

Now let us prove the conclusion for the case of $n=k+1$.
When $n=k+1$, noting that the first $k$ formulas of the system are exactly the system (A8), we know from the assumption that the system can be equivalently rewritten as

$$
\left\{\begin{array}{l}
z^{(k)}=h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)+L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) x_{k+1}  \tag{A12}\\
\dot{x}_{k+1}=f_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right)+G_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right) u .
\end{array}\right.
$$

It follows from the first equation in (A12) that

$$
\begin{equation*}
x_{k+1}=L_{k}^{-1}\left(z^{(0 \sim k-1)}, \zeta, t\right)\left[x_{1}^{(k)}-h_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)\right] \tag{A13}
\end{equation*}
$$

Combining (A13) with (A9), gives the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A14}\\
x_{2}=G_{1}^{-1}(z, \zeta, t)\left[\dot{z}-f_{1}(z, \zeta, t)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{(0 \sim i-1)}, \zeta, t\right)\left[z^{(i)}-h_{i}\left(z^{(0 \sim i-1)}, \zeta, t\right)\right] \\
\quad i=2,3, \ldots, k
\end{array}\right.
$$

Further, taking the derivatives of both sides of the first equation in (A12), and then substituting the second one, give

$$
\begin{align*}
z^{(k+1)}= & \dot{h}_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right)+\dot{L}_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) x_{k+1} \\
& +L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) f_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right) \\
& +L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) G_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right) u . \tag{A15}
\end{align*}
$$

Then, substituting (A14) and its derivative into (A15), yields the following high-order system

$$
\begin{equation*}
z^{(k+1)}=h_{k+1}\left(z^{(0 \sim k)}, \zeta, t\right)+L_{k+1}\left(z^{(0 \sim k)}, \zeta, t\right) u \tag{A16}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{k+1}\left(z^{(0 \sim k)}, \zeta, t\right) \\
& \quad=L_{k}\left(z^{(0 \sim k-1)}, \zeta, t\right) G_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right) \\
& \quad=G_{1}\left(x_{1}, \zeta, t\right) G_{2}\left(x_{1}, \dot{x}_{1}, x_{2}, \zeta, t\right) \cdots G_{k+1}\left(x_{1 \sim k}^{(0 \sim 1)}, x_{k+1}, \zeta, t\right) \tag{A17}
\end{align*}
$$

with $h_{k+1}\left(z^{(0 \sim k)}, \zeta, t\right)$ being given by (8).
Finally, it is known from the nonsingularity of $G_{k}\left(x_{1 \sim k-1}^{(0 \sim 1)}\right.$, $\left.x_{k}, \zeta, t\right), k=1,2, \ldots, n$ and the definitions of the above $L_{k+1}\left(z^{(0 \sim k)}, \zeta, t\right)$ that the system (A16) is fully-actuated. Thus the theorem also holds in the case of $n=k+1$. Therefore, the whole proof is completed.

## A. 2 Proof of Theorem 2.2

Again we prove this result using mathematical induction.
Let us firstly consider the case of $n=2$. For convenience, we still use the notation $x_{3}$ in the position of $u$, in this case the system is

$$
\left\{\begin{array}{l}
\ddot{x}_{1}=f_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right)+G_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right) x_{2}  \tag{A18}\\
\ddot{x}_{2}=f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right)+G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) x_{3} .
\end{array}\right.
$$

It follows from the first equation in (A18) that

$$
\begin{equation*}
x_{2}=G_{1}^{-1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right)\left[\ddot{x}_{1}-f_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right)\right] . \tag{A19}
\end{equation*}
$$

Thus the following transformation can be obtained

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A20}\\
x_{2}=G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right]
\end{array}\right.
$$

which gives

$$
\left\{\begin{array}{l}
\dot{x}_{1}=\dot{z}  \tag{A21}\\
\dot{x}_{2} \triangleq d_{1}^{x 2}\left(z^{(0 \sim 3)}, \zeta, t\right)
\end{array}\right.
$$

with

$$
\begin{aligned}
d_{1}^{x 2}( & \left(z^{(0 \sim 3)}, \zeta, t\right) \\
= & {\left[G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right]^{\prime}\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right] } \\
& +G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\left[\dddot{z}-\dot{f}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right]
\end{aligned}
$$

Next, taking the second-order derivatives of both sides of the first equation in (A18), and then substituting the second equation in (A18) into the result, give

$$
\begin{align*}
z^{(4)}= & \ddot{f}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)+\ddot{G}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) x_{2}+2 \dot{G}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) \dot{x}_{2} \\
& +G_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) f_{2}\left(z^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \\
& +G_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) G_{2}\left(z^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) x_{3} . \tag{A22}
\end{align*}
$$

Further, substituting (A20) and (A21) into the above equation, yields the following fourth-order system

$$
\begin{equation*}
z^{(4)}=h_{2}\left(z^{(0 \sim 3)}, \zeta, t\right)+L_{2}\left(z^{(0 \sim 3)}, \zeta, t\right) x_{3} \tag{A23}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{2}\left(z^{(0 \sim 3)}, \zeta, t\right)=G_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right) G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) \tag{A24}
\end{equation*}
$$

and

$$
\begin{align*}
& h_{2}\left(z^{(0 \sim 3)}, \zeta, t\right) \\
& \quad=\ddot{f}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)+\ddot{G}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) x_{2}+2 \dot{G}_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) \dot{x}_{2} \\
& \quad \quad+G_{1}\left(z^{(0 \sim 1)}, \zeta, t\right) f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right), \tag{A25}
\end{align*}
$$

and the variable $x_{2}$ and its derivative in the above equation are substituted with (A20) and (A21). Recalling that $h_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)$ $=f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)$ and $L_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)=G_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)$, we know that the above (A25) gives the formula (47) for the case of $n=2$.

Finally, in view of the nonsingularity of $G_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)$ and $G_{2}\left(z^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right)$, and the definition of $L_{2}\left(z^{(0 \sim 3)}, \zeta, t\right)$ above, the system (A23) is easily seen to be fully-actuated. Thus the theorem holds when $n=2$.

Now assume that the theorem holds when $n=k$. For convenience, we still denote $u$ as $x_{k+1}$, in this case the system is

$$
\left\{\begin{align*}
\ddot{x}_{1}= & f_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right)+G_{1}\left(x_{1}^{(0 \sim 1)}, \zeta, t\right) x_{2}  \tag{A26}\\
\ddot{x}_{2}= & f_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right)+G_{2}\left(x_{1}^{(0 \sim 2)}, x_{2}^{(0 \sim 1)}, \zeta, t\right) x_{3} \\
& \vdots \\
\ddot{x}_{k}= & f_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right)+G_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right) x_{k+1}
\end{align*}\right.
$$

which, under the following transformation,

$$
\left\{\begin{array}{l}
x_{1}=z \\
x_{2}=G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{(0 \sim 2 i-1)}, \zeta, t\right)\left[z^{(2 i)}-h_{i}\left(z^{(0 \sim 2 i-1)}, \zeta, t\right)\right]  \tag{A27}\\
\quad i=2,3, \ldots, k-1
\end{array}\right.
$$

can be rewritten into

$$
\begin{equation*}
z^{(2 k)}=h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)+L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) x_{k+1} \tag{A28}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) \\
& \quad=L_{k-1}\left(z^{(0 \sim 2 k-2)}, \zeta, t\right) G_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right) \tag{A29}
\end{align*}
$$

Let us now prove the conclusion for the case of $n=k+1$.
When $n=k+1$, it is easy to know that the first $k$ equations of the system are exactly the system (A26). Thus it is known from the assumptions that in this case the system can be expressed as

$$
\left\{\begin{array}{l}
z^{(2 k)}=h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)+L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) x_{k+1}  \tag{A30}\\
\ddot{x}_{k+1}=f_{k+1}\left(x_{1 \sim k}^{(0 \sim 2)}, x_{k+1}^{(0 \sim 1)}, \zeta, t\right)+G_{k+1}\left(x_{1 \sim k}^{(0 \sim 2)}, x_{k+1}^{(0 \sim 1)}, \zeta, t\right) u .
\end{array}\right.
$$

It follows from the first equation in (A30) that

$$
\begin{equation*}
x_{k+1}=L_{k}^{-1}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)\left[z^{(2 k)}-h_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)\right] \tag{A31}
\end{equation*}
$$

Combining the above equation with (A27), yields

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A32}\\
x_{2}=G_{1}^{-1}\left(z^{(0 \sim 1)}, \zeta, t\right)\left[\ddot{z}-f_{1}\left(z^{(0 \sim 1)}, \zeta, t\right)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{(0 \sim 2 i-1)}, \zeta, t\right)\left[z^{(2 i)}-h_{i}\left(z^{(0 \sim 2 i-1)}, \zeta, t\right)\right] \\
\quad i=2,3, \ldots, k
\end{array}\right.
$$

Taking the second-order derivatives of both sides of the first equation in (A30), and then substituting the second one into the result, give

$$
\begin{aligned}
z^{(2 k+2)}= & \ddot{h}_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)+\ddot{L}_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) x_{k+1} \\
& +2 \dot{L}_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) \dot{x}_{k+1}
\end{aligned}
$$

$$
\begin{align*}
& +L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) f_{k+1}\left(x_{1 \sim k}^{(0 \sim 2)}, x_{k+1}^{(0 \sim 1)}, \zeta, t\right) \\
& +L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) G_{k+1}\left(x_{1 \sim k}^{(0 \sim 2)}, x_{k+1}^{(0 \sim 1)}, \zeta, t\right) u \tag{A33}
\end{align*}
$$

where $x_{i}, i=2,3, \ldots, k$ and their derivatives are given by (A32). Taking

$$
\begin{align*}
& L_{k+1}\left(z^{(0 \sim 2 k+1)}, \zeta, t\right) \\
& \quad=L_{k}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right) G_{k+1}\left(x_{1 \sim k}^{(0 \sim 2)}, x_{k+1}^{(0 \sim 1)}, \zeta, t\right) \tag{A34}
\end{align*}
$$

and $h_{k+1}\left(z^{(0 \sim 2 k+1)}, \zeta, t\right)$ as in (47), the high-order system can be obtained as

$$
\begin{equation*}
z^{(2 k+2)}=h_{k+1}\left(z^{(0 \sim 2 k-1)}, \zeta, t\right)+L_{k+1}\left(z^{(0 \sim 2 k+1)}, \zeta, t\right) u \tag{A35}
\end{equation*}
$$

Finally, due to the nonsingularity of $G_{k}\left(x_{1 \sim k-1}^{(0 \sim 2)}, x_{k}^{(0 \sim 1)}, \zeta, t\right), k$ $=1,2, \ldots, n$ and the above definitions of $L_{k+1}\left(z^{(0 \sim 2 k+1)}, \zeta, t\right)$, the system (A35) is clearly fully-actuated. Thus the theorem is also true in the case of $n=k+1$. Therefore, the whole proof is completed.

## A.3 Proof of Theorem 2.3

We again use mathematical induction to prove the result.
Firstly, let us consider the case of $n=2$. Similarly, using the notation $x_{3}$ at the position of $u$, in this case the system is

$$
\left\{\begin{array}{l}
x_{1}^{\left(m_{1}\right)}=f_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)+G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}  \tag{A36}\\
x_{2}^{\left(m_{2}\right)}=f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
\quad+G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) x_{3} .
\end{array}\right.
$$

It follows from the first equation in (A36) that

$$
\begin{equation*}
x_{2}=G_{1}^{-1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\left[x_{1}^{\left(m_{1}\right)}-f_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] . \tag{A37}
\end{equation*}
$$

Thus the following transformation can be obtained

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A38}\\
x_{2}=G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right]
\end{array}\right.
$$

which further gives

$$
\left\{\begin{array}{l}
x_{1}^{(i)}=z^{(i)}, \quad i=1 \sim m_{1}-1  \tag{A39}\\
x_{2}^{(i)} \triangleq d_{i}^{x 2}\left(z^{\left(0 \sim m_{1}+i\right.}, \zeta, t\right), \quad i=1 \sim m_{2}-1,
\end{array}\right.
$$

with

$$
\begin{aligned}
d_{i}^{x 2} & \left(z^{\left(0 \sim m_{1}+i\right.}, \zeta, t\right) \\
= & {\left[G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right]^{\prime}\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] } \\
& +G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\left[z^{\left(m_{1}+1\right)}-\dot{f}_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] .
\end{aligned}
$$

Taking the $m_{2}$-order derivatives of both sides of the first equation in (A36), and then substituting the second one into the result, give

$$
\begin{aligned}
x_{1}^{\left(p_{2}\right)} & =f_{1}^{\left(m_{2}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)+\frac{\mathrm{d}^{m_{2}}}{\mathrm{~d} t^{m_{2}}}\left[G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}\right] \\
& =f_{1}^{\left(m_{2}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{k=0}^{m_{2}} C(k, n) G_{1}^{\left(m_{2}-k\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}^{(k)} \\
= & f_{1}^{\left(m_{2}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
& +\sum_{k=0}^{m_{2}-1} C(k, n) G_{1}^{\left(m_{2}-k\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}^{(k)} \\
& +G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
& \times\left[f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right)\right. \\
& \left.+G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) u\right] . \tag{A40}
\end{align*}
$$

Further, substituting (A38) and (A39) into the above equation, produces the following high-order system

$$
\begin{equation*}
z^{p_{2}}=h_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right)+L_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right) u, \tag{A41}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right) \\
& \quad=G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right)  \tag{A42}\\
& h_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right) \\
& \quad=f_{1}^{\left(m_{2}\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) \\
& \quad \\
& \quad+\sum_{k=0}^{m_{2}-1} C\left(k, m_{2}\right) G_{1}^{\left(m_{2}-k\right)}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}^{(k)}  \tag{A43}\\
& \quad+G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) .
\end{align*}
$$

Further, in view of

$$
\begin{aligned}
& h_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)=f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right), \\
& L_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)=G_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)
\end{aligned}
$$

the above (A43) turns out to be (23) for the case of $n=2$.
Finally, it follows from the nonsingularity of $G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}\right.$, $\zeta, t)$ and $G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right)$, and the definitions of the above $L_{2}\left(z^{\left(0 \sim p_{2}-1\right)}, \zeta, t\right)$ that the system (A41) is fully-actuated. Thus the theorem holds when $n=2$.

Now assume that the theorem holds when $n=k$. Again, for convenience, we still denote $u$ as $x_{k+1}$, in this case the system is

$$
\left\{\begin{align*}
x_{1}^{\left(m_{1}\right)}= & f_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)+G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) x_{2}  \tag{A44}\\
x_{2}^{\left(m_{2}\right)}= & f_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \\
& \quad+G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) x_{3} \\
\vdots & \\
x_{k}^{\left(m_{k}\right)}= & f_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \\
\quad & \quad+G_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) x_{k+1},
\end{align*}\right.
$$

which, under the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A45}\\
x_{2}=G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\left[z^{\left(p_{i}\right)}-h_{i}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\right] \\
\quad i=2,3, \ldots, k-1,
\end{array}\right.
$$

can be expressed as the following HOFA system

$$
\begin{equation*}
z^{\left(p_{k}\right)}=h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)+L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) x_{k+1} \tag{A46}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& \quad=L_{k-1}\left(z^{\left(0 \sim p_{k}-2\right)}, \zeta, t\right) G_{k}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right) \tag{A47}
\end{align*}
$$

Now let us prove that the conclusion is also true when $n=k+1$.

When $n=k+1$, the first $k$ formulas of the system are exactly the system (A44). Thus it is known from the assumptions that the system is equivalent to

$$
\left\{\begin{align*}
& z^{\left(p_{k}\right)}=h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)+L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) x_{k+1}  \tag{A48}\\
& x_{k+1}^{\left(m_{k+1}\right)}= f_{k+1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
&+G_{k+1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) u .
\end{align*}\right.
$$

From the first equation in (A48), we can obtain

$$
\begin{equation*}
x_{k+1}=L_{k}^{-1}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)\left[z^{\left(p_{k}\right)}-h_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right)\right] . \tag{A49}
\end{equation*}
$$

Combining the above equation with (A45), gives the following transformation

$$
\left\{\begin{array}{l}
x_{1}=z  \tag{A50}\\
x_{2}=G_{1}^{-1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\left[z^{\left(m_{1}\right)}-f_{1}\left(z^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right)\right] \\
x_{i+1}=L_{i}^{-1}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\left[z^{\left(p_{i}\right)}-h_{i}\left(z^{\left(0 \sim p_{i}-1\right)}, \zeta, t\right)\right] \\
\quad i=2,3, \ldots, k
\end{array}\right.
$$

which further gives

$$
\left\{\begin{array}{l}
x_{1}^{(i)}=z^{(i)}, \quad i=1 \sim m_{1}-1  \tag{A51}\\
x_{j}^{(i)} \triangleq d_{i}^{x j}\left(z^{\left(0 \sim m_{j-1}+i\right.}\right), \quad i=1 \sim m_{j}-1, j=2 \sim k
\end{array}\right.
$$

Taking the $m_{k+1}$-order derivatives of both sides of the first equation in (A48), and then substituting the second one into the result, give

$$
\begin{align*}
z^{\left(p_{k+1}\right)}= & h_{k}^{m_{k+1}}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& +\left[L_{k}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) x_{k+1}\right]^{\left(m_{k+1}\right)} \\
= & h_{k}^{m_{k+1}}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& +\sum_{j=0}^{m_{k+1}} C\left(j, m_{k+1}\right) L_{k}^{\left(m_{k+1}-j\right)}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) x_{k+1}^{(j)} \\
= & h_{k}^{m_{k+1}}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) \\
& +\sum_{j=0}^{m_{k+1}-1} C\left(j, m_{k+1}\right) L_{k}^{\left(m_{k+1}-j\right)}\left(z^{\left(0 \sim p_{k}-1\right)}, \zeta, t\right) x_{k+1}^{(j)} \\
& +L_{k}\left(x_{1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
& \times f_{k+1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
& +L_{k}\left(x_{1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
& \times G_{k+1}\left(x_{i}^{\left(0 \sim m_{i}\right)}{ }_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) u . \quad \text { (A52 } \tag{A52}
\end{align*}
$$

Further, substituting (A50) and (A51) into the above equation, we can obtain the following high-order system
$z^{\left(p_{k+1}\right)}=h_{k}\left(z^{\left(0 \sim p_{k+1}-1\right)}, \zeta, t\right)+L_{k}\left(z^{\left(0 \sim p_{k+1}-1\right)}, \zeta, t\right) u, ~(\mathrm{~A} 53)$
where

$$
\begin{align*}
L_{k+1} & \left(z^{\left(0 \sim p_{k+1}-1\right)}, \zeta, t\right) \\
= & L_{k}\left(x_{1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
& \times G_{k+1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right) \\
= & G_{1}\left(x_{1}^{\left(0 \sim m_{1}-1\right)}, \zeta, t\right) G_{2}\left(x_{1}^{\left(0 \sim m_{1}\right)}, x_{2}^{\left(0 \sim m_{2}-1\right)}, \zeta, t\right) \cdots \\
& \times G_{k+1}\left(\left.x_{i}^{\left(0 \sim m_{i}\right)}\right|_{i=1 \sim k}, x_{k+1}^{\left(0 \sim m_{k+1}-1\right)}, \zeta, t\right), \tag{A54}
\end{align*}
$$

and $h_{k+1}\left(z^{\left(0 \sim p_{k+1}-1\right)}, \zeta, t\right)$ is given by (23).

Finally, it follows from the nonsingularity of $G_{k}\left(x_{i}^{\left(0 \sim m_{i}\right)}\right.$ $\left.\left.\right|_{i=1 \sim k-1}, x_{k}^{\left(0 \sim m_{k}-1\right)}, \zeta, t\right), k=1,2, \ldots, n$ and the definitions of the above $L_{k+1}\left(z^{\left(0 \sim p_{k+1}-1\right)}, \zeta, t\right)$ that the system (A53) is fullyactuated. Thus the theorem holds for the case of $n=k+1$. Therefore, the whole proof is complete.
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