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ABSTRACT

COUNTER-FLOW ION MOBILITY ANALYSIS: DESIGN,

INSTRUMENTATION, AND CHARACTERIZATION

Nosa Agbonkonkon
Department of Chemistry and Biochemistry

Doctor of Philosophy

The quest to achieve high resolution in ion mobility spectrometry (IMS) has continued to
challenge scientist and engineers in the field of separation science. The low resolution presently
attainable in IMS has continued to negatively impact its utility and acceptance. Until now, efforts
to improve the resolution have mainly focused on better instrumentation and detection methods.
However, since the resolution of IMS is diffusion limited, it makes sense to address this
limitation in order to attain high resolution. This dissertation presents a new IMS technique,
which utilizes a high electric field and opposing high gas flow velocity with the aim to improve
resolution. This approach essentially reduces the residence time of ions in the analyzer. This new
technique is called “counter-flow ion mobility analysis” (CIMA). Theoretical modeling of this
new technique predicted that a resolution of over 1000 is possible, which is over one order of
magnitude better than that of conventional IMS techniques currently used. A wind tunnel was
designed and constructed to produce a plug gas flow profile that is needed for CIMA. The test
region of the wind tunnel was used as the CIMA analyzer region and was constructed from
power circuit boards, PCBs, (top and bottom walls) and conductive plastic side walls. An

inclined electric field was created by applying suitable voltages to multiple electrode traces on



the PCBs. This inclined field, when resolved into its x- and y-components, was used to oppose
the counter-gas flow and transport the ions to the detector, respectively. The results obtained did
not show an improvement over conventional IMS techniques because of a limitation in the
voltage that could be applied to the analyzer region. However, the results predict that high
resolution is possible if (1) the ratio of the electric fields in the horizontal (x direction) to the
vertical (y direction) is within the range of 2—0.5, (2) very high electric field and high gas flow
velocities are applied, and (3) wall effects in the counter-flow gas profile are eliminated. While
the resolution obtained using the present instrumentation is far from what was predicted, the
foundation for ultimately achieving high resolution has been laid. The use of a wind tunnel has
made the instrumentation possible. As far as the author knows, this is the first time a wind tunnel
has been used in chemical measurement instrumentation.

Chapter 5 of this dissertation, reports a method developed for predicting the reduced

mobility constants, K, of chemical compounds. This method uses a purely statistical regression
analysis for a wide range of compounds which is different from similar methods that use a neural

network. The calculated R* value for this method was 87.4% when calculated K, values were

plotted against experimental K, values, which was close to the R*value for the neural network

method (i.e., 88.7%).
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Chapter 1
Ion Mobility Spectrometry

1.1 Historical Background

Modern ion mobility spectrometry (IMS), as it is presently practiced, began in 1970 with
the pioneering work of Karasek.! However, in 1969 at the Pittsburgh Conference on Analytical
Chemistry and Applied spectroscopy,” it was Cohen who introduced it as plasma
chromatography, erroneously implying that it was a form of chromatography. The contributions
of these modern pioneers of IMS were preceded by over 100 years of work in ion transport
phenomena.

According to Eiceman and Karpas,® there were three specific developments in this early
work that contributed to the recent advances in IMS. They include first, the theoretical treatment
of mobility and practical experimentation by Langevin. Langevin recognized the collisional
nature of mobility and the role of attractive forces on effective collision cross sections, and
formed an early description of ion-molecule associations and the influence of ion-molecule
interactions on mobility. The second development was pulsed ion injection into a drift tube using
ion shutters of modern design, i.e., shutters with parallel wires. The third specific development of
this period was an in-depth understanding of the effect of electric fields and gas pressure on the
mobility of ions in gases. In this period, mobility was shown to be independent of the ratio of
electric field to pressure, £/N, at low values and dependent on this ratio at high values.

Interest in IMS has been driven by attractive features sought after in analytical
instrumentation and methodology, including high selectivity, high sensitivity, excellent detection
limits (i.e., ppm to ppb), instrumentation simplicity, amenability to miniaturization and

ruggedness for field operation.



1.2 Theory and Principles

IMS includes methods, principles and instrumentation used to characterize gas phase
molecular ions on the basis of their velocities at atmospheric pressure and under the influence of
a constant electric field.” In IMS, an ionized gas is introduced into a drift region of constant
electric field where separation of the packet of ions occurs based on several parameters such as
mass, shape, orientation in space, and buffer gas. Separated ions are typically detected at the end
of the flight distance by a Faraday detector. A mobility spectrum is produced by plotting the
detector current (in pA or nA) vs. drift time, ¢, (usually in ms).*

IMS analysis is based on measuring the drift time an ion takes to move along a drift tube of
defined length in an electric field. Ion mobility, K, which is characteristic of an ion, is

determined from the ion drift velocity, v, , and is inversely proportional to the electric field

strength, E

K=-4% (1.1)

where K isincm®V's™?, v, isincms” and E isin Vem™.
Ion mobility measurements are often carried out at ambient pressure and elevated
temperature. However, mobility is generally reported as reduced mobility, K, to standardize

measurements carried out at different temperatures and pressures. The relationship between K

and K is

K, = K(ﬂj(ij (12)
T N760

where P is pressure measured in torr and 7T is temperature measured in Kelvin.’



1.3 Instrumentation

An ion mobility spectrometer is made up of three parts: an ionization region (reaction
region), a drift region and a detection region (see Figure 1.1). Each of these regions and how
each contributes to IMS technology are discussed in the following sections. Efforts to improve
their effectiveness are also described.

Sample Introduction. In IMS, there are several methods used to introduce the sample to
be analyzed into the reaction region. The goal is to produce gas phase molecules in low enough
concentration to minimize the incidence of clustering, which is a major problem in IMS. Thus,
solid and liquid samples must be introduced in such a way that they are allowed to vaporize
easily in the reaction region.

A method for determining volatile and semi volatile compounds in liquids or solids is to
deposit the sample solution (solids are dissolved or suspended in a solvent) onto a platinum wire
attached to a glass rod. The solvent is allowed to evaporate in the air; the wire is then inserted
into a heated gas flow near the ion source, and the desorbed vapor is swept into the reaction
region by the gas flow.?

Some modern IMS instrumentation uses a membrane inlet to aid sample introduction.
Membranes help to eliminate moisture, dust, and interfering chemicals from entering the reaction
region. A commonly used membrane is composed of polydimethylsiloxane (PDMS).

Other sampling methods that have been successfully used include headspace vapor,® an
electrospray needle, and direct introduction of solids through laser desorption. The choice of
inlet system significantly affects analytical performance. Factors that impact the choice of inlet
system include the type of sample, matrix, and concentration level, as well as practical

constraints such as cost, size, weight and power comsumption.’
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Figure 7.1 Schematic of a conventional IMS system showing three ions of different size in the
reaction region and then migrating at different velocities in the drift region. The positions or
speeds of the ions are directly related to their sizes (assuming they have the same charge).



Other important components of the sample introduction system are the carrier and reagent
gases. The carrier gas is used to sweep the sample mixture into the ionization region and,
subsequently, aids in moving the ionized molecules into the drift tube. This is generally an inert
gas such as air, water vapor or nitrogen. The reagent gas is used to aid ionization. It can either
suppress unwanted ions or help to selectively ionize analytes of interest. The reagent gas is
carefully selected according to ionization potential so that it does not compete with the analyte
during ionization. In some cases, the reagent gas is allowed to ionize and, through ion-molecule
reactions, ionize the analyte. Unfortunately, the reagent gas does not always provide efficient
sample ionization or good resolution, which has led some to propose the use of an alternative
reagent gas such as halide ions.’

Ionization. lonization of the sample is vital to the success of the entire process of sample
separation and identification in IMS. This process ultimately determines the effectiveness of the
IMS method. Both positive and negative ions can be monitored in an IMS system.

Traditionally, Nickel-63 has been the ionization source of choice. One reason for this is
that the energy range of an electron emitted from a standard 10 mCi ®Ni source (i.e., 0-67 keV)
is able to ionize most organic compounds. The noise-free operation,’ stability and the reliability
of the ionization chemistry are additional reasons for the choice of Nickel-63. This method also
does not require an external power supply, and has no moving parts or maintenance
requirements. The most common design is a thin layer of *’Ni coated on a metal strip, generally
nickel or gold. The average electron energy is approximately 17 keV. Other radioactive isotopes
such as americium and tritium have also been investigated. Despite the attractive features of

radioisotopes, their utility has declined due to regulatory requirements and safety issues.



The physics of the phenomenon called corona discharge (CD) are well known.” CD can
be characterized as a self-maintained electrical gas discharge in which a Laplacian electrical field
confines the primary ionization process to regions close to high-field electrodes or insulators. A
CD source consists of high-field curved/sharp electrodes in an ionization region where free
charges are produced, a low-field drift region where charged particles drift and react, and a low
field passive electrode that collects the charge.'’ The low field collector is a plane or a ring.

The CD source is a continuous current-regulated discharge from a DC power supply. To
form a CD, a sharp needle or thin wire is placed 2 to 8§ mm from a metal plate or discharge
electrode, with a potential difference of 1 to 3 kV between needle and plate. An electrical
discharge develops in the gas between the needle and the plate; ions are formed within the gap,
similar to what occurs in a “Ni source. These ions subsequently are available for ion-molecule
reactions with the sample ions.’

Negative ions can be formed using a CD by changing the polarity of the power supply.
The challenge of adapting CD ionization for negative mode IMS is the formation of NO," and
NO;™ related cluster ions.'' The reaction pathways to these species are not well understood, but
their existence is a well established fact.®

The use of a CD as a replacement for “*Ni is rapidly becoming a popular option. The
most prevalent mode is operating the power supply in a continuous current mode; however,
recently a new design was introduced that makes use of a pulsed mode called pulsed CD
ionization. This approach yields IMS responses in both positive and negative modes. The pulsed
CD is attractive due to the reduced power required to operate the corona.® Interest in CD is due
to the fact that it is not radioactive and the design is simple to build, operate and maintain. It is

also applicable to liquid samples.’



Electrospray ionization (ESI) has been used for IMS studies of biomolecules such as
peptides and proteins. ESI is a soft ionization technique that is used to transfer ions directly from
solution into the gas phase. ESI-IMS was first described in 1972 by Gieniec ef al., when they
modified a plasma chromatograph from Franklin GNO. They replaced the sample entrance and
5Ni ion source with an electrospray chamber. '

The principles, theory and mechanism of ESI have been described elsewhere." Gas phase
ions are formed when a sample in liquid form containing the ions of interest is passed through a
needle held at high voltage (as high as 10 kV) relative to the plate or grid that is a few
millimeters away. As the sample escapes the tip of the needle, the high voltage and electric field
at the tip pass the charge to the aerosol. The aerosol undergoes evaporation as it migrates to the
counter plate, creating a high charge density on the shrinking aerosol. The resulting space charge
leads to the breakup of the aerosol. This process is repeated until the liquid sample is converted
to a gas.

In addition to the three prominent ionization sources described above that are used in
IMS, other forms of ionization can be used, depending on the particular application. Surface
ionization in the positive mode is one of these. Analytes that are placed on a heated ionization
surface in the reaction region of the spectrometer dissociate by losing a hydrogen atom, H, or an
alkyl group, R. The remaining portion of the molecule can then be ionized to form product ions.
Surface ionization offers unique features such as simplicity, reliability, and extended dynamic
range. In addition, it does not respond to most small molecules such as H,O, CO,, CO, N,, and
O, present in air and, thus, it does not produce the typical background ions that are a problem
with other ionization sources.'* Photo-ionization is another method of ionization that has been

used in IMS. In photo-ionization, photo-discharge lamps and lasers are used to ionize neutral



molecules in air at ambient pressure. Photo-discharge lamps emit photons from electrically

excited gas filled lamps.’

1.4 Drift Tube

The drift tube is the heart of an IMS instrument; it is where separation and differentiation
of ions takes place en route to the detector. Its design, including the type of material used, is
critical to achieving optimum performance. Low sensitivity, poor resolution and memory effects
can result from a poorly designed drift tube. A conventional drift tube consists of an ion source
and reaction region where ions are formed, a drift region where ion separation based on mobility
takes place, and a detector where ions are collected and measured. A shutter grid separates the
ionization region from the drift region, while an aperture grid further separates the drift region
from the detection region (see Figure. 1.1).

Conventionally, the design of the drift region consists of a set of stacked electrodes (see
Figure 1.2) that establishes a uniform axial electric field along the length of the drift region,
which is used to drive ions through the drift region to the detection region. A packet of ions
introduced into the drift region by the shutter grid moves along the length at drift velocities and
diffusion rates determined by the nature of the ions, the buffer gas, the electric field strength and
the buffer gas pressure and temperature.'” However, a continuous guard ring made from a
resistive material has been shown to work just as well as the stacked-electrode drift tube, which
virtually eliminates the inherent non-uniformity from the fringing fields at the interfaces between
the electrodes and insulators in the stacked ring design.'® Another advantage of the continuous
ring approach is that it is simple to design and construct.'” Others have constructed the drift tube

from resistively coated ceramic material that also creates a uniform electric field.



Figure 7.2 Example of a conventional stacked ring drift tube (CAD drawing) with metal rings
separated by insulators. In this design, the insulator is a Teflon ring.



Carrier and Drift Gases. In IMS, the carrier gas can be the same as the drift gas, or it can
be different depending on the application. The carrier gas, as the name suggests, is used to
transport the ionized sample from the ionization region to the drift region. Typically, the carrier
gas is nitrogen or air, although other reagent gases have been reported.

The drift gas, or buffer gas, is the gas that fills the drift region. It is the gas through which
the ions move, which determines their mobility or rate of migration along the length of the drift

tube. The mobility can be determined from the following equation

1

K:( 3q j( 2z JT 1 J (13)
16N \ 7 ) | Q,

where ¢ is the charge of the ion, N is the density of the drift gas molecule, & is the Boltzmann

constant, 7 is the temperature of the drift tube, and Q, is the collision cross-section. The
reduced mass, 1, of the ion or drift gas molecule is given by

mM

ﬂ=m (1.4)

where m is the mass of the ion or molecule and M is the mass of the buffer gas. This equation
reveals how the nature and type of buffer gas affects the mobility constant, K , of the ions.
Scientists have used this to their advantage to improve the selectivity of the IMS instrument.
Instead of using nitrogen or air, some have experimented with He, Ar, CO,, SF¢and other

heavier and lighter gases to deliberately change the selectivity of IMS.'®"”
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Using different drift gases to change the mobility constant led to a new parameter for

identification, or figure of merit, called the separation factor (o), which is the ratio of mobility

measurements for two different drift gases
o=— (1.5)

where K, is the mobility constant for analyte in gas 1, and K, is for the same analyte in gas 2.

Another way of changing the separation factor will be discussed later.”

Ion Shutter or Gate. The ion source and drift region are separated by an ion shutter gate.
The primary function of this gate is to help in the delivery of ions from the ion source region to
the drift region in a controlled manner. The most common ion gate is the Bradbury-Nielson
design, which is made up of thin wires that are parallel, coplanar and equally spaced. Alternate
wires are mechanically and electrically isolated and usually held with a nonconductive support.’
By applying different voltages to the alternate wires, the grid can be either opened to allow ions
to pass through or closed to prevent their passage. The opening and closing of the shutter gate is
synchronized with the applied electric field in the drift region to optimize the available ions in
the region. The synchronization controls the sampling rate (ion injection rate), thus allowing an
ion packet time to reach the aperture gate or detector before a new packet is introduced.

Aperture Grid. To maintain spectral resolution from a single-scan or signal-averaged
spectrum in IMS, an aperture grid is typically positioned approximately 1 mm in front of the ion
collector or detector. This grid could be the same Bradbury-Nielsen type as used in the ion
shutter mechanism, or it could be a fine wire mesh. Appropriate voltages are applied to the mesh
to maintain the drift field close to the collector plate. One of the earlier problems of the IMS
design was the capacitive coupling of the charges on the ions as they approach the collector,

which affects the field close to the detector. The aperture grid was introduced to capacitively
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decouple the ion packet. Without the aperture grid, there is broadening of the spectral peaks as
the detector, sensing induced current from the approaching ion packets some distance away from
it, begins to respond as if the ions are actually at the detector. The grid helps to neutralize the
charge on the leading ions in the packet until the packet arrives and is allowed to pass through,
thus helping to achieve a tighter packet of ions at the detector.”' This, however, results in a loss
in sensitivity.

Detection, Signal Acquisition and Processing. A Faraday plate is the most common
detector used in traditional IMS. This is simply a conductive plate or cup made from either
aluminum or stainless steel, connected to the inverting input of an operational amplifier (op-amp)
that is connected to virtual ground, which measures the current from ions that impinge onto the
plate.’ Current in the nano-and pico-ampere range is measured and converted to voltage. The size
of the detector and the aperture grid are critical to the quality of the ion mobility spectrum
recorded. While a large plate leads to good sensitivity, it also leads to broadening of the peaks
which degrades the spectral resolution. Thus, a smaller Faraday plate with an accompanying
aperture grid is usually preferable. The potential between the aperture grid and the detector
affects both the shape of the spectral peaks and the ion intensities. These factors must be
optimized to give the best results.

The ion mobility spectrum in a constant electric field is usually a plot of ion intensity (or
ion current) as a function of drift time. There are five modes of signal recording and acquisition.
These include single scan, signal averaging, moving second gate, Fourier transform®* and a
nonlinear mode as reported by Blanchard,” each with their advantages and disadvantages. Using
the single scan mode, the entire ion mobility spectrum is acquired from one entrance pulse gate,

while the exit gate is held open for the entire scan time. This mode is used to monitor ion
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concentrations that vary rapidly with time, however, the speed of data collection leads to a
sacrifice in sensitivity. In signal averaging, successive scans are stored and then averaged to
produce a single ion mobility spectrum. This gives enhanced signal-to-noise ratio (S/N) and is
the fastest way to obtain mobility spectra. The Fourier transform (FT) mode utilizes a square-
wave generator capable of producing a linear frequency ramp, or chirp, to drive the entrance and
exit gates simultaneously. The amplified output is then digitized and subjected to Fourier
transform. Although the FT mode produces only a modest S/N compared to the signal averaging
mode, it does not show as much peak broadening. In the nonlinear mode, an ion packet is
allowed through the entrance gate, and when the selected ion almost reaches the aperture gate,
the electric field direction is reversed. The ions move back to the entrance gate where additional
ions are allowed into the drift tube from the ionization region. This operation is repeated over a
period of time, enriching the ion of interest in the swarm. This mode enhances the sensitivity and
selectivity, as well as the resolution of the instrument. The nonlinear mode also helps to trap ions
for subsequent ion fracturing. The resulting daughter ions are then detected.”

Electric Field Considerations. The nature of the electrical field*® in the drift region of the
IMS, as well as the characteristics of the neighboring reaction and detection regions, affect the
overall operation and performance of the system. There have been several studies in this
regard,”” all conducted to improve IMS instrument performance. These fields have a bearing on
the mobility and diffusion of gaseous ions and, thus, on the resolution produced by the
instrument.

Eiceman and coworkers performed an evaluation of the electrical parameters in the
different regions of an IMS instrument to determine which regions had the greatest influence on

spectral peak shape and ion current.”® The study found that electric fields between the aperture
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grid and the detector and between neighboring wires in the ion shutter had the greatest influence.
Electric fields on other components had little or no influence on the IMS results. Additionally,
the size and position of the detector and the aperture grid also affected the performance. A small
detector plate positioned along the axis of the drift tube yielded the best resolution.

In another study, Soppart and Baumbach found that improving the electric field
homogeneity within the drift tube improved the resolution. This was shown through both
simulation and experiments.” They found, as was always assumed, that ions drifting close to the
walls of the drift tube experienced successive strong and weak accelerations and changes in
direction. In comparison, ions drifting close to the axis of the drift tube followed a more direct
path with a more uniform velocity. The effect of the metallic housing was also studied, as well as
the length of the drift tube. The results indicated that a shorter drift tube yielded better results,
probably because of a higher attainable electric field, while a larger enclosure reduced the effects

of wall perturbations of the field in the drift tube.

1.5 Temperature and Pressure Effects on Ion Mobility

In IMS, the mobility values are usually corrected for temperature and pressure to give a
reduced mobility value according to Equation 1.2. The underlying assumption is that the reduced
mobility, K, is unaffected by operational parameters, such as temperature and pressure, unlike
the drift time. However, K, is actually influenced by temperature’>’ even after it has been
corrected to a standard temperature of 273 K.

Karpas and coworkers studied the effect of temperature on mobility between 87 and
250°C for a series of ions in helium, air, CO, and SFs. They found that the reduced mobility
varies considerably. In helium, the reduced mobility was found to decrease as the temperature

was raised, due to an increase in the collision cross section, and was approximately proportional
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to T, In CO,, where clustering takes place at low temperatures, raising the temperature led to
an increase in the reduced mobility, mainly due to the breakdown of clusters and decrease in the
effective masses of the ions.”'

Tabrizchi has done considerable work on the effect of temperature and pressure on
mobility measurements and resolution.”* He concluded that drift time varies linearly with
pressure, but not with temperature. He attributed this to the different impacts they have on
clustering.32 Temperature and pressure both affect the neutral density of the drift gas, which
leads to a change in the collision frequency, however, temperature changes the identities of the
ions by affecting the clustering equilibria. Therefore, a non-linear behavior is observed for
temperature versus mobility.

Operating IMS at elevated temperature decreases the resolution, but improves
declustering. Therefore, IMS is frequently operated at elevated temperature to assist in
declustering and cleaning of the drift tube, even though some resolution is sacrificed. In contrast,
negative ion mobility spectra are better resolved at elevated temperatures.®® Declustering (for
negative ions) at elevated temperature leads to a change in the identities of the ions, which
results in faster drift times.

1.6 IMS Resolution

As in any spectral method, IMS resolution is critical to its utility. Unfortunately, this has
been the key reason IMS has not attained wider acceptance. Resolution in IMS, often referred to
as resolving power, has been investigated throughout its history, with different definitions based
on mass separation, separation of a pair of peaks, or a single-peak-based quotient. The now

generally accepted single-peak-based measurement of IMS resolving power’” is
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t
R:W" (1.6)

where ¢, s the ion drift time and W is the ion pulse duration at the detector measured at half of

its maximum intensity. Probably, because of its history, some practitioners continue to measure

resolution using the standard two peak definition of resolution normally used in chromatography

Lis _tdl
s T ~A 1.7
(W + 95,12 (L7
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t,, —t
R, —_-d2 “dl (1.8)
Wbavg

where R is the resolution, #,, and 7, are the drift times of two consecutive peaks w, is the
width of a peak at its at its base, and w,,,, is the average base peak width of the two consecutive

peaks. In the absence of reactions with time constants on the order of, or greater than, the drift
time, IMS typically produces Gaussian peaks (assuming a narrow pulse width applied to the

shutter grid). Mobility theory relates the drift time, 7, to the drift length,/, , and the voltage, V,

applied to the drift tube by the equation

t, =— (1.9)

where K (cm?V™'s™) is the mobility of the ion.*

The resolution of IMS is often described as diffusion limited resolution®® because the
broadening of the peaks is due to the diffusion of ions as they transverse the drift tube. Other
factors that contribute to peak broadening include (1) the initial pulse width and shape, (2)
coulombic repulsion, (3) capacitive coupling between approaching ions and the collector plate,

(4) field gradient uniformity, (5) temperature gradient, (6) gate depletion/dynamic leakage, (7)
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pressure fluctuations, and (8) ion-molecule reaction in the drift space.”' Additional broadening
has been attributed to the construction of the IMS drift tube and the parallelism (or lack thereof)
that exists between the aperture grid and ion collector. Still another is the so called distribution of
the electric field to bias the drift tube. If the electric field in the aperture/collector region is less

than in the shutter/aperture region, apparent or “real” peak broadening can occur.”’

1.7 IMS Hyphenated Techniques

Hyphenating IMS to other instrumental methods such as gas chromatography (GC) and
mass spectrometry (MS) has exponentially increased the utility of IMS. While IMS was

mistakenly called a chromatographic®®*’

method at the beginning of its development, it has since
been successfully interfaced to GC, which is a real chromatographic technique. Karasek and his
colleagues demonstrated the first coupled IMS-GC system.*’ The beauty of hyphenated
techniques is that a second dimension of analysis is added, thus enhancing accuracy and positive
identification of analytes. In some cases, the second dimension is used to characterize the IMS
instrument.

In GC-IMS, the IMS can be regarded as a detector. Effluent from the GC column is
introduced directly into the reaction region before the drift tube, where it is ionized and directed
into the drift region for mobility measurement. In 1972, Karasek and coworkers again, while
working on the characterization of musk ambrette,*' reported the first experimental results
showing successful coupling of GC to IMS.

Most early work in interfacing GC to IMS, from 1972 to 1980, was not very successful
because column technology was not as advanced as at present. This seriously limited the

analytical capability of the method.*** The introduction of capillary columns and their

accompanying lower flow rates and more stable stationary phases in the late ‘70s and early ‘80s
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led to advances in GC-IMS systems. Hill and Biam in 1982 further advanced GC-IMS methods
when they successfully solved the problem of residence time and band broadening in the drift
tube.”’

The successful interfacing of capillary GC to IMS led to the development of new

51-53

instruments, including the environmental vapor monitor (EVM) and volatile organic analyzer

(VOA).>** One very useful GC-IMS system that found application in the U.S. Army was a

1.°°> This coupled system was operated as

pyrolysis-GC-IMS system developed by Snyder et a
a field GC-IMS for the analysis of pyrolysis products of bacteria spores.

Interfacing IMS to other chromatographic techniques such as liquid chromatography
(LC) and supercritical fluid chromatography (SFC) has resulted in little to moderate success due

60,61

to the excessive volume of vaporized effluent.”””" Recent advances in LC have renewed interest

in these method.”** The large volume of gases produced from supercritical and liquid effluents

65-72

when converted to vapor is the challenge. However, modern micro-electrospray ionization

(ESI) techniques facilitate this interfacing.

1.8 Ion Mobility Spectrometry-Mass Spectrometry (IMS-MS)

IMS-MS is growing to be a powerful hyphenated technique. From the earliest
development of IMS technology, MS has been used to identify*” and quantify the separated ions.
IMS-MS is a powerful analytical tool that has gained popularity within the last 10 years, because
even when IMS successfully separates ions, these ions oftentimes must be positively identified.
MS methods are used to positively identify ions through their fragmentation characteristics. This
becomes especially important when mobility constants of different analytes are close to each

73,74

other or the same. MS has been used to assign masses to separated peaks in the mobility

spectrum.” It has also been used to study the type and behavior of an electrospray ion in the
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IMS.”®"" This has been particularly valuable in the study of biological samples with atmospheric
pressure ionization methods such as MALDI and ESI mentioned above, and time-of-flight mass
spectrometry.78

In interfacing IMS to MS, a major problem is encountered, i.e., how to interface two
instruments that work in different pressure regimes. While IMS works at atmospheric and higher
pressures, MS operates in a vacuum. The challenge is to transport ions from high pressure to
vacuum without losing ions or the integrity of the ions. When ions in the gas phase move through
a pinhole or orifice between ambient pressure and high vacuum, ions and molecules of the
supporting atmosphere undergo supersonic expansion, resulting in unregulated and unpredictable
changes in their internal energies and in the composition of the cluster between the core ion and
its surrounding neutral molecules.”

There are two types of interfaces between IMS and MS, depending on user preference
and other parameters such as pump speed and ion efficiency. These are the pinhole orifice, with a
diameter of 20 to 50 um, or skimmer cone with a diameter of 100 pm as part of a differentially
pumped design in which the ions pass through two or more pressure regions.3 The main
consideration in designing an interface region is the configuration of the electric field so that ions
can pass from the drift tube, through the interface, and into the mass analyzer without electrical
potential barriers. Thus, the orifice or skimmer are electrically isolated from the vacuum housing
and raised in potential above the mass analyzer.
1.9 Applications of IMS

IMS has found application in many areas of current interest, including environmental

monitoring, airport security, chemical and biological warfare agent detection, detection of illicit
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drugs, pharmaceutical development and screening, biological studies and general laboratory
analysis.

IMS has been in the forefront of chemical and biological warfare agent detection. Its
simple instrumentation coupled with its speed of operation makes it ideal when conducting tests
in a war environment. Its light weight makes it easy to carry by military personnel. In an era
where developments in IMS seemed dormant, the military continued to work on improving the
performance of IMS. The military considered the limitations in IMS to be mostly technological
and engineering, rather than problems with the underlying principles. Although most of this
work carried out by both the British and U.S. was classified, nevertheless, considerable strides in
miniaturization of this technology were made. Their efforts led to two first-generation handheld
chemical warfare detectors: the chemical agent monitor (CAM) and chemical agent detector
(CAD).* The CAM was actually deployed during the 1991 Gulf War.

Other applications of IMS being pursued include the detection of explosives and illicit
drugs. IMS instruments can easily be seen in airports today where they are used routinely to
screen passengers. IMS can detect nitro-organic explosives at detection limits in the nanogram
range. Its high sensitivity allows the explosive to be detected in complex samples without any
sample pretreatment or preseparation.”*'™** Furthermore, scientists have been using IMS to
develop a methodology to separate and detect combinations of illicit drugs. This is useful for
forensic scientists to establish a chain of evidence and link criminals to crime scenes.**®’

In the area of environmental monitoring, IMS has been used either as a stationary device
at a specific location to monitor the quality of the air, or has been deployed in the field to
determine levels of degradation products from chemical warfare agents in areas where they have

been stockpiled.® The instrument of choice has been the Rapid Alarm and Identification
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Detector (RAID 1). In Germany, a new IMS was developed that uses a dimethylsilicon rubber
membrane to reduce interferences so that air can be used both as carrier gas and drift gas, thus
reducing the intensity of the reactant ion peak (RIP) and improving the selectivity of the IMS

instrument so that incidents of false positives are reduced, if not eliminated."’

1.10 Other IMS Techniques

High Field Asymmetry Waveform Ion Mobility Spectrometry (FAIMS). In traditional
IMS, as has been discussed, there is a linear relationship between the drift velocity, v, and the
electric field, E, in a low electric field strength, as depicted in Equation 1.1. Studies have shown
that as the electric field in a drift tube increases, this linear relationship breaks down. This leads
to ion behavior that cannot be explained nor represented by the simple mobility equation. A new
set of equations and treatment of ions in this new environment are needed to understand and
predict system behavior.

This behavior has been known for as long as IMS has been studied,' but not until
recently has it been thoroughly investigated to ascertain its usefulness and application. Rasulev
and coworkers® were the first to take a fresh look at this old idea, and to develop it and find
applications for it. Their efforts led to the introduction of a method and technique now called
high-field asymmetric waveform IMS, better know as FAIMS. Since their defining work in
1993, attention and interest in this technique has constantly increased.

In a region of high electric field, e.g., 10,000 V cm’’, the ion drift velocity as stated above
(Equation 1.1) is no longer directly proportional to the electric field; instead, it becomes

nonlinear. This general behavior can be represented by

K,(E/n)=K(E =0)1+a,(E/n) +a,(E/n)* +...) (1.10)
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At low electric fields, the second and third terms in the bracket go to zero and are not applicable,

while at high electric fields they dominate the ion behavior. The ¢, variables are the specific

coefficients of even powers of the electric field and are ion species dependent. Figure 1.3 depicts
this behavior for three different ions. What is observed in this figure is that at low electric field, it
appears that there is one ion in the system. By increasing the electric field, it becomes evident
that three different ions are actually in the field and they behave differently. This leads to
improvement in selectivity which is the power of FAIMS. The dependence of K}, on the applied
electric field is the basis of the development of FAIMS. Carnahan and coworkers were the first
to successfully introduce a commercial FAIMS instrument; they called it a field ion spectrometer
(FIS).* It has also been called a transverse field compensation sensor (TFC).” The FIS or TFC
shown schematically in Figure 1.4 consisted of an ionization region and a spectrometer section,
which was comprised of an ion filter and an ion collector. These were housed in an enclosure
that had an inlet and outlet for gas flow. A pump attached to the outlet was used to move gas
through the ionization region where the sample in the gas stream was ionized by beta-radiation.
These ions were carried by the bulk gas flow into the spectrometer region.

The ion filter consisted of two parallel plates; hence, it was called a parallel plate style
TFC. One of the plates was held at circuit common (virtual ground), while the other was driven

by a time varying voltage, V, (¢), known as the dispersion voltage.

When an ion enters the analyzer region, it is subjected to a high electric field that varies
at a fast rate. As the ions oscillate in the space between the plates, they gradually move toward
one of the plates, depending on their mobility ratios. To reverse this trend, a compensation
voltage is superimposed on the asymmetric waveform field. When this happens, the ions change

their direction. When the asymmetric and compensation fields are carefully fine-tuned to balance
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Ratio of Hgh Field Mohility to Low Field Mobility

Increasing Electric Field Strength

Figure 7.3 Diagram showing the effect of increasing electric field on ion mobility. At low
electric field, three ions all behave the same, but as the electric field is increased, the different
ions are separated.
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Figure 7.4 Schematic of a field ion spectrometer (FIS).
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each other, specific ions can move through the filter without colliding with either plate. When
the compensation voltage is scanned, different ions can be allowed to pass through the filter, and
a spectrum is generated of ion intensity as a function of compensation voltage.

Further improvement and refinement were later introduced with the development of the
cylindrical tube style FAIMS.”! In this design, the spectrometer has three coaxial cylinders. Two
of the cylinders lie horizontally end to end inside the third larger cylinder. The shorter of the two
smaller tubes defines the sensor inlet, while the longer inner and outer cylinders form the
spectrometer analytical volume. The outer cylinder is grounded while the compensation and
dispersion voltages are applied to the longer inner tube. This design was introduced to overcome
some of the shortcomings observed in the parallel plate design, which had to do with gas
introduction and humidity of the gas.

The concentric cylinder design imparted, among other things, higher sensitivity;
however, the identities of the peaks that appeared in the FAIMS spectra were not positively
confirmed until Guevremont successfully characterized a FAIMS spectrometer using MS.”

He and his colleagues successfully interface a cylindrical style FAIMS to MS, thereby
introducing the first FAIMS-MS system. This study led to other interesting and compelling
possibilities, among them being the ability to focus” ions at atmospheric pressure, which before
was not possible in MS. The nature of the field in a cylindrical geometry and the asymmetric
waveform were responsible for this focusing of ions. Guevremont ef al. further improved on the
Carnahan et al. design by introducing a hemispherical end at the detector end of the
spectrometer,”® which caused the ions to converge and focus into the aperture that led to the MS.

The effect of the carrier gas in FAIMS has been evaluated.”® Its impact on the ratio of

high to low field mobility was studied, and the behaviors of ions from other ionization sources
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such as ESI” were evaluated. Additionally, Guevremont et al. exploited the possibility of using
other types of geometric configurations in an effort to improve on the performance of FAIMS.
They included the use of spherical and oval configurations.”®*”’

Recently, the planar configuration was reintroduced as a micromachined device.” It
became possible to miniaturize the planar configuration through microfabrication for handheld
devices and other micromachined instruments.”” This has subsequently led to the development of
high performance planar field-asymmetric ion mobility spectrometry (PFAIMS) for target
chemical compound detection.'® This instrument has been successfully used to monitor volatile
organic compounds (VOC) in ambient air, both in and outside buildings.'"' "

Despite the interest that FAIMS has generated within the last few years, its performance
as a high resolution instrument is still lacking. The resolution is worse than that of traditional
IMS, being so poor that it is rarely mentioned in the literature. Practitioners try to highlight its
strongest advantage, which is high selectivity. To improve resolution, the FAIMS technique is
being extensively characterized to understand how the various components work together and
how they affect the resolution and selectivity of the technique.'® This is being done by modeling
the resolution and selectivity. Simulation of FAIMS under realistic conditions is helping to
provide understanding to the method.'” The feasibility of using higher-order components in the
FAIMS equations is also being studied.'®

Differential Mobility Analysis (DMA). Another analytical technique that uses the
principles of IMS is differential mobility analysis (DMS). This technique is very common and

popular among environmentalists, especially for measuring and determining aerosol particle

sizes in the atmosphere. This technique is older than the FAIMS approach described above.

26



In DMA, particles or ions are separated in space by the combination of an electric field
and a flow field orthogonal to each other. Only a narrow mobility range is sampled and detected.
This is different from conventional IMS in which separation occurs in time. DMA is most often
used to determine particles in the sub micrometer range. The first step is to apply an electrical
charge to the particles. It is difficult to put more than one charge on a small particle; as a result,
most particles either remain uncharged or have a single charge. Only the positively charged
particles are sorted by the DMA; all of the others are lost.'"’

A simplistic description of DMA is that it consists of two charged concentric cylinders
with an inlet slit and a sampling slit. Aerosol particles for sizing are introduced into the annular
region between the two cylinders at the inlet slit (see Figure 1.5). They are carried by flowing
clean air through the annular region while the electric field draws them toward the inside
cylinder. Particles with mobilities in a certain narrow range are sampled at the sampling slit.
Then, an inversion calculation is done to specify the size distribution; of course, sizing depends
on certain adjustable parameters such as voltage and flow rate.'”® Similar
to the other IMS techniques, the DMA is also challenged with issues of selectivity and
resolution. The inability to measure multiply charged particles is also a major limitation to its
use, unlike conventional IMS where multiply charged ions give higher resolution.

The resolution issue is also troublesome to DMA. Like traditional IMS, DMA resolution
is a diffusion limited resolution, so that any effort to improve resolution must focus on ways to
minimize the diffusion of particles to the walls of the analyzer. The effect of this Brownian
diffusion on resolution is well documented.'” One way scientists have sought to reduce the
diffusion rate is by increasing the sheath gas flow velocity.''® At high gas velocity, peak

broadening is greatly reduced if done in conjunction with a shorter drift tube.'"'
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Figure 7.5 Schematic of the DMA, showing the sheath gas and electric field directions as ions
transverse the analyzer.
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1.11 Limitations of Present IMS Techniques

As discussed above, all of the IMS techniques suffer from low resolution and, hence, low
selectivity which is due to gas diffusion that competes with the ion mobility transport process.
This low resolution has affected the utility and acceptance of IMS. If IMS is to achieve its full
potential, the resolution limitation must be overcome. The work described in this dissertation
addresses an attempt to improve IMS resolution by utilizing a high velocity gas flow counter to
the ion drift direction imposed by the electric field. This technique has been named “counter-

flow ion mobility analysis (CIMA)”

-1.12 Counter-flow Ion Mobility Analysis (CIMA)

In conventional IMS, the velocity of an ion is determined in part by the electric field that
isused. A relatively low velocity buffer gas is oftentimes used to clean the drift tube and help
with declustering of ions. This buffer gas has little to no effect on the drift velocity of the ions. In
CIMA, the flow rate of the counter-flow buffer gas is increased to a point that its force on the
ions is close to the force of the electric field. The electric field must be high so that ions will
travel at high speeds to reduce their residence time in the analyzer and minimize diffusion, and
the velocity of the buffer gas must be greatly increased, so that it is able to reverse the direction
of ion motion. When these two velocities or forces balance each other, ions of a particular
mobility are stopped in space while other ions of lesser or greater mobility move along the
direction of the gas flow or electric field, respectively, and are lost (see Figure 1.6). These
selected ions are quickly moved to the detector before diffusion takes place.

CIMA utilizes the basic principles of IMS, but with modification to achieve higher
resolution and, hence, better selectivity than conventional IMS. To achieve high resolution, a

high electric field (over 2500 V cm™) and high counter-gas velocity (over 10 m s™) provide
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Figure 7.6 Schematic description of CIMA showing the counter gas flow and electric field that
acts on a selected sample of ions. The selected ions are directed to the detector while others are
lost from the analyzer region.
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opposing forces to stop the motion of the ions in space. A third force, which is stronger than
either of the opposing forces is used to quickly move the ions to the detector. This third force is
orthogonal to both the opposing electric field and gas flow. This third force can be either an
electric field or gas flow. In CIMA, the key is in the use of the opposing electric field and gas
flow to select analyte ions and to use a stronger orthogonal force or field to transport them to the

detector or to use a drift tube of short length.

1.13 Previous Work on Using Opposing Forces to Manipulate Ions

In 1898, Zeleny used a similar approach to CIMA to investigate the ratio of velocities of
two ion species produced in gases by Roentgen radiation.''? He used two wire meshes (A and B)
that were separated by a distanced, d, with a voltage, V" applied across them (See Figure 1.7).
Ions were created by Roentgen radiation between the plates. The electric field created by the
applied voltage moved the ions to one mesh or the other depending on their polarities. He then
introduced a flow of gas through the wire meshes from A to B at a uniform velocity. Depending
on the voltage applied across the meshes, the gas flow velocity and the nature of the ions, he was
able to stop the ions, or even move them in the opposite direction when the gas velocity was
larger than the ion drift velocity.

It appears that Zeleny was the first to manipulate the motion of ions by using two
opposing forces. In his work, he did not measure ion mobilities or perform separation and
detection, but measured the velocities of charged species. Interestingly, he faced the same issues
associated with CIMA today, namely, how to generate a uniform gas flow.

Most of the recent work directed at improving the resolution of IMS using the concept of
opposing forces, was done by environmentalists using a modified differential mobility analyzer

(DMA) to sample aerosols. As described above, in DMA, the electric field is established
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Figure 7.7 Schematic of an opposing flow analyzer. Zeleny used a simple instrument design as
shown to demonstrate the manipulation of ion motion using a gas flow and opposing electric

field.
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between two plates (or electrodes) and ions or particles are injected through a slit in one
electrode. As the ions drift in the field toward the other electrode, they are carried in the direction
parallel to the plates by a flow of clean ion-free gas moving perpendicularly to the slit.
Loscertales and coworkers found that they could minimize the diffusive broadening of ultrafine

particles by using large flows with Reynolds numbers still within the laminar flow region.' "I

n
addition, they found that diffusional broadening can be further reduced if the ratio between the
DMA length and the separation between its electrodes is roughly between 0.5 and 2.
Approximately 3 years later, Loscertales found that the resolution could be further
improved, at least theoretically, when the axial electric field was superimposed on the classical
radial field in addition to increasing the flow rate of the sheath gas.''* The resulting instrument
was a combination of both IMS and DMA, which he called a drift differential mobility analyzer
(DDMA). The concept of DDMA allows the resolution of IMS to be increased by a factor of
approximately 3, and allows for a continuous feed instrument (unlike IMS) which is pulsed.'"”
A year earlier, i.e., 1997, Tammet produced a working model that Loscertales used to
explain his proposed idea. As depicted in Figure 1.8, Tammet’s model''°consisted of two flat
plates, parallel to each other, separated by a constant distance, 4, with a sheath gas flowing
between the plates. It was assumed for the sake of simplicity that the flow was of the plug type,

1.e., a constant gas velocity, v,, between the plates. The aerosol entered and left the analyzer

through two slits located at an axial distance, /,, from each other. The aerosol flow rate was

assumed negligible compared with the sheath gas flow rate. The plates were not equipotential
and the electric field was not perpendicular to the sheath gas, as in the classical DMA; instead

the electric field was inclined but uniform.
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Figure 7.8 Loscertales and Tammet drift differential mobility analyzer schematic, showing the
inclined electric field, the sheath gas flow and the motion and direction of ions.
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In another design, Tammet proposed the use of an inclined grid.'"” This is because of the
technical difficulty in realizing the Loscertales proposed design due to the non-equipotential
electrodes. In the inclined grid, shown in Figure 1.8, the driving voltage was applied between the
grids, creating an inclined electric field relative to the sheath gas flow direction. Tammet further
showed that the optimum length''® of the analyzer produces a ratio of the electric fields in the

horizontal and vertical directions of between 0.5 and 2

E
X :L
7 L (1.11)

y

where L is the Loscertales ratio with values of 0.5 to 2.

Flagan,'"'® in a yet to be developed cross-flow differential migration classifier, which
was also called an opposed migration aerosol classifier (OMAC), described his approach to using
opposing forces. The general principle is the same as described above, with applications to
aerosol particles. His instrument classified aerosol particles in a channel flow between porous (or
screen) electrodes (see Figure 1.9). In his design, gravitational and centrifugal forces could be
used in place of the cross flow gas. Using a Monte-Carlo algorithm, he simulated a technique
closely related to field flow fractionation, FFF. Interestingly, his modeled cross-flow between the
electrodes was a parabolic flow, which is different from the plug flow others have used.

Laiko recently described a system similar to what is presented in this dissertation. He
called his method orthogonal extraction IMS (Figure 1.10). He used a Monte-Carlo three-

dimensional numerical simulation to predict that a resolution of approximately 600 would be

achievable for this yet to be built instrument.'?'

35



Opposing Electric Field

Aerosol Classified
Sample In — Aerosol Out

B e Ty P oy

Analysis and
Classification
Region

Porous Tube

Counter Flow Gas In

Figure 7.9 Schematic representation of Flagen’s opposed migration aerosol classifier (OMAC)
showing a porous wall with gas flow and opposing electric field as aerosol moves along the
analyzer length.
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Figure 7.10 Schematic representation of the orthogonal extraction ion mobility spectrometer
proposed by Laiko. The analyzer channel is defined by grids through which the counter gas
flows.
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Chapter 2
Counter-flow Ion Mobility Analysis

2.1 Introduction

Both IMS acceptance and utility have been limited by relatively poor resolution due to
diffusion.' Recent attempts to achieve higher resolution in traditional IMS have focused on
improving the drift tube or detector system, with little to moderate success. Although the theory
of IMS predicts a resolution of approximately 300, which is low, a value of only 70 has been
attained by laboratory built units.”* With the aid of powerful detectors that sample only a few
molecules from the packet of ions, a resolution of over a 100 has been reported.”

It is well known that if IMS is to reach its full potential, the resolution must be improved.
In order to increase the resolution of IMS, the time available for gas-phase dispersion (diffusion)
of ion packets must be reduced. The fundamental laws of diffusion place a limit on the attainable
IMS resolution due to ion residence time; the current instrumentation allows diffusion to
dominate ion transport processes as a result of the relatively long time that the ions spend in the
drift tube. From the Einstein equation, diffusion and mobility are directly related and are affected
by the same physical conditions, such as temperature

_eb

- (2.1)

where e is the ion charge, & is the Boltzmann constant, 7 is the gas temperature, and D is the
diffusion coefficient. Elevated temperature used in conventional IMS further accelerates the

diffusion process.
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It is reasonable that any effort to improve the resolution of IMS must make diffusion a
less dominant process by reducing the ion residence time in the drift tube. This objective can be
accomplished by using a shorter drift tube and higher electric field. Such a technique is counter-
flow ion mobility analysis (CIMA) in which two opposing forces act on the ions, effectively
shortening the drift tube and residence time, thus making the ions reach the detector rapidly

before diffusion becomes significant.

2.2 Theory of CIMA

Theoretically, CIMA predicts a much higher resolution than the other mobility-based
separation techniques discussed in Chapter 1. To greatly improve resolution, CIMA uses a high
electric field and high gas flow that oppose each other and are orthogonal to the direction of ion
motion toward the detector. To achieve high resolution, CIMA can be viewed as using a very
high electric field in a very long drift tube. However, a short drift tube is actually used, because a
high velocity gas flow in the opposite direction of ion migration is used, which effectively
increase the length of the drift tube. A third orthogonal force (possibly another gas flow or
electric field), which is stronger than either of the opposing forces, is then used to quickly move
the ions to the detector. Modeling results, discussed later, suggest that the use of an electric field
of approximately 3000 V cm™ and a gas flow velocity that is over 10 m s™' reduce the required
drift tube length and thus, drift time, effectively resulting in a theoretical resolution in excess of
1000. A resolution of 100 has been reported for a drift tube that was 44.3 cm long, when an
electric field of 500 V cm™ was used.’

To examine how analyte is transported through out the CIMA device, we consider the

device in three dimensions with points in three dimensions denoted as x = (x, y,z) and the three

dimensional velocity denoted as V' =(V,,V,,V.). Let D denote the diffusion coefficient
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implicitly defined in equation 2.1. Then, letting c(x,#) denote the concentration at the point x at

time ¢, the flux equation® for three dimensions is given by

% = DV2¢(x,t) — V.Ve(x,1) 2.2)
Here V is the gradient operator,
Ve=i ge +j ge + k@
ox = Oy oz
and V? is the LaPlacian operator,
Vie=V.(Vc)
o’c 0°c 0O°c

+—t
o’ oyt oz’

Rewriting, the flux equation is thus given by

2 2 2
ac(x,z>=D(8c+ac+60]_[V %y %y a—c] (2.3)

ot ox* oy’ oz’ Yox Yoy SOz
For the CIMA model, the axes are as follows. The length of the drift tube is parallel to the

z-axis with z = 0 corresponding to the point of injection and z = d corresponding to the point at

which the detector is located. The direction of the electric field effect and the counter-flow gas

o . L .
are parallel to the x direction with x = 5 corresponding to the wall where the counter-flow gas
L L
starts and moves toward the wall atx = 7 The wall at x =— corresponds to the wall where the

. . . L :
electric field originates, creating a field towards the wall at x = Y The y-axis represents the

height of the CIMA device ranging from y =0 to y = hA.

To examine the proposed CIMA devise, we can simulate the behavior of an injected

compound at point z =0 by using the flux equation above. Classically, examination of the flow
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of material down a dominant axis, in our case the z-axis, is the primary axis modeled with often
the transport in the x and y directions considered to be ignorable. The primary justification for
this is that it is usually assumed that the only transport, laterally, is due to lateral diffusion. Put in

symbols, this is essentially the same as assuming the V', and V' are both zero in the equation 2.3

above. In this case the resolution and efficiency of an IMS is determined by considering mainly
the flux equation in the z-axis, only.
In the current case however, there are opposing transport forces in the x-axis direction.

Specifically, the velocity in the x-direction, V,, is the sum of v, andv,, wherev, is the counter-

gas flow velocity and v, is the drift velocity created by the electric field for ions with a mobility
coefficient of K, i.e., v, =KE.

On the other hand, the y-axis direction has no opposing forces other than diffusion. Since
the method of injection is a slit running in the direction of the y-axis, it is reasonable to assume
that transport in the y-axis direction is in steady state throughout the experiment and is often
ignored.

Transport in the z-axis direction from injection to detection follows equation 2.3.
However, the detector works as an accumulator in that the signal is essentially accumulated over
time. Consequently, any “band broadening” of the injected analyte in the z-axis direction, or any
differential transport time in the sample will have no effect on the aggregate signal. Although it
is possible for the drift time and the band broadening to be so large in the z-axis direction as to
reduce the signal relative to the noise to the point that detecting and accumulating a signal is
problematic, this difficulty was not encountered on this project.

As a consequence of these points, the main concern in analyzing the behavior of an anlyte

is determination of the transport in the x-axis direction. The CIMA design makes the V_
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component the dominant component of equation 2.3. By increasing the counter-flow gas

velocity, v_, and simultaneously increasing the opposing electric field, it is possible to decrease

¢»
the time necessary for ions with mobilities other than the target mobilities to be eliminated from
the sample. Thus the simulation of the flux equation will be applied to the dynamic behavior of
the ions in a sample induced by the counter-flow gas velocity and the opposing electric field in
the x-axis direction.

Equation 2.3 indicates that the concentration of ions that reach the detector is dependent
on diffusion and the flow velocity within the analyzer. In a traditional IMS where the velocities
of the buffer gas and ion packet are low, diffusion is the dominant cause of band broadening. The
counter forces in CIMA create a type of “filtering” process, where ions of different mobilities are
detected as either the electric field or gas flow velocity is scanned.

Another feature of CIMA is the ability to perform continuous sampling which is an
advantage over conventional IMS where pulsed sampling is utilized. Conventional IMS requires
elevated temperature to help in declustering ions and cleaning the drift tube. CIMA simplifies the
instrument design by performing the same function with a high velocity counter-flow gas and

high electric field at room temperature.

2.3 Numerical Calculations and Simulation

Numerical analysis of CIMA was carried out in two ways: first, by solving Equation 2.3
as it applies to CIMA (i.e., using appropriate parameters) with diagrams to illustrate the
technique, and second, modeling (simulating) CIMA using a hypothetical analyzer and
conditions to see the predicted results.

To simplify the calculations and numerical simulation, the flowing assumptions were

made:
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1. All ions are singly charged.

2. Ions are assumed to be free from clusters (from water vapor and nitrogen in the ionization
process).

3. Ions do not interact with one another, so that interactions resulting from space charging do not
occur.

4. Only velocity of the counter flow gas is important; the type of counter-flow gas is
unimportant.

5. Ions are created immediately upon entering the analyzer.

6. The type of ionization method is not important.

7. Reactant ions and product ions are not present in the system.

8. The type and geometry of the detector is undefined.

A hypothetical analyzer is diagramed in Figure 2.1. It is a rectangular tube with
perforated sides (or grids), W, and W, that allow the counter-flow gas to pass through. These
walls define the analytical volume. The analyzer is made from conducting material for voltage
application. The walls, W; and W, have a height, 4, in the y-axis direction; the analyzer width,
L, is in the x-axis direction, and the length, d, is in the z-axis direction. Ions are introduced
through the slit on the front end and move along the length of the tube in the z-axis to the
detector situated at the back.

A cross-section of the analyzer showing the analyzer channel is depicted in Figure 2.2.
This diagram shows an analytical region between two perforated walls. For simplicity, a
rectangular analyzer between two parallel perforated walls was assumed; however, this region

could have been formed between two grids or between two perforated or porous cylinders.
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Sample Inlet

Figure 8.1 Perforated rectangular analyzer box used to describe the concept of CIMA. The
perforation allows the counter-gas to flow into the analyzer. Samples are injected into the
analyzer in the front end and are detected at the opposite end of the tube. There is an orthogonal
force, F, (not shown) that is applied along the d direction that is used for transporting the ions
from injection to detection. The sheets marked A, B, C, and D are explained later in the text.
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Figure 8.2 Representation of a cross-section of the analyzer channel with perforated walls

defining the CIMA drift region.
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The same general principles would apply to a cylindrical configuration. The analyzer channel
dimensions provided the boundary conditions used to solve Equation 2.3 and model the
performance of CIMA.

In CIMA, the initial ion sample concentration spatial distribution in the x-axis at the
entrance of the analyzer is very important. Therefore, different entrance geometries were
modeled. The shapes of ion samples as they enter the analyzer (called “injection profiles” in this

dissertation) are depicted in Figure 2.3. A sample with concentration, c, is introduced at the

sample inlet at time # = 0 at one end in the z-axis direction. Immediately, the electric field
pushes the analyte ions toward the wall W5, and the counter-flow gas pushes against the ions
until they are balanced in the middle of the analyzer. An orthogonal force is used to transport the
ions down the drift tube to the other end where the detector is situated. As the ions migrate, they
diffuse in all directions, only the diffusion in the x-axis direction is important in CIMA
consideration. If counter-flow gas is maintained at a constant velocity while the opposing electric
field is programmed to gradually increase, ions of different mobilities are allowed to pass
through the analyzer to the detector. If the orthogonal force is high enough to transport the ions
to the detector before diffusion in the x-axis takes place, the ion mobility spectrum recorded by
the detector will result in a high resolution spectrum. At the wall of the drift region, c is zero,
since ions are lost when they hit the wall.

The above description of CIMA provides the boundary conditions used to solve Equation
2.3., thus reducing equation 2.3 to a one dimensional equation with interest only in the x-axis

direction, the new equation is

2
dext) _ poe e 2.4)
ot ox ox
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function. These were used to determine the initial spatial distribution of the ions as they entered

Figure 8.3 Injection profiles obtained by changing the numerical values of a and 3 in the beta-
the analyzer at time t



A method of separation of variables was used to solve equation 2.4, and various functions
were randomly selected and tested to determine which function will satisfy equation 2.4 and be a

solution, hence the solutions are called “trial solutions”. Two trial solutions were obtained: F,

and G, solutions, also known as the “cosine” and “sine” solutions, respectively

v 4Dz’ v
(= )n=0.5)t —x — V.
and
_i_4D”2nz)t Yy n
Gn (x’ t) —e 2D [? eZD Sln(zﬂ-zx) (26)

where 7 is the number of waveforms between the boundaries defined by walls W; and W, ¢ is
the time it takes the ions to reach the detector, and x is the position of the ions along the
analyzer channel with width L . Within the gap, the concentration of the analyte can be

expressed as

c(x,0)= D A,F,(x,0)+ Y B,G,(x,1) (2.7)
The initial sample ion concentration profile was fitted or approximated to the selected injection
profiles in Figure 2.3.

At t =0, when the sample is injected into the analyzer, the spatial distribution of the ion
concentration, ¢, in the analyzer is assumed to be a Gaussian distribution shown in Figure 2.4,
and can be represented as

co(x) =D A,F,(x,t=0)+> B,G,(x,t =0) (2.8)
The challenge is to solve the above equation for all values of 4, and B,, which when summed
together approximate the original or actual sample concentration profile. Finding all values of

A, and B,,whose summation reproduces the assumed profile in Figure 2.4, is an optimization
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Figure 8.4 Initial distribution of the ion sample as it enters the analyzer at ¢ = 0. It is assumed to
be a Gaussian distribution.
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problem for a non-orthogonal basis functions, 4, and B, with weights F and G,, respectively;

thus, they must be solved to determine the initial sample ion concentration. The

calculation/derivation that follows solves for 4, and B,. First, F, and G, are solved for at

t =0 when the sample just enters the analyzer. Equations 2.5 and 2.6 become

F, =e? cos(2r(> _LO'S )x) (2.9)
and
G =e sin(27r%x) (2.10)

respectively. Substituting Equations 2.9 and 2.10 into Equation 2.8 yields

(n—-0.5

c,(x) = Z Aneix cos(2x ) X+ Z Bneﬁx sin(27r%x) (2.11)

To determine 4, and B,, Equation 2.11 must be transformed into a form that can be solved as a

Fourier series by multiplying both sides of the equation by

020" cos2r E=03) 4 (2.12)
to obtain
Co (x)eiﬁx cos(27zwx) =
L
>4, c0s27 =9 1 cos2z =03 4
L L
+3 B, sin(Zﬂ%x) cos2r L= (2.13)
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Taking the integral of both sides within the limits of i% (the analyzer width), gives

v
cy(x)e " cos(2xw

1O |

k=03 iy =
L

0|~

+y ‘Z[A cos(2m %X) COS(Z”MX)CZX
+> jBn sin(Zﬂ%x) cos(27rwx)dx (2.14)

|~

In equation 2.14 we assumed that we can rearrange the order on integration with the
infinite sum. This is justified by assuming that the summations in equation 2.14 are absolutely
convergent. In integrating the right hand side of equation 2.14 by orthogonality, note that if

k # n then

10 |
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0|~

Also , for all values of n and k orthogonality of cosine and sine functions results in
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Appling these two results to equation 2.14 we obtain

L
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Therefore, A4, can be solved by

v
X
c,(x)e ?P cos(2m

(k=05) 4
L

0 |

L
4, =- 7 (2.16)
2 —
jcosz(znmx)dx
i L
2
Similarly, the sine solution gives B, as
L
2 —Lx k
J-co(x)e 2D sin(27 — x)dx
f L
B, =—2—; (2.17)
P k
jsinz (27— x)dx
i L
2

where k takes values from 1 to infinity. The sum of 4, and B, with weights F, and G, is the

original concentration, c,(x), i.e.,

¢y = A,F,(x,0)+Y B,G,(x,1) (2.18)

where 4, = A4, and B, =B,.

The next step is to solve for the concentration at different times, i.e., from # =0 (sample

is injected) to ¢ =¢,, detected at a distance, S, from the injection point

v 4Dr? v
(T 0.5y Ly -0.
c(x,t)zZAne DL e?P cos(27r(wx)
V2 4D”2)t v
(2.19)

(-2 -
+2Bne WL gD sm(27r%x)
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The solution of this equation gives the concentration profile at different times, #, from the time

of injection to the time of detection. Changes in the concentration of the sample from its original
profile as it moves from the point of injection to detection under the influence of the opposing

fields in the x-axis direction as it travels along the length of the drift tube (marked A, B, C, and D
in Figure 2.1) can be represented by “decay profiles” as depicted in Figure 2.5. These results can

be applied to an analyte of fixed mobility constant, K, with a varying electric field, E, (i.e.,
scanning) and constant counter-flow gas velocity, or for constant electric field, £, with a

varying counter-flow gas velocity.
This procedure is continued until a flat profile is obtained to indicate that the diffusion
process is complete. This is useful for determining the placement of the detector (i.e., the

analyzer length) and the analysis time (to limit diffusion). Next, the concentration of each

profile is calculated by taking the integral of the profile, i.e., J cdx = area under the curve. Plots

are made of J cdx vs. time, ¢, as the E-field is changed or scanned. This is shown in Figure 2.6.

As time elapsed during analysis, the concentration of analyte was reduced due to loss at the wall.

From the drift velocity, v,, and distance, d, between the point of injection to the point of

detection, the drift time, ¢,,can be calculated

ty=— (2.20)

Plotting various ¢, values as the E-field is scanned gives the scanned signal output registered at

the detector. This is the output signal, which is similar to that depicted in Figure 2.7.
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Figure 8.5 Hypothetical profiles of the sample concentration inside the analyzer drift region at
different times, #, as the analyte moves from the injection point to the detector along the drift

length. (A)t=10, (B)t=0.01, (C) t=0.02, and (D) t = 0.03.
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Figure 8.6 Plots of concentrations vs. time showing the decay of the sample.
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Electric Field E , (V cm-1)

Figure 8.7 Hypothetical peak or signal output for CIMA. This figure illustrates the narrow peak
that is potentially achievable with the CIMA method. In this particular example, the gas flow is
kept constant and the electric field is scanned.
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The second part of the numerical work involved simulating the above solution from the
partial differential equation. Simulation was done using a statistical program called R.* In
modeling CIMA, four compounds with reduced mobility values close to each other were chosen:
methylamine, 2.65; ethylamine, 2.36; formamide, 2.45; dimethylamine, 2.46; and
isopropylamine, 2.20. Formamide and dimethylamine were of special interest because of the
closeness of their reduced mobility constants.

Equal amounts of these compounds were used in the simulation. Other parameters
included analyzer gap distance, 3 cm; drift tube length, 10 cm; counter-flow gas velocity,
10ms™"; voltage across the drift tube, 10 KV; and drift time, 1 s. Thus, the ions moved across the
analyzer at a velocity of 0.1 m s”'. Additional simulations using different gap widths, voltages
and drift times were also done to determine the interactions of the various parameters and how
they influence the resolution and selectivity.

Using the following beta function, the injection profiles were determined

a-1 p-1
c(x,t=0)=(1+£j (l_fj lM (2.21)
2 L 2 L) Ly)yp)

where o > 0, B >0, and y(a+ f) is a gamma function defined as
y(@)=[x"edx (2.22)
0

Different combinations of a and [ values gave different injection profiles (as previously
described in Figure 2.3). These different injection profiles help establish a relationship between
the shape of sample inlet and the final spectral output recorded by the detector. This enables us to
ascertain which injection inlet contributes to optimum results and enhanced resolution.

The final task was to plot the sample concentration with respect to the electric field

applied to the drift tube. This plot is a modeled separation of the sample analytes.
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2.4 Results and Discussion

The simulation results are illustrated in Figures 2.8-2.10. Figure 2.8 shows how the ion

concentration profile varies as the ions move along the drift tube. In this figure, ¢, is at injection,
and ¢, is at detection. This figure shows that the sample ions are situated in the middle of the

analyzer, held in place by the opposing forces of counter-gas flow and electric field. The high
electric field strength and high counter-gas flow velocity were able to stop the motion of specific
ions to either wall, while the orthogonal force is used to move the ions until detection at time #, at
a velocity of 0.1 m s™. Therefore, ions reach the detector before diffusion becomes significant.

Figure 2.9 shows the ion transmission performance expected of CIMA. It is a plot of ion
sample concentration with respect to drift time along the length of the drift tube. Approximately
0.1% of the sample is lost to the walls from diffusion which implies that 99.9% of the sample
reaches the detector. The fast analysis time gives diffusion little time to occur.

As can be seen in Figure 2.10, there is baseline resolution of all four peaks. The second
and third peaks have reduced mobilities of 2.45 and 2.46 V cm™ s™, respectively. The resolution
of these peaks is over 1000, which is the most important figure of merit for this new technique.
Other IMS techniques cannot resolve compounds with such close mobilities because the low
electric field applied makes these ions reach the detector at approximately the same time and
appear as one single broad peak. One key parameter to note is the electric field strength. In
conventional IMS, the electric field typically ranges from 100 to 500 V cm™, while in this
system, the field can be over 3000 V cm™. The higher field is used to discriminate ions by
amplifying the difference in mobilities; while some are stopped by the opposing counter gas
flow, others are pushed in different directions by the opposing forces. The high orthogonal force

is used to rapidly move the ions to the detector before diffusion becomes significant.
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Figure 8.8 Simulation of the sample behavior as it travels along the drift tube from the point of
injection to the detector. Under the conditions of the simulation, the analytes are detected before

diffusing to the walls.
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Figure 8.9 Plot of percent of input current vs. time, depicting how much of the analyte reaches
the detector versus how much is lost due to diffusion. The present conditions show that less than
0.1% is lost.
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Figure 8.10 CIMA spectrum from the simulation showing baseline separation of two compounds
with very close mobility constants.
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As impressive as these results seem, they should be taken within the context of the
assumptions used in the simulation outlined earlier. A real system under actual laboratory or
field conditions will no doubt give a different result. How much these assumptions affect the

final result must be investigated.

2.5 Conclusions

In this work, a new technique for ion mobility analysis is introduced. This method helps
to overcome the diffusion limited resolution issues that impact traditional IMS techniques by
essentially reducing the amount of time ions spend in the analyzer. This is done using two
opposing forces to stop the motion of the ions and move them rapidly to the detector before
diffusion becomes significant. CIMA simulation results predict a resolution that is over one order
of magnitude higher than traditional IMS methods, which improves the sensitivity and selectivity
of IMS techniques. CIMA allows the use of very high voltages and electric fields that are not
possible in conventional IMS. The use of high gas flow rates makes it possible to employ room
temperature in CIMA, further simplifying the instrumentation. Furthermore, this technique
allows the use of continuous sampling methods instead of pulsed injection used in conventional

IMS systems.
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Chapter 3

Counter-flow Ion Mobility Analysis Using Concentric Cylinders

3.1 Introduction

In this chapter, initial efforts to design a CIMA instrument are described. In determining
the design of the analyzer, the following issues were considered: (1) how to generate a gas flow
of uniform velocity (i.e., plug flow), (2) how to ionize and introduce the sample ions, including
whether or not the sample is ionized inside or outside the analyzer region, (3) how to transport
the ions along the analyzer region from the injector to the detector, and (4) how to detect the
ions. The gas flow issue was the most critical. All of the other considerations were dependent on
how the uniform gas flow was generated.

Several unsuccessful attempts at designing the analyzer revealed the challenge of
achieving uniform gas flow. Three analyzers based on a concentric tube design were constructed
and tested; however, they failed to achieve the required flow characteristics. Even though these
attempts were for the most part unsuccessful, important concepts and characteristics were
learned. These analyzers are described in the following sections and include: (1) perforated

hollow cylinders, (2) stacked washers or rings, and (3) porous (frit) tubes.

3.2 Perforated Cylinder Design

The gas velocity and flow profile through a perforated tube will depend on the volume
and pressure of the gas being introduced on the inside, as well as on the structure of the
perforated tube. High pressure and high volume gas or fluid forced through small holes or pores

was predicted to result in a uniform fluid flow.
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The porous tube design was machined and fabricated by the BYU Precision Machining
Laboratory (PML) as were all other analyzer components used in this work. Electrical discharge
machining (EDM) was used to drill the holes in the tube. This design consisted of two concentric
cylinders with tiny holes to make them porous. The inner cylinder was 6” x 2” while the outer
cylinder was 8” x 4”. The 1” gap between the cylinders was the analyzer region. These two
cylinders also served as electrodes between which an electric field was established. The middle
4” length of both cylinders had approximately 2600 holes of approximately 0.0128” in diameter
drilled through them. These holes were evenly spread around the cylinders to make them
perforated. Each cylinder was 0.0625” thick. The front end of the inner cylinder had a
hemispherical end cap with a 0.0394” lens located 0.236” between the hemispherical end cap and
the inner cylinder. The back end was attached to an air amplifier.

The air amplifiers used in this work were variable air amplifiers from Air Research
Technology Company (ATRX)', Cincinnati, OH (models 98008 and 15015). As can be seen in a
schematic diagram (Figure 3.1), the air amplifier held the inner and outer cylinders in place at the
back end, allowing alignment of the holes. The front end of the outer cylinder was cup shaped.
This negative hemispherical geometric design provided space between it and the inner tube to
create a region for ionization and secondary ion reaction. The shape also provided a focusing
effect so the ions were not dispersed when they entered the analyzer region. The detector, which
was a Faraday cup, was positioned between the ends of the two cylinders.

In operation, a large volume of gas was introduced into the inside of the inner tube,
creating a pressurized system. As the gas escaped through the holes in the cylinder, it passed

through the space between the concentric tubes, generating a uniform gas flow.
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Figure 9.1 Schematic of the perforated cylinder CIMA design. The placement of air amplifiers is
shown, with arrows pointing in the direction of gas flow.
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As the name implies, an air amplifier is a device that is used to amplify the air velocity
and volume, in some cases as high as 25 times. A small amount of compressed air enters the
annular orifice of the air amplifier (see Figure 3.2). The compressed air accelerates to sonic
speed along the exit wall, creating a low pressure area (vacuum area) in the center that draws
additional air through the amplifier and out the exit. The air flow is amplified by utilizing the

. . 1
free ambient air to create a large flow.

3.3 Stacked Washer Design

The second design that was tried is the stacked washer design. Similar to the previous
design, the objective was to achieve uniform gas flow across the space between the cylinders. In
this design, two sets of washers were assembled into cylindrical electrodes. The inner electrode
was made from washers with OD of 0.750” and ID of 0.500”. The outer electrode was made
from washers with OD of 2.125” and ID of 1.500”. All of the washers had a thickness of
0.03125” and were made from the same material, aluminum. The inner electrode washers were
held in place by three rods, and the washers were separated from one another by very tiny
spacers that were approximately 0.0005” thick. This created the spacing through which the gas
flowed. The larger washers were held in place by 6 rods of the same size, and were again
separated by the same tiny spacers (see Figure 3.3).

When the smaller cylinder was placed inside the larger cylinder, they formed an analyzer
unit with the space between them serving as the analyzer region (see Figure 3.4). A Faraday
detector made from a circular plate was positioned between the two electrodes at one end of the
analyzer unit. In this system, nickel-63 was employed as the ionization source. The spacing

between the washers was small, so as to create a pressure on the inside of the inner electrode
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Figure 9.2 Schematic (above) of an air amplifier showing the process of amplification and
photograph (below) showing the actual air amplifiers used.
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Outer Ring Stack Inner Ring Stack

Figure 9.3 Photograph of the actual stacked ring electrodes used. Both the inner and outer tubes
are shown.
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Figure 9.4 Schematic of the stacked washer CIMA design. The inner and outer stacked washers
served also as electrodes to create an electric field. The baffle was used to even the flow around
the outer stacked washers.
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cylinder. This led to a pressure drop across the smaller cylinder when high-pressure gas was
introduced into the inside of the smaller cylinder.

An ionization chamber was made from a Swagelok union connector; the inside was lined
with a nickel-63 foil. The side attached to the analyzer gave the needed constriction to slow
down the gas flow and allow the sample time to be ionized as it passed by the nickel-63 to the
analyzer. A carrier gas carried the ionized sample into the annular region where it immediately
experienced the opposing forces. The idea was to use the opposing forces to balance and center
the ions in the middle portion of the annular region (i.e., analyzer space). The carrier gas flow
that was used to transport the sample ions into the analyzer was also used to generate a flow
vector along the analyzer length to transport the ions to the detector.

Voltages were applied to the electrodes to create an electric field pointing radially toward
the inner stacked washers. This electric field was designed to push the sample ions in that same
direction, while the opposing gas flow pushed them back. If the forces on the ions were equal
and opposite, the ions would be transported along the length of the analyzer to the detector

The entire length of the stacked washers was 3.00”. This drift tube was housed in a metal
housing that was 6.00” square and 3.00” long, with a 5.00” cylindrical baffle around the outside
of the larger stacked washers; this was to help even out the gas flow around the drift tube (see

Figures 3.5).

3.4 Porous (Frit) Tube Design
Porous metal tubes used in this design were fabricated by Mott Corporation, Farmington,
CT, from metal powders with precise particle distribution. The strictly controlled sintering
process enabled the production of uniformly sized and distributed pores in media grades ranging

from 0.2 to 100 micron particle sizes, thus ensuring even porosity throughout the tubes.
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Figure 9.5 Photograph close-up of the stacked washer CIMA arrangement inside the metal
housing, with the inner and outer tubes visible. The space between them was the analyzer region.
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By definition, a porous medium is composed of solid regions and pores through which
the fluid flows. The choice of porous metal for this application was decided from the uniform gas
flows observed in other applications.” Flows in porous media are described by Darcy’s law,’
which states that the volumetric flow rate, O, of a liquid through a porous material is
proportional to the hydrostatic pressure difference, AP, across the material, inversely

proportional to the length, L, of the material, and directly proportional to the cross sectional area,

A
kAAP
=— 3.1
0="" (3.1)
where £ is the permeability of the material. Rearranging the above equation gives
kAP
Q =— (3.2)
A L

This is the linear velocity, which is proportional to the pressure drop, AP, across the thickness of
the material.

The porous metal allows pressurization of the inside of the tube to obtain a uniform gas
flow velocity through the walls. For this work, different media grades of 5, 10 and 20 microns
were used, giving porosities of 30, 32 and 45%, respectively. The porous metal tubes were 3”
long with an ID of 0.375” and an OD of 0.500”. One end of the tube was sealed and the other
end was connected to a non-porous tube to facilitate connecting to the gas supply (see Figure
3.6).

The outer perforated tube was made from stainless steel. Approximately 1000 holes
0.0032” in diameter were uniformly drilled through the wall. The perforated tube was also 3”
long with an ID of 1.00” and an OD of 1.030” (see Figure 3.6). A plastic housing was used to

enclose the instrument for protection from high voltage. The gas pressure inside the annular
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Figure 9.6 Photograph of the porous tubes used. These served both as electrodes and as uniform
gas flow generator. As seen in the lower photograph, a section of the inner tube was nonporous.
This part was attached to a high pressure gas source.
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region, i.e., the space between the two cylinders (see Figure 3.7), was near atmospheric pressure.
This pressure could be calculated easily by an equation supplied by the porous metal tube

manufacturer.’ The operation of this design was similar to the stacked washer design.

3.5 Results from Tests Using the Concentric Tube Design

None of the concentric tube designs worked as hoped. The required uniform plug flow
was not achieved with any of the three designs. In the perforated tube type, it was not possible to
pressurize the inner tube to a uniform pressure under the gas pressure and flow conditions that
were used. The same results were obtained with the stacked washer design. The spacers used
were too large; therefore, non uniform pressure on the inside of the tube was obtained. Using the
porous frit design, considerable pressure was achieved inside the inner tube; however, the
particle arrangement made it impossible to have a uniform direction of gas flow out of the wall.
Another problem was experienced with the ion introduction system used. Ions were created
outside the analyzer and a carrier gas was used to carry them into the analyzer. The carrier gas
velocity was only a tenth of the counter-flow gas velocity and the sample was carried along with
the counter flow gas, never reaching the detector.

Figures 3.8 to 3.10 are fluent simulation results for the stacked ring and the porous tube
designs. In Figure 3.8, the stacked ring flow pattern from the velocity contours indicate that the
flow in the analyzer region was non-uniform. Figure 3.9 is a velocity contour representation of
the flow inside the porous tube and in the analyzer region. While the flow pattern is an
improvement over the stacked ring design, a detailed investigation of the contour plots shows
that there is considerable variation in the gas velocity inside the analyzer region. Figure 3.10 is a

plot of the cross-section flow velocity of the analyzer region from the inner porous tube to the
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outer perforated tube. This figure indicates substantial variation of flow velocity as the gas

moves from the porous tube to the outer cylinder.
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Figure 9.7 Schematic of the porous tube CIMA analyzer design. The inner porous tube also
served as an electrode. The outer electrode was made from a perforated cylinder.
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Figure 9.9 Fluent simulation of gas flow using the porous tube design. Contours of the radial
velocity show that there is appreciable variation of the flow along the tube, even when the
pressure inside the porous tube was approximately 400 psi.
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Figure 9.10 A cross-section of the radial velocity of the analyzer region of the porous tube
design. Flow variation within the region is evident.
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Chapter 4
Counter-flow Ion Mobility Analysis Using a Wind Tunnel

4.1 Introduction

For CIMA to function as an ion mobility analyzer, the counter-gas flow profile must be
plug flow. Chapter 3 described unsuccessful attempts to use concentric cylinders to achieve a
flow profile with uniform velocity. In this chapter, efforts to solve this problem using a wind
tunnel are described. The test region of the wind tunnel where plug flow exists served as the
CIMA analyzer region. The wind tunnel was designed to avoid many of the problems
experienced with previous designs, including the ability to achieve a plug flow profile, the ability
to construct an analyzer region without “defining” grids, meshes, or perforated walls as
described in Chapter 3, the ability to have complete control over the gas flow, and the capacity to
determine accurately the flow properties and relate them to other physical properties such as
pressure, temperature and viscosity.

A wind tunnel is a converging flow device that is used in the automotive and aeronautics
industries. It is a proven way of generating uniform gas flow and has been used for over a
hundred years. A wind tunnel consists of essentially three parts: a contraction region with a
characteristic bell-shaped mouth, a test (analyzer) region, and a diffuser region (Figure 4.1).
These three regions are related and dependent on each other, both in design and functionality.'

The goal in this work was to convert a wind tunnel from its natural use in fluid dynamics
analysis to a chemical analyzer used for separation, detection and measurement. This may be the
first time that a wind tunnel has been used in chemical measurement instrumentation. In this

system, the test region became the analyzer region. The test region of most fluid dynamic
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Figure 10.1 Schematic of a wind tunnel showing the three regions (contraction, analyzer and
diffuser) with honeycomb and meshes.
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wind tunnels are either square-cubic or rectangular in shape, the one described in this chapter
was rectangular to create a geometry that minimized the “wall” or “edge” effect on the flow in
one of the dimensions orthogonal to the gas flow.

The objective of this chapter is to describe the wind tunnel CIMA design, construction
and experimental results. An in-depth description of the wind tunnel, its components and their
functionality is followed by results obtained from utilizing the wind tunnel in a laboratory
prototype CIMA instrument. First, the design and results from modeling the gas flow and electric
field in the analyzer region are presented. This is followed by experimental calibration of the gas
flow in the wind tunnel analyzer region, which enabled establishment of the relationship between
the velocity of the gas in the analyzer region and the voltage used to operate the fans. Next,

results obtained using the prototype CIMA instrument are presented and discussed.

4.2 Wind Tunnel Analyzer Design

General Considerations. The design of the wind tunnel began by considering the
requirements of the analyzer region, primarily the flow velocity range that was needed in that
region. This was used to determine the area as well as the volume of the region, which ultimately
determined the dimensions of the other two regions, i.e., contraction and diffuser. Next the fan to
be used was selected. In addition to the volume flow rate of the fan, the fan bearings had to be
constructed such that no outgassing of chemical vapors would occur. In chemical analysis,
impurities and contamination from a gas source must be avoided. A fan with a brushless motor
system and non-grease bearing design was selected.

The gas flow velocity desired in this region was in the range of 5.00-15.0 m s™'. A ratio
of 1:2 height to width was selected for the cross-sectional area of the analyzer region; this ratio

was the minimum ratio of height to width that would minimize the wall effects. Wall effects
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occur as a result of viscous drag of a fluid flow at a surface, giving rise to a boundary layer
region where the fluid velocities is not uniform (the same effect is experienced by electrostatic
fields in which field lines near a wall become distorted, while away from the wall they are
straight). The dimensions of the analyzer used were 4.00”x 2.00”. These dimensions combined
with the desired gas velocity determine the volumetric flow rate in the analyzer.

Mehta and Bradshaw? provided detailed design information and dimensional relationships
of the various parts of the wind tunnel. Their design rules were followed in the design of the
CIMA wind tunnel. They gave additional information on criteria for selecting components such
as honeycomb and meshes.

Contraction Region. The contraction region in the CIMA design produced a 10:1
contraction between the inlet and the exit, which is better than most industrial wind tunnel
designs (typical industrial designs have a 9:1 contraction ratio). It had a bell-shaped entrance that
contained a honeycomb and screens (meshes) as shown in Figure 4.1. Care was taken to ensure
that no flow separation occurred inside the inlet, and that the resulting flow was uniform.

Honeycomb and Screens. Placing a honeycomb structure in the wind tunnel gas flow
stream affected the flow uniformity, and screens controlled the turbulence intensity in the
analyzer region. The area of the contraction region dictated the size of the honeycomb. The
honeycomb was used to remove swirl and lateral mean velocity variations,” thereby straightening
the flow. Its cells were hexagonal in shape. For this application, a 3/16” cell width with 1.00”
height cut to fit the bell-shaped contraction region was used. Five meshes of different open areas
were used. The honeycomb was sandwiched between two meshes with 67.4% open area,
followed by three more separated by approximately 2.00” each in descending order of 64.8%,

62.7% and 59.1% open areas, respectively.
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Analyzer Region. The analyzer region is the most important component of the wind
tunnel CIMA instrument. In this region, the gas flow must be uniform and non-turbulent,
representing a plug flow. The material used in the analyzer region must be fabricated from a
highly resistive material with a surface that is slightly conductive to dissipate the space charge.
As mentioned earlier, the shape of the analyzer region was rectangular in order to eliminate wall
effects that would impact both the gas flow and electrical field inside the region. The size of the
analyzer region was 4.00x 2.00” with a total length of 8.27” (21.0 cm).

The analyzer region was made from four assembled parts. The top and bottom walls were
made from a power circuit board (fiber glass) and the side walls (in the x and z axes) were made
from polyetherimide (PEI), a conductive plastic material. The side walls were insulated from the
top and bottom walls with Kapton (polyimide) tape of 10.0 kQ resistance. The inside of the top
and bottom walls had parallel conductive traces that were 0.0400” thick and separated by a
spacing of 0.00800” for a total number of 145 traces on the middle 7.09” (18.00 cm) portion of
the plates (see Figure 4.2). The trace through 1.25” off-center of the bottom (see Figure 4.3) was
grounded; the trace at the same position on the top plate was at common ground and connected
to a transformer that was attached to a power supply (V5). The position of the common ground
on the top board varied along the length of the board (in the x-axis) depending on the voltage set
by the transformer. As this common ground position moved to one side or the other, an inclined
electrical field was produced inside the analyzer. The angle of inclination was dependent on how
much voltage was applied. The traces were connected to each other with resistors so that a
potential gradient (i.e., constant electric field) was established from one end of the analyzer to

the other. The traces at the ends of the PCB boards were used as input points where the voltages
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Multiple Electrodes

Figure 10.2 Photograph of the analyzer unit with PC boards on the top and bottom. The lower
photograph shows the PC boards with conductive electrode traces.
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Figure 10.3 Preferred electrical schematic for the CIMA analyzer test region. The different
positions where the voltage became zero as the voltage was increased are indicated by C to K
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(V1 to V4) were applied. A read-back system was used to read the voltages along the length of
the plates to verify that the voltages were correct as desired.

The 1.25” position off-center of the top and bottom plates had holes. The bottom plate
hole was used to introduce the detector, while the upper plate hole was used for sample
introduction. There were feed-back points every half inch along the boards.

Diffuser and Fan. The diffuser is the third component of the wind tunnel analyzer. Its
shape and dimensions were critical to the flow properties in the preceding test region. In this
design, the diffuser was 18.0” long and was a rectangular shaped cone. The adjacent walls were
angled at 4.60° and 8.80°. The end attached to the analyzer region was 4.00”’x 2.00” and the end
attached to the fans was 9.517x 4.92”. The diffuser angle prevented boundary layer separation of
the gas flow in the analyzer region. This ensured that the flow properties in the analyzer region
were maintained throughout.

The fans used in this design were specially selected, not only for the range of voltages
that could be used to operate them or for the volume flow capacity, but more importantly for the
type of bearing system. Chemical contamination of the analyte sample and counter-flow gas was
of major concern. Therefore, all parts used for construction of the analyzer were designed such
that they would not introduce contamination into the system. The fan used had a brushless motor
system that did not require oil or grease lubrication. The fans were DC voltage rotary fans from
Sunon, Brea, CA. The Sunon model KDE2412PMV1 fan has a magnetic levitation motor with a
“vapo” bearing system. It is rated at 24 VDC, but operated with approximately 3 volts. Its
dimensions are 4.720”x 4.72” x 1.50”, with maximum air flow of 145 CFM at 0.320-inch water.

In this design, six fans were used (two parallel sets with each set containing three fans in series).
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The Sunon MagLev fan design is based on magnetic principles and forces that not only
propel the fan, but also ensure stable rotation over an entire 360 degrees of movement.’ Utilizing
the attraction of the magnetic levitation force, it eliminates wobbling and shaking characteristics
of traditional motor fans (a needed feature for gas flow stability in the analyzer region). The
MagLev fan propeller is suspended in air during rotation so that the shaft and bearing do not
come into direct contact with each other to create friction. Additionally, the bearing system in
this fan is what is called the “vapo” bearing. Unlike traditional ball or sleeve bearing systems,
this type of bearing uses gas or air that surrounds the shaft. When used in conjunction with the
MaglLev, it creates a spring function, which helps the fan motor operate efficiently. This new
system removes the use of oil rings and washers. Additionally, the shaft inside the bearing bore
experiences friction only with air.

A honeycomb of the same general specifications as the one used in the contraction region
was sandwiched between two meshes and then placed between the fans and the diffuser at the
end of the wind tunnel. This helped to straighten the gas flow coming through the diffuser. As
gas was moved by the fan blades, it tended to follow the blade swirling motion. To prevent this
motion from propagating back to the test region, honeycomb and meshes were used. The fan was
oriented such that it pulled air or gas through the wind tunnel. This helped to ensure that the gas
passing through the contraction region was a stable gas flow with very little or no turbulence
from the fan.

Ion Sampling and Ionization Chamber. A corona discharge was used as the ion source,
and head space above a liquid sample was introduced into the ion source for ionization and
testing in the wind tunnel analyzer. The ionization chamber was carefully designed and

constructed so as to maximize the ionization process as well as to help in ion transport. As can be
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seen in Figure 4.4, the inside of the ion source chamber was designed to create a converging
electric field so that ions would be pushed through the opening into the analyzer. The concave
shape of the floor of the chamber and the convex shape of the middle section of the chamber was
used for this purpose. The corona needle was positioned approximately 2.00 mm from the exit,
creating a point to ring effect,’ where the ions were made. The carrier gas also aided the electric
field in transporting ions into the analyzer.

Assembled Wind Tunnel Analyzer. The wind tunnel contraction and diffuser components
were constructed from aluminum and stainless steel while, as indicated earlier, the analyzer
region was made from conductive plastic and PC boards. When the three components were
assembled together, the entire system looked like the solid model drawing shown in Figure
4.5(A). Figure 4.5(B) shows a photograph of the CIMA; it had an overall length of
approximately 56.0” and was housed in a large metal housing that measured 76.0”x 38.0”’x
38.0”. Figure 4.6 is a schematic of the assembled system with electric field and gas flow

directions indicated.

4.3 Electrical and Electronic Components

The electrical and electronic components of the CIMA system were equally important as
the mechanical design. The electrical components can be viewed in three categories, the PCB
components of the analyzer hardware, the detector data collection and amplifier system, and the
control system which includes manipulation of the power supplies and other electrical
components. The PCB components were described earlier. The detector system consisted of a
metal hemisphere that operated like a Faraday plate and an integrating amplifier. This dome-
shaped stainless steel surface was rounded for easy gas flow around and above it. The amplifier

was a basic reset-and-integrate measurement type. It operated by acquiring data every 16 ms
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Figure 10.4 (A) Solid model drawing of the ionization chamber and (B) cross-section diagram of
the ionization chamber and sampling system. The ionization chamber was designed such that the
electric field created would help drive the ions into the analyzer test region.
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Figure 10.5 (A) model drawing and (B) actual photograph of the wind tunnel CIMA analyzer.
The analyzer test region was connected to voltage sources through the wires shown. The drawing
shows both the ion source on top and the detector at the bottom of the analyzer region.
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Figure 10.6 Schematic of the wind tunnel CIMA showing the various regions, gas flow
direction, electric field components and other accessories.
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with a 16 ms reset time. This type of amplifier was chosen to overcome the capacitive coupling
that results from both electric fields changing close to the detector and from ions approaching the
detector. This amplifier was operated at 60.0 Hz to filter away the 60 Hz noise. A control box
contained all of the power supplies, amplifier, and other electrical peripherals, such as the

Labview DAQ board, control features for the fans, mass flow controller, and pumps.

4.4 Modeling of Gas Flow and Electrical Properties in the Analyzer Region

Objectives. The objective of this modeling effort was to simulate the gas flow and
electric field in the analyzer region. The simulations, using experimental operating conditions,
were used to predict gas flows and electric field lines in the analyzer region, and how these
properties interact with analytes.

Modeling Software and Boundary Conditions. Fluent’ and Comsol® simulation software
were used. Fluent is a computational fluid dynamics (CFD) computer program used for
simulating fluid flow, and heat and mass transfer behavior in both reactive and non-reactive
systems. Comsol, on the other hand, uses a finite element method (FEM) to find approximate
solutions of partial differential equations as well as integral equations that describe physical
phenomena such as fluid flow and electrical properties. The analyzer dimensions as well as the
operating conditions anticipated in an actual experiment were used. Tables 4.1 and 4.2 present
the boundary and other parametric conditions used in these simulations.

Analytical Procedure. Fluent was used to model the gas flow behavior in the contraction
and analyzer regions. First, a 2-D model outline of the analyzer with the actual dimensions of the
two regions was created with Gambit,” a preprocessor of the Fluent program, and the model was

then “meshed”. The various parts were defined and labeled, and the flow boundary conditions
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Table 10.1 Boundary conditions and other defining parameters used in the Fluent modeling. Some of these were default parameters
selected by the program itself.

Y01

Boundary Conditions Solver Parameters Others
Zone Type Solver Parameters Segregated Viscous Mode Used Laminar*
Default interior Interior Formulation implicit Material Air
Face Fluid Space 2D Density 1.25 kg m™
Gas-withdrawal ~ Pressure outlet Time Steady Viscosity 1.7894E-5 kg m™ s™!
Inlet Pressure inlet Velocity formulation Absolute
Outlet Pressure outlet Gradient option Cell based

Sample inlet
Sample outlet

Walls

Pressure inlet

Pressure outlet

Wall

Porous formulation

Superficial velocity

* k-epsilon was used when turbulent flow was modeled



SOI1

Table 10.2 Parameters and boundary conditions used in Comsol for modeling the electric field in the analyzer test region.

Physics-subdomain Setting Physics-boundary Condition Setting Other
Material Electrical Conductivity Electrodes Potential (V)* Space Dimension 3D
Plastic 10E-10 Sm’' Plastic Walls Inward Current Flow Application Mode Comsol Multiphysics
Electrode 3.77E9 Sm’ Electromagnetic Mode Conductive Media DC
Air 10E-7 Sm’

*V is the voltage of a particular electrode



were defined in Gambit (see Appendix B for explanation of the various boundary conditions and
other parameters used in the modeling). The meshed model was then imported into Fluent, the
values of the boundary conditions were set, and Fluent was allowed to determine the flow
characteristics. The boundary conditions included defining all of the solid wall surfaces; the bell-
shaped month of the contraction region where the counter-flow gas entered the analyzer was
defined as the pressure inlet, the end of the analyzer region where the counter-flow gas exited
was defined as the pressure outlet, the inside of the analyzer was defined as the interior, and the
fluid was air. All other parameters listed in Table 4.1 were default parameters set by the program
based on the type of solver selected. Boundary conditions in addition to those in Table 4.1 were
gas flow velocity of 10.0 m s™' at ambient pressure (101,325 Pa) in the analyzer region.

In the Comsol modeling, a 3-D model was used; a drawing of the actual analyzer region
using the exact dimensions was made. The various parts were labeled either as electrodes or
plastic walls; they were differentiated by their electrical conductivity. The electrodes were set to
a boundary condition of “potential” while the plastic walls were set to “inward current.” The
solver selected was the conductive media DC type. The various electrodes were set to their
appropriate potentials, the figure was “meshed” and the program was allowed to solve the
electrostatic problem. The solver was then instructed to present the results as electric field lines
as in Figure 4.9. The voltage boundary conditions are listed in Table 4.2. This simulation was
used to determine the electrostatic field components vital to this design.

Modeling Results and Discussion. Figures 4.7 to 4.9 present the modeling results. Figure
4.7 1s a velocity contour plot of the gas flow in the contraction and analyzer regions of the
modeled instrument. Converging of the gas flow is evident as it moves from the contraction

region to the analyzer region. The analyzer region is one color (blue), indicating that the velocity
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Figure 10.7 Modeled velocity contours in the contraction and analyzer regions of the wind
tunnel. The converging features can be seen in the contraction region leading to uniform flow in
the analyzer region. The direction of flow is indicated by arrows. The flow along the cross-
section indicated by A and B is shown in Figure 4.8.
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Figure 10.8 Plug flow profile in the analyzer region at positions indicated in Figure 4.7. (A)

Cross-section of the flow along the mid-section of the test region from top to bottom, and (B)

cross-section at the downstream end of the test region.
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Figure 10.9 Electric field lines in the analyzer region. The inclined or tilted field lines are
needed to transport the ions first against the gas flow, and then to the detector. The multi-
electrode design helps to create straight field lines.
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in that entire region is the same or nearly the same (i.e., uniform). Figure 4.8 further illustrates
the gas flow velocity cross-section through the middle [Figure 4.7(A)] and end [Figure 4.7(B)]
positions of the analyzer region. The gas flow velocity in the middle is more flat (plug flow like)
than the end near the exit, indicating that the optimum position of the ion source and detector
should be near the middle section of the analyzer region. Here, the ions would interact with a gas
velocity that is uniform across the analyzer.

Figure 4.9 displays the inclined electric field in the analyzer region. This is the type of
field that was desired. When this field is resolved into its horizontal and vertical components, the
horizontal or x-component of the electric field moves the ions in a direction opposing the gas
flow while the vertical or y-component transports the separated ions to the detector at the other
side of the analyzer region. The multiple electrodes, or electrode traces should help to straighten
the field lines and aid in the ion transport process. The sample inlet device and detector situated
on top and at the bottom of the analyzer, respectively, do not appear to affect the electric field.
This non-distortion of the electric field by the detector and sample inlet preserves the uniform

field throughout the inside of the analyzer.

4.5 Experimental Characterization of the Analyzer Region Gas Flow

Objectives. Experiments described in this section were performed to characterize the
actual gas flow in the analyzer region of the wind tunnel CIMA. Specifically, (1) the relationship
between the fan operating voltage and gas flow velocity at the center of the analyzer region was
determined, and (2) the gas flow along the vertical direction of the analyzer was measured to
ascertain whether or not plug flow was achieved.

Material and Instruments. The wind tunnel CIMA instrument with fans attached as

previously described was equipped with a voltage control device to operate the fan. A 1/16”
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Pitot-static pressure probe from United Sensor (Amherst, NH) connected to a PX138 +0.3 PSI
digital pressure transducer from Omega (Stamford, CT) was used to measure the gas pressure in
the analyzer. The Pitot-static probe was connected to the digital transducer using hollow tubing.
The digital transducer was powered by an 8.00 V DC power supply. The transducer output
voltage was 3.50 V at atmospheric pressure. The output voltage was read by a voltmeter in
millivolts to detect small pressure variations.

Experimental Procedure. The wind tunnel analyzer was assembled as shown in Figure
4.10, with the fans attached to the diffuser. A static Pitot pressure probe was inserted through a
hole at the center of the analyzer region. In the first characterization experiment, the Pitot probe
elbow arm was placed 1.00” into the middle portion of the analyzer, enabling measurements of
gas pressure at that point. Voltages ranging from 3.00-24.0 VDC were applied to the fans at 1.00
V increments and the pressure transducer readings were measured in millivolts using a voltmeter.
Table 4.3 list the results of these measurements along with the conversion to volts, pressure (Pa)
and velocity (m s™). Information from the fan manufacturer and the calibration curve in Figure
4.11 were used to convert the pressure transducer measurements in volts to pressure (Pa). The

pressure results were converted to volumetric flow using
v=_|— 4.1)

where AP is the pressure difference measured by the Pitot tube in Pa, and p is the gas density in
kg m™. The volumetric flow was divided by the area of the analyzer (2.00” x 4.00”) to determine

the gas linear velocity in m s™'. The result of this calibration was plotted as shown in Figure 4.12.
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Table 10.3 Pitot tube voltage measurements and their conversion to pressures and gas flow velocities.

Pressure Transducer Reading on Pitot Tube

Counter-gas Flow Parameters

Fan Voltage (V) Min (mV) Max (mV) Range(mV) Ave (mV) Volts (V) Volts (V)  Pressure (psi)  Pressure (pa) Velocity (m s™)
3.00 .0240 0.830 0.590 0.670 6.70E-04 3.50 8.04E-05 0.550 1.05
4.00 1.98 2.58 0.600 2.24 2.24E-03 3.50 2.68E-04 1.85 1.92
5.00 3.52 391 0.390 3.68 3.68E-03 2.50 4.12E-04 3.05 2.47
6.00 5.42 5.78 0.330 5.59 5.59E-03 3.51 6.71E-04 4.63 3.04
7.00 8.12 8.55 0.430 8.33 8.33E-03 3.51 10.0E-03 6.89 3.71
8.00 11.1 11.9 0.750 11.5 1.15E-02 3.51 1.38E-03 9.54 4.36
9.00 15.4 16.6 1.18 16.0 1.60E-02 3.52 1.92E-03 13.3 5.14
10.0 21.2 22.7 1.45 21.8 2.18E-02 3.52 2.61E-03 18.0 5.99
11.0 27.2 29.4 2.20 28.3 2.83E-02 3.53 3.39E-03 23.4 6.83
12.0 33.0 38.7 5.66 36.1 3.61E-02 3.54 4.34E-03 29.9 7.73
13.0 45.0 48.9 3.80 46.7 4.67E-02 3.55 5.61E-03 38.7 8.79
14.0 56.1 58.4 2.30 573 5.73E-02 3.56 6.87E-03 47.4 9.73
15.0 65.9 68.1 3.23 66.3 6.63E-02 3.57 7.96E-03 57.9 10.5
16.0 72.1 78.1 5.99 75.9 7.59E-02 3.58 9.11E-03 62.8 11.2
17.0 83.7 88.5 4.77 86.4 8.64E-02 3.59 1.04E-02 71.5 12.0
18.0 93.5 99.9 6.40 96.3 9.63E-02 3.60 1.15E-02 79.7 12.6
19.0 104 106 2.50 106 1.06E-01 3.61 1.28E-02 87.9 13.3
20.0 114 118 3.40 116 1.16E-01 3.62 1.39E-02 95.8 13.8
21.0 123 130 6.60 126 1.26E-01 3.63 1.51E-02 104 14.4
22.0 130 135 6.00 133 1.33E-01 3.63 1.60E-02 110 14.8




Volts (V)

04 03 02 -01 0 0.1 02 03 0.4

Pressure (psi)

Figure 10.11 Pressure transducer calibration.
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In the second characterization experiment, the elbow arm of the Pitot probe was first
rested on the bottom wall while measurements were taken. Subsequent measurements were
obtained as the Pitot probe was moved vertically upward every 0.500 cm until it touched the top
wall. This gave a vertical flow profile from the bottom to the top of the analyzer. The data
acquired are presented in Table 4.4. The fan was set at 18.0 V.

Results. Flow calibrations were done for both air and nitrogen gases and, as expected, the
difference was small. A calibration plot of fan voltage versus gas velocity was made, and a flow
profile plot for analyzer cross-section (top to bottom) was also made as depicted in Figures 4.12
and 4.13, respectively. The relationship between fan voltage and gas flow velocity in the
analyzer region (Figure 4.12) is nearly linear. A linear fit of the data allows one to determine the
gas flow at any voltage. Perhaps the most interesting result of these experiments is the cross-
section flow profile in the analyzer region. As stated previously, the ideal flow profile is plug
flow. Figure 4.13 shows that plug flow was achieved with only minor wall effects.

Conclusions. A significant achievement toward producing a working CIMA instrument
was the attainment of a plug gas flow. Calibration of the gas flow in the analyzer region allowed

control of the gas velocity in the analyzer.

4.6 Performance Testing of the Prototype Wind Tunnel CIMA

Objective. The prototype wind tunnel CIMA instrument was tested to determine if ions
could be detected and mobility measured.

Materials and Instrumentation. The CIMA wind tunnel analyzer was assembled with an
electrical box for control of the electronics and data acquisition as stated earlier. The electrical
control box contained the power supplies, specially designed PC board containing control IC’s,

resistors, amplifiers, transformers, etc. A Labview’ program was used to operate the analyzer and
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Table 10.4 Voltage readings in the analyzer test region resulting from profiling (top to bottom)
of the gas flow.

Distance from Min (mV) Max (mV) Range [Deviation (mV)] Ave (mV)
Bottom Wall (cm)
0.00 7.04 13.6 6.51 9.89
0.50 27.7 37.0 9.30 31.7
1.00 49.1 54.7 5.63 52.5
1.50 49.6 56.0 6.44 53.5
2.00 50.8 5527 4.93 53.5
2.50 49.9 553 5.39 53.2
3.00 50.7 56.2 5.45 533
3.50 49.7 55.8 6.04 534
4.00 49.0 54.6 5.59 52.8
4.50 4.66 8.37 3.71 6.24
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Figure 10.13 Plot of gas flow characteristics across the analyzer cross-section (bottom to top).
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acquire data. Mass flow controllers (Sierra Instruments, Monterey, CA) calibrated for nitrogen at
flow rates between 0-50.0 SLPM (standard liters per minute) were used to control gas flow into
the system. Technical grade acetone (Mallinckrodt Chemicals, Phillipsburg, NJ) was used as test
analyte.

As stated earlier, the bottom PC board had a total of 153 electrodes with the middle
electrode set at zero potential or ground, and 76 electrodes on each side. The 76 electrodes on the
right side of the ground towards the +V2 (see Figure 4.14) were connected to a positive power
supply and the ones on the left to a negative power supply, -V4. The top board had 88 electrodes
on the right side connected to the positive power supply, +V1, the 89™ electrode connected to
ground and the remaining 64 electrodes on the left connected to a negative power supply, -V3.
The electrode connected to ground on the top plate was 0.500” off center. The electrodes that
were connected to ground on both the top and bottom boards were positioned with respect to
each other at an angle of 14° to the perpendicular cross-section, inclined to the left (see Figure
4.14).

Experimental Procedure. The voltages applied to the electrodes, fan voltages, discharge
needle voltage, and the mass flow controller used to control the carrier gas flow rate were all
controlled using Labview. Labview additionally was capable of recording data both
in the static and scanning modes of operation. In the static mode, ion signal was measured and
recorded as a DC current when the analyzer voltage and gas flow were set at constant values. In
the scanning mode, the ion signal was recorded either as a function of changing voltage across
the electrodes at constant gas flow, or as a function of changing gas flow velocity at constant
potential across the electrodes. Plotting either of these data sets would produce a peak if ions

were present and the system was operating as predicted.

119



Sample
Inlet

Vv —— +V

7

PCB with Electrodes

W Ta e

Power Supply

Figure 10.14 Electrical configuration of the analyzer region. The two fixed “ground” electrodes
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Acetone (80.0 mL) was placed in a 100 mL bottle, leaving approximately 20.0 mL of
headspace. The headspace was allowed to saturate with acetone vapor at room temperature [see
Figure 4.4(B) for a schematic diagram of the system]. Nitrogen (carrier gas) flowing at 3 mL s™
was then used to sweep the saturated vapor into the ionization chamber where a corona
discharge (CD) needle was set at approximately 3000 V.

Table 4.5 lists the voltages used in this experiment. The potential differences across
adjacent electrodes during a test were always the same. A different potential difference was used
with each new run or test. By increasing the potential across the electrodes, the overall electric
field in the analyzer was also increased. Table 4.5 lists the potential differences across electrodes
and the voltages at the ends of the analyzer where the voltages were applied to the boards. With
the discharge needle set at 3000 V and carrier gas (which carried the sample into the ionization
area) flowing at approximately 3.00 mL s™, the electrode voltages were set at constant values
and the fan voltage was scanned from 3.00-24.0 VDC at a rate of 0.840 V s™' to produce a
changing counter-flow gas velocity. Later, the fan voltage was set at 13.0 V to generate a
constant gas velocity of approximately 6 m s, while the electric field was scanned from 82.2 to
460 V cm™ at a rate of 15.1 V em™ s™'. During these experiments, the detector response was
monitored and recorded.

Results and Discussion. A schematic of the arrangement of the prototype CIMA used in
this experiment is shown in Figure 4.6. Also shown are the directions of the electric field and gas
flow, as well as the placement of the ion (sample) inlet and the detector. Figure 4.15 shows the
detection of acetone ions obtained by setting the gas flow at 6 m s and scanning the electric

field from 82.2-460 V cm™. The centroid of the spectral peak is at 270 V cm™ corresponding to a
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Table 10.5 Voltages applied to the ends of the top and bottom plates of the prototype CIMA.

Potential AV Across Top Right Voltage (V) Top Left Voltage (V) Bottom Right Voltage (V)  Bottom Left Voltage Electric Field
Electrodes 88 Electrodes 64 Electrodes 76 Electrodes (V) 76 Electrodes (V/iem™)

10.0 880 -640 760 -760 82.2

20.0 1760 -1280 1520 -1520 164

30.0 2640 -1920 2280 -2280 247

40.0 3520 -2560 3040 -3040 329

50.0 4400 -3200 3800 -3800 411

56.0 4928 -3584 4256 -4256 460
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Figure 10.15 CIMA detection of acetone ions. The voltage across the analyzer was scanned
while the gas flow was kept constant.
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mobility constant of 2.22 cm” V™' s™', which is close to 2.13 cm® V"' s and 2.20 cm® V''s™ which
others have measured and calculated, respectively, for acetone.®’

For Figure 4.16, the electric field was kept constant while the gas flow was increased
from 1.00 m s to about 11.0 m s at a rate of 0.400 m s™. The different peaks represent
measurements for different fixed potential differences across the electrodes. Increasing the
potential difference across the electrodes (i.e., the total electric field) required a corresponding
increase in the gas flow velocity to detect the ions (Figure 4.16).

While these initial results indicate that CIMA using a wind tunnel basically functioned,
the ion peak widths were too broad to be useful without further improvement. One possible
contribution to the broad peaks was that the electric field direction, strength and angle of
inclination were not optimized. When the electric field was resolved into its horizontal and
vertical components, the ratio of the horizontal to vertical fields was 4, which is too high. As
discussed in Chapter 1, the ratio must be between 0.5-2 to achieve high resolution. The next
section describes the modifications that were made to achieve this optimal electric field
configuration.

Conclusions. The results presented above demonstrate that the wind tunnel CIMA
approach, with its inclined electric field lines, should be feasible, and ions can be detected and
their mobility constants determined using this system. Further efforts should be directed toward
narrowing the spectral peaks in an attempt to improve the resolution which is necessary in order

to achieve acceptable performance.

4.7 Optimization of the CIMA Analyzer Electric Field

Objectives. The objective of this work was to improve the wind tunnel CIMA resolution

(i.e., narrow the spectral peaks). By increasing the inclination angle of the electric field, the ratio
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Figure 10.16 Ion intensity vs. fan voltage for detection of acetone ions. Peaks represent results
obtained for increasing potential differences across electrodes. Higher electric fields require
higher gas flows (i.e., the acetone ion peak shifts to the right as the potential difference is
increased).
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between the horizontal and vertical components of the inclined field were adjusted to fall
between 0.5-2. The electric field in the vertical direction, which is used to transport ions from the
point of injection to the detector, was increased so that ions would travel faster to the detector.

Experimental Procedure. The same materials and instrumentation were used for these
experiments as described in the preceding section, except the position of the “ground common”
on the top plate was moved by half inch intervals toward the negative power supply, -V3, as
shown in Figure 4.17. The “ground common” position was moved by either increasing the
voltage on the transformer or by increasing the voltage of the power supply, +V1, and decreasing
the voltage of the power supply, -V3, by the same amount.

The operating procedures were the same as described above. The sample was acetone
with a nitrogen carrier gas at the same flow rate. The ionization source was set at 3000 V and the
voltage on the fans was scanned from 3.0 V to 22.0 V.

In this particular set of experiments, the transformer was not used. The power supplies
were calibrated to provide 0 V at the locations marked A, C, D, E, F, G, H, I, J, and K in Figure
4.17 (these positions were exactly half an inch from each other) when the potential differences
between the electrodes were 10, 20, 30, 40 and 50 V for different sets of experiments. These
values are listed in Table 4.6.

With the potential difference set at the values stated above, measurements were recorded
for every position as the “ground common” was moved to the left (Figure 4.16). Eight readings,
corresponding to the eight different “ground common” positions were taken for potential
difference of 20 and 30 V, respectively. Five and four readings were taken for the 40 and 50 V
potential differences, respectively; less than eight readings were taken because the power

supplies reached their maximum voltage outputs at 5000 V.
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Figure 10.17 Schematic of the modified electrical configuration of the CIMA analyzer
region. V1 to V5 are power supplies, where V5 was connected to the transformer and used to

create the inclined electric field by increasing its voltage. This increase in voltage caused the
position of “ground common” to move to the left as indicated.
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Table 10.6 Electrode voltage and resultant potential difference across adjacent electrodes in the optimized wind tunnel CIMA.

Calibrated Voltages from Power Supplies on Top Plate (V)

Potential (AV) A c D E F G H 1 J
Across Electrodes Com. Grd.  0.500” 1.00” 1.50” 2.00” 2.50” 3.00” 3.50” 4.00”
10 o 410 20 640 740 870 980 1090 1190 1280
11030 920 800  -680  -550 440 330 230 140
20 o 820 1050 1280 1520 1720 1950 2160 2350 2530
2060 <1830 -1600  -1360  -1090 860 650 460 280
30 Vi 1230 1575 1920 2290 2650 3190 3560 3815 4105
- 3090 2745 2400 2030 1670 -1130 740 455 260
40 o 1640 2000 2570 3270 4130 4620
: 4120 3670 3190 2490 1630 -1140
50 o 2625 3475 4175 4950
4575 3725 2425 -1620




Results and Discussion. Figure 4.18 shows the changing ratios of the horizontal
electric field to the vertical field as the position of the “ground common” was moved every
half inch toward the —V3 power supply of Figure 4.17. Corresponding ion mobility spectra
are shown in Figures 4.19 to 4.22. These figures also indicate the resolution that was
calculated for each peak using the single peak measurement method calculated using the fan

voltage

R=— (4.2)

V' is the voltage at the centroid of the peak and AV is the voltage difference at half peak
height. The data reported here do not show a clear trend; however, there seems to be an
increase in the R values as the voltage across the electrodes are increased (from 20 V to 50
V) with a corresponding decrease in the ratio of the horizontal electric field to the vertical

10.11 that an increased resolution

electric field from 2 to 0.5. Although the literature suggests
would result as the ratio of the horizontal to vertical electric fields is decreased from 2 to 0.5,
the results obtained show a slight increase. Unfortunately, because of the limited data that
were obtained (due to the limit in the power supply maximum voltage), establishing a
reliable trend was not possible at this time.

An obvious trend observed was that as the potential difference between the electrodes
increased (and by implication the electric field), the resolution also increased, as shown in
Figure 4.23. The reason for an increase in resolution as the angle of inclination increased is
that the vertical component of the electric field increased with it. The vertical electric field

component is what drives the ions to the detector. A stronger vertical field means a higher

ion drift velocity and, therefore, less time for diffusion to occur.
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Figure 10.18 Visual representation of the change in ratio of horizontal field to vertical field from 4 to 0.5 as the "ground common"

position is moved from position "C" to "J".
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4.18. Resolution values for (A) and (B) were not determined because the peaks were too small
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Figure 10.20 Ion mobility spectra for 30 V potential difference across electrodes for electric field configurations depicted in Figure
4.18. The resolution value for (A) was not determined because the peak was too small.
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Figure 10.23 Graph showing the trend toward increasing resolution as the electric field and
counter gas flow increased with decreasing ratio of horizontal to vertical electrical field.
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The results from the simulation work discussed in Chapter 2 show that conditions for
high resolution require a field strength of about 3000 V cm™ and a counter-flow gas velocity of
approximately 10 m s’ —much higher than the achieved field strengths of 159 to 325 V cm™ and
counter gas flow velocities of 2.47 to 6.83 ms™'. The gas flow will always be limited by the
electric field, suggesting that the principal requirement for high resolution is high electric field
strength.

The high resolution that is potentially achievable in CIMA requires high electric field
strength. This high field strength would generate high ion velocity, which would reduce the time
available for diffusion. High electric field and high gas flow would also aid resolution by
filtering away ions with mobility constants close to those of the ions of interest. In traditional
IMS, separating ions of interest from others with similar mobilites is difficult, and a single broad
peak often appears. The CIMA process narrows the different ion bands (see Figure 4.24)

Conclusion. When the wind tunnel CIMA was operated with an electric field horizontal-
to-vertical component ratio between 2 to 0.5, the resolution of the spectral peaks moderately
increased. Resolution should increase with an increase in electric field and a concomitant

increase in counter-gas flow velocity.

4.8 Effects of Different Counter Flow Gases and Test Samples

Objectives. The effect of using helium gas as the counter-flow gas on CIMA performance
for the various test compounds listed below was evaluated.

Materials and Samples. The same instrumentation and experimental setup were used as
previously described except that helium was used as the counter-flow gas. The organic test

compounds used included trichloroethane (Fisher Scientific, Fair Lawn, NJ), toluene
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Figure 10.24 Representation of the effect of electric field and counter-gas flow on spectral peak
width and ion volume. As values of the electric field strength and gas flow velocity increase, the
ion volume shrinks, leading to narrower peak width and higher resolution.
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(Mallinckrodt Baker, Paris, KY), ethylbenzene (Fisher Scientific, Fair Lawn, NJ), pyridine
(Aldrich Chemical, Milwaukee, WI), chlorobenzene (Mallinckrodt), ethylene chloride (Fisher
Scientific), and benzyl alcohol (Fisher Scientific).

Experimental Procedure. The experimental procedure was identical to that used
previously. Samples (80 mL) of chlorobenzene, ethylene chloride, and benzyl alcohol were each
introduced into 100 mL bottles for testing. In addition, a mixed sample containing 20 mL each of
trichloroethane, toluene, and ethylbenzene was prepared. Furthermore, an even more complex
test sample was prepared by adding 20 mL each of pyridine, chlorobenzene, trichloroethane,
toluene, and ethylbenzene in a 200 mL bottle.

Results and Discussion. Figures 4.25 to 4.29 show the results obtained from these
experiments. Use of nitrogen as counter-flow gas produced only one peak, regardless of the
number of analytes present in the sample; however, there is a subtle difference in the position of
the centroid of the peak (Figures 4.19 to 4.22 and Figure 4.30). Figure 4.30 is used to generalize
the shape of the peak recorded, not to represent the spectrum of each and every situation. In
contrast, the use of helium as counter-flow gas produced separation (Figures 4.25 to 4.29) since
multiple peaks were recorded by the detector. The peak that appeared at a fan voltage of
approximately 12 volts appears to be due to reactant ions (RIP) that were formed during the
process of ionization. When nitrogen was used as the counter-flow gas, the RIP peak seemed to
mask the peaks of the sample ions because it appeared around 5 V (the actual voltage differed
depending on the sample). Figure 4.30 shows the appearance of the peak for a specific sample

tested.

138



14,

12 1
1]
S
> 08
‘0
G
€ 06
c
o
04
02
0 I I I I 1
0 5 10 15 20 2

Fan Voltage (V)

Figure 10.25 Spectrum of benzyl alcohol obtained using nitrogen as carrier gas and helium as
counter-flow gas.
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Figure 10.26 Spectrum of methylene chloride obtained using nitrogen as carrier gas and helium
as counter-flow gas.
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Figure 10.27 Spectrum of chlorobenzene obtained using nitrogen as the carrier gas and helium
as counter-flow gas.
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Figure 10.28 Spectrum of trichloroethane, toluene and ethylbenzene using nitrogen as carrier gas
and helium as counter-flow gas.
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Figure 10.29 Spectrum of trichloroethane, toluene, pyridine, ethylbenzene and chlorobenzene
obtained using nitrogen as carrier gas and helium as counter-flow gas.
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Figure 10.30 Example of the peak that appeared when any of the test samples, either singly or in
a mixture, was used in the presence of nitrogen as the counter flow gas.

144



When helium was used as the counter-flow gas, chlorobenzene, trichloroethane, benzyl
alcohol, pyridine, ethylene chloride, ethylbenzene, and toluene were detected when the fan
voltage was between 7 to 8 V. After that, the RIP peak dominated. Higher (or stronger) electric
field strength and gas flow rate helps to expand the separation window, and allowed other ions to
be detected and resolved. In Figures 4.28 and 4.29, it appears as if all ions in the sample mixture
were stacked in a small separation window. Methods to reduce the high concentration of reactant
ions should to be explored. The reason that helium allowed the compounds above to be detected
as separate peaks and nitrogen did not is not fully understood. The test compound ions were able
to move faster because of the lower flow resistance from helium compared to nitrogen. This
might also explain why acetone was not detected as a separate peak when helium was used.

Conclusions. These experiments indicate partial separation of test analyte mixtures,

although much additional work is needed to fully understand the results.

4.9 Simulation of CIMA Performance Using Actual Experimental Parameters

Objectives. In an effort to better understand the CIMA instrument performance, a
numerical analysis was performed using actual experimental conditions to compare with the
optimum performance modeled in Chapter 2. This modeling provides a comparison between
ideal conditions and actual experimental conditions, and should provide ideas to improve the
experimental design.

Numerical Experimental Procedure. The numerical analysis procedure used was the
same as that described in Chapter 2. This time, however, the input parameters were changed to
actual experimental parameters used (see Table 4.7).

Results and Discussion. The original simulation input parameters were very different

from what was achievable with the present CIMA system. The most obvious difference was the
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Table 10.7 Input parameters used in the modeling to simulate the actual experimental conditions.

Parameters Numerical Modeling Experimental Conditions Modeled
Length of analyzer 10 cm 5.08 cm

Counter-gas flow velocity 10ms’ 5ms’

Electric field 3333 Vem'! 187 Vem™

Analysis time Is 20s

Test samples used with their

reduced mobility constants

Methylamine
Ethylamine
Formamide
Dimethylamine

Isopropylamine

2.65cm?>V's!
236cm’ V's!
2.45cm? V't
246 cm®> V's™!
220em? V'l
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electric field strength. As discussed earlier, the present design was limited to lower electric field
strength than desired. To use an electric field strength near that used in the simulation, a smaller
instrument would have to be built. The size of the present design was determined by three
factors. First, the analyzer region was designed to minimize wall effects, hence, the 2:1 ratio
discussed earlier. Second, although 10 kV power supply was desired, it would have required
more than a 3 month waiting period to receive this power supply after ordering, so we decided to
use a power supply that was available in the laboratory that had a 5 kV output. The third factor
was related to the previous two factors. The design of the analyzer unit at that time was a
“vectorial” electrode design. This design made use of 12 electrodes that were 0.250” wide and
4.00” long, with 2 other electrodes that were 0.500” wide. Of the 12 electrodes, 6 were placed on
the top wall or plate and the other 6 were placed at the bottom, while the 0.500” electrodes were
placed near the end of the analyzer region and were called the end electrodes (see Figure 4.31).
The 6 upper and bottom electrodes were further separated into two sets of 3, which were 3.00”
apart. Within the sets of 3, the electrodes were further separated 0.500” apart. As indicated in
Figure 4.31, the four electrodes in the middle of the analyzer were the “defining” electrodes that
defined the area where analysis and separation would take place (“defining” electrodes). The
other two “vectorial” electrodes and the “end” electrodes (also called “compensating” electrodes)
were used to straighten the electric field lines in the analyzer region. The spacing of the
electrodes was dictated by the maximum output of the available power supply. All electrodes on
one half were positive and electrodes on the other half were negative. By changing the values of
the top and bottom electrodes proportionally, applying lower voltages on the lower electrodes
compared to the upper electrodes, and then fine-tuning the end electrodes to straighten the field

lines, an inclined electric field was expected.
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Figure 10.31 Photograph of the "original" analyzer region design showing the vectorial
electrodes and compensating end electrodes.
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The “vectorial” electrode design, unfortunately, was unable to produce the desired
inclined electric field. When the design was tested, ions could not be detected. Electric field
modeling using Comsol revealed that the electric field lines were horizontal instead of on an
incline, clarifying why ions could not reach the detector (see Figure 4.32). Further analysis
indicated that the end compensating electrodes dominated the vectorial electrodes, which led to a
horizontal field.

The analysis time was another parameter for which the original simulation and actual
experiment were very different. Even though our CIMA analyzer length (i.e., distance from ion
injection to detection) was shorter than the hypothetical one used in the original simulation, the
analysis time was 20 times longer. As stated before, shorter analysis times were not possible with
the present instrument because the field strength was too low.

Figure 4.33 compares side-by-side the construction of the actual wind tunnel CIMA and
the hypothetical CIMA used in the simulation presented in Chapter 2. In the modeled design,
perforated walls were used to introduce the counter-flow gas and define the analyzer region.
However, in the actual wind tunnel CIMA, no such walls existed. The analyzer region was
defined purely by the electric field. In the modeled system, the ions moved from front to back
along the analyzer in the z-axis direction, while in the wind tunnel CIMA, they moved from top
to bottom along the y-axis. Figures 4.34-4.36 give a side-by-side comparison of the modeling
results for (A) the original, ideal simulation and (B) the actual experimental set-up and
parameters. The only similarity between the results is the narrow peaks in both spectra.

The modeling results of the ion transport process in the analyzer are given in Figure 4.34.

The figure shows the initial sample concentration distribution at time ¢ = 0, and how the

concentration changes as it travels along the analyzer length. While (A) shows that the sample
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Figure 10.32 Electric field lines generated by the vectorial electrodes. Unexpectedly, the field
lines were horizontal instead of inclined.
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that while almost all of the sample introduced in (A) arrives at the detector, only approximately 5% in (B) reaches the detector.



remains near the volume of the initial sample concentration during the travel time through the
analyzer, (B) shows spreading of the sample with time, primarily due to diffusion. While the
analysis time for (A) was 1 s, it was 20 s for (B). This longer analysis time for (B) allows
diffusion to take place which leads to loss of sample. Figure 4.35 shows the percentage of the
initial amount of sample that reaches the detector. This plot records the amount of sample that
remains within the analyzer not lost due to diffusion. This plot supports the need for faster
analysis time in CIMA. Shorter analysis time means less time for diffusion and less sample loss;
longer analysis time leads to more time for diffusion and more loss of sample ions to the walls of
the analyzer.

Figure 4.36 shows the modeled CIMA spectra for (A) the ideal simulation conditions and
(B) the experimental conditions. The narrow peaks in both spectra suggest that high resolution is
possible even with a low electric field. However, the resolution in (B) is less than half that in
(A), which is quite significant. In (A), the calculated resolution was 1400 while in (B) the
calculated resolution was 682. These results clearly suggest that attaining high resolution will
require high electric field and high counter-gas flow velocity.

Assumptions used to simplify the model were presented in Chapter 2. However, the
validity of these assumptions has not yet been addressed. It is anticipated that an examination of
these assumptions will help to understand the actual experimental results. The difficulty in
comparing the simulated results with actual experimental results arises from conditions in the
actual experiment that are not easily simulated. From the results presented above, the reactant ion
peak (RIP) was the most prominent feature of the recorded CIMA spectra. Although not modeled

in the simulation, this peak was always present in CIMA as well as in traditional IMS spectra.
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Another example is the noise that is present in real systems, which was not present in the
modeled system. The effect of gas type on CIMA performance was not considered in the
simulated system. Finally, under actual experimental conditions, ion clusters are real and present,
but were not considered in the simulations.

In this simulation, samples were introduced as an injection plug similar to a pulsed ion
injection process. In contrast, the actual experiment involved continuous sampling of ions.
Furthermore, in the simulation, the analyzer volume was defined using walls, W; and W,
(Chapter 2), however, in the actual CIMA design, there were no walls to define the analytical
volume. How this affects the final experimental results vis-a-vis the modeled results must be
investigated further.

Conclusions. The numerical analyses seams to suggest that narrow peaks and, hence,
high resolution are possible even at low counter-gas flow velocity and weak electric field.
Obviously, the simulations do not adequately represent what actually takes place in an

experiment.

4.10 Ion Transient Time Determination

The ion transient time (also called the residence time) is the time it takes an ion to travel
from the ion source to the detector. In conventional IMS, pulsing of the ions into the drift region
makes it easy to determine this property. In the wind tunnel CIMA, continuous sampling of the
ions makes direct determination difficult to do. However indirect calculation of this property can
be done using the electric field strength in the vertical direction and the mobility constant of the
analyte.

Ton drift velocities were determined from the electric field, E (in V cm™) and ion reduced

mobility constants, Ky (Cm* V' s™)
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v, =K, *E 4.1)
The transient time, 7 (s), was then determined from the drift velocity, vy (cm s™), and the analyzer

height, d (cm), from
I=— (4.2)

Determination of the transient time of an analyte in the wind tunnel CIMA enabled
comparison with conventional IMS, to see if there is a trend or relationship between the
resolution and the transit time. Table 4.8 lists the electric field strengths in the vertical direction,

E, (y-axis), of the wind tunnel CIMA. This is the field that is used to transport the analyte to the
detector. As overall analyzer electric field becomes more inclined, the £, component becomes

greater. This greater field drives ions faster to the detector. Table 4.9 lists the velocities of the
ions corresponding to the electric fields in Table 4.8. The ion velocity increases as the electric
field becomes greater. Table 4.10 lists the transient times that correspond to the velocities in
Table 4.9. As ion velocity increases, ion transient times becomes shorter, and it takes less time
for the ions to reach the detector.

Figure 4.37 illustrates a trend to shorter transient time as the vertical electric field
increases. This figure is comparable to Figure 4.23, which shows increasing resolution as the
vertical field increases. Thus, shorter transient time leads to higher resolution. Shorter transient
time requires a smaller analyzer and/or increased electric field. The need for shorter transient
time again supports the need for a higher or stronger electric field. The transient times reported

here are much longer than those of conventional IMS, i.e., 5-8 ms.
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4.11 Ton Lifetime Determination

The spatial dispersion of ions by diffusion through gas to fill the analyzer volume is
important in determining the relationship between ion diffusion and the transient time. The
lifetime, 7, is the time it takes a diffusing ion packet to fill the analyzer volume or space Thus, to
have spatial resolution of component ions in a system, this lifetime must be longer than the
transient time.

Table 4.11 lists the calculated lifetimes for four of the sample ions (acetone
ethylbenzene, pyridine, and toluene) used in previous experiments. A comparison of the transient
times and lifetimes of the ions shows that the transient times are considerably shorter than the
lifetimes of the ions which should lead to good spatial resolution of the peaks. However, the
lifetimes are close to the experimental analysis times, which were 20 and 25 s. Furthermore, the
analytes in Table 4.11 have very close transient times, and should all arrive at the detector at
approximately the same time. Reducing the analysis time as well as using higher electric field
and counter-gas flow velocity should improve the resolution of the peaks.

For a rectangular cross-section like the analyzer region of the CIMA, the following

equation was used to calculate the lifetimes of the ions

(1,1
. [Dﬁ (az - j] (43)

where D is the diffusion coefficient in cm® s™', and a and b are the height and width of the test

region, which were 5.08 cm and 10.2 cm, respectively.

158



651 -

Table 10.8 Calculated electric field in the vertical y-axis of the wind tunnel CIMA as the ground common position is shifted and the
field becomes more inclined.

Electric Field in the Vertical Direction (£ ) (V em™)

AV Between 0.500” (C) 1.00” (D) 1.50” (E) 2.00” (F) 2.50” (G) 3.00” (H) 3.50” (1) 4.00” (J)
Electrodes
10.0 18.8 353 46.2 543 59.7 63.6 66.5 68.4
20.0 37.7 70.7 93.7 107 118 126 132 135
30.0 56.5 107 141 165 182 191 210 210
40.0 753 142 188 220 242
50.0 94.2 177 215 251
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Table 10.9 Calculated velocity of acetone corresponding to the electric field in Table 4.9. This is the velocity of the ions as they travel
from the injector to the detector.

Velocity of Acetone Ions in the Vertical Direction (cm s™)

AV Between 0.500” (C) 1.00” (D) 1.50” (E) 2.00” (F) 2.50” (G) 3.00” (H) 3.50” (D) 4.00” (J)
Electrodes
10.0 40.1 75.3 98.4 116 127 136 142 146
20.0 80.2 151 200 229 251 268 280 288
30.0 120 227 299 352 387 408 426 448
40.0 160 301 399 469 516
50.0 201 376 457 535
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Table 10.10 Calculated transient time of acetone. This is the time it takes for acetone ions to reach the detector from when they enter
the analyzer.

Transient Time of Acetone in the Vertical (y-axis) Direction (ms)

AV between 0.500” (C) 1.00” (D) 1.50” (E) 2.00” (F) 2.50” (G) 3.00” (H) 3.50” (I) 4.00” (J)
electrodes
10.0 127 67.0 52.0 44.0 40.0 27.0 36.0 35.0
20.0 63.0 34.0 25.0 22.0 20.0 19.0 18.0 18.0
30.0 42.0 22.0 17.0 14.0 13.0 12.0 12.0 11.0
40.0 32.0 17.0 13.0 11.0 10.0

50.0 25.0 13.0 11.0 9.00
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Figure 10.37 Graphical representation of the trend in transient time in ms as the ratio between
the horizontal and vertical fields approaches 0.5 and the voltage is increased across the analyzer.
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Table 10.11 Transient times, reduced mobilities, and lifetimes of analytes used in test

experiments.
Compound Ko, (cm® V's™) Transient Time (ms) Lifetime, 7 (s)
Acetone 2.13 13 24
Ethylbenzene 1.97 14 26
Pyridine 1.84 15 28
Toluene 1.87 15 28
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Chapter 5
Prediction of Gas-phase Reduced Ion Mobility Constants (Ky)

5.1 Introduction

This chapter reports the development of a model for the prediction of reduced mobility

constants, K. As discussed in Chapter 1, the mobility constants of a gas is related to its

molecular structure according to the equation

1 1
K:3—q(2—ﬂj2(m+MJ2L 51
16N\ k7 ) UmM ) @,

where ¢ is the ion charge, N is the drift gas density, k& is Boltzmann’s constant, 7 is

temperature in Kelvin, m is the mass of the ion, M is the drift gas mass, and €2, is the collision
cross section. Since €, is determined by the size, shape, and polarizability of an ion, it follows

that a relationship between structure and K exists.'

Since the introduction of IMS, there have been efforts to understand the physical and
chemical processes that occur in the system,” especially the relationship between ion mobility
and structure. Efforts to relate mobility to ion mass have been successful for some homologous
series of organic compounds. Quantitative structure-property relationships (QSPRs) are now
being employed to predict mobility constants from the structures of the ions.

We evaluated the possibility of predicting gas-phase reduced mobility values, Ky, of ions
based on multiple physical (e.g., topological and electronic) properties of the ions. The ability to
predict K values is important for several reasons. First, there are limited experimental K, values

that have been published. Second, predicted K values provide an initial value for algorithms
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used to calibrate instrument-specific measurements. Finally, a prediction equation could provide
valuable insight into the principle dynamics that have the greatest effects on ion mobilities.

There are two primary methods reported in the literature for determining or calculating
gas-phase K values: a fitting procedure’ and a neural network (neural net) computer model."*
The latter model, developed by Jurs ef al., was able to predict K, values with over 99% accuracy
for a defined set of relatively simple compounds' and a somewhat lower (i.e., 91.1%) accuracy
for an expanded set containing more diverse compounds.* The regression step of Jurs fit to these
data had an R of 88.7%. The neural net adjustments were able to improve this fit to 91.1%.
Despite this reasonably good level of predictability, the model has two shortcomings for practical
use. First, because it is based on a trained neural network, it requires a training set of
experimentally measured K values to hone its predictive accuracy. This training optimizes the
parameters used in future predictions but limits extrapolation to new molecule types.

A second shortcoming of neural nets, in general, is the difficulty often experienced in
interpreting the prediction model. The weights and node links of neural nets are constructed to
optimize predictions by specific criteria, however, without providing the user a method of
relating inputs to predictions.

In constructing their neural net, Jurs ef al.* initially identified a set of six measures that

had the greatest predictive capability for K, when used as regression variables in a fitted multiple

regression. We used their regression equation as a starting point for our prediction model.

5.2 Prediction Model

The ion cross section, Qp, is related to K as given by the expression in Equation 5.1
above. The mobility of a polyatomic ion depends on its average collision cross section, Qp,

which in turn depends on various characteristics of the ion (i.e., size, shape, and charge
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distribution) and the neutral buffer gas molecules (i.e., size, shape, and dipole or quadrupole
moments). Our prediction model is based on these cross-section characteristics.

Six parameters or “descriptors” used by Jurs ef al. were also used by us in our model; five
were topological and one was electronic. These indexes, which include KAPA-3, V1, Qneg,
2SP2, NO, and TPT-3, were manually calculated according to the equations reported by Jurs et
al.,"* except for Qneg and WTPT-3, which are described below (see Appendix C for a detailed
description of equations used to calculate these parameters).

According to Wessel and Jurs,' KAPA-3 is an index that describes the molecular shape of
compounds corrected for the presence of heteroatoms. V1 is a valence connectivity index that
describes the molecular connectivity of the compound, taking into account the type of bond that
connects each atom.* 2SP2 is a descriptor that accounts for the total number of sp*-hybridized
carbon atoms that are attached to two other carbons and one hydrogen in the structure.* NO is
simply the number of oxygen atoms in the structure.

Qneg, the charge on the most negative atom, was calculated using a computer program
(NWChem, version 4.5 on an IBM SP2 Power3).” Computation of partial atomic charges is more
difficult than other electrostatic quantities, such as dipole moment, because atomic charges could
not be measured, leaving no basis for comparison to experiment. It is well known that simple
methods for calculating charges, such as Milliken charges, are not reliable and are dependent on
the basis set. A recent article compared methods of calculating partial charges.® We were
interested in selecting a method that would provide consistent results over a range of atom types
and molecules, could be correlated with known ion mobility data, and would use a readily

accessible code so others could easily perform similar calculations. Fitting tests showed that
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electrostatic potential charges computed by the NWChem program provided consistent
agreement with measured quantities.

The geometries of the ions were optimized according to the Hartree-Fock ab initio
method, with either a 3-21G* basis set (for first-row elements) or a LANL2DZ ECP basis set
(for transition metals). Calculation of the partial charges was then performed according to the
ESP electrostatic potential fitting method using either 6-311G* or LANL2DZ basis sets. These
results provided maximum negative charges, which led to the best agreement between calculated
and measured K, values.

WTPT-3, the sum of weighted path lengths, accounts for the contribution of heteroatoms
to the overall geometry and shape of the hydrocarbon skeleton of an ion. Following the lead of
Jurs et al., a pure hydrocarbon was assigned a value of zero. This was not entirely consistent with
the original Randi¢ index,” which has a nonzero value for hydrocarbons. In this work, WTPT-3
was modified to follow the Randi¢ algorithm’ more closely. Heteroatoms were assigned nonzero
values, and the sum of weighted path calculations was carried out starting from the heteroatoms.

Initially, we tried a simple multiple regression model, which included the six variables
plus an intercept on the data used by Jurs et al. This model worked well (R* = 88.7%) for many
organic ions, i.e., aliphatic hydrocarbons and certain aromatic and cyclic structures containing
electronegative atoms such as O, N, halogens, and certain forms of S. However, the model in its
current form is less predictive for mobilities of compounds containing P, As, and certain forms
of S. Therefore, the ions of interest in this study (Table 5.1) were divided into eight groups, as

listed in Table 5.2, and a specific index value was calculated for each of these groups.
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Table 11.1 Experimental and predicted K, values used in developing the prediction model®

Exptl Reference
Compounds K, Predicted K,

Carbonic dichloride 2.77 2.72 1
Nitrochloroform (Chloropicin) 2.70 2.74 1
Chloroacetophenone 2.66 2.01 1
Hydrogen cyanide 2.50 2.39 1
Cyanogen chloride 2.50 2.59 11
3-Xylybromide (3-Methyl benzyl bromide) 247 2.03 1
Acetone 2.13 2.06 4
Ethanol 2.06 2.04 4
Acetic acid 2.03 2.03 4
Pentane 2.02 2.05 4
2,2,3,3-Tetramethylbutane 2.02 1.93 4
n-Hexane 2.00 1.93 4
tert-Butylamine 2.00 1.92 4
2-Butanone 2.00 1.93 4
2-Propanol 1.98 1.97 4
Ethyl ester 1.98 1.95 4
1,2,4,5-Tetramethylbenzene 1.98 1.76 4
Glutaraldehyde 1.97 1.85 4
Ethylbenzene 1.97 1.95 4
Cycloheptane 1.96 1.95 4
0-Xylene 1.96 1.94 4
m-Xylene 1.96 1.88 4
Methylcyclohexane 1.95 1.95 4
Triethylamine 1.95 1.96 4
2,4-Lutidine 1.95 1.96 4
Ethylcyclopentane 1.94 1.95 4
Propionic acid 1.94 1.91 4
Benzene 1.94 2.12 4
Propanal 1.93 2.00 4
2-Methylpropanal 1.93 1.97 4
Propanol 1.93 1.91 4
Ethyl acetate 1.93 1.89 4
n-Butylamine 1.92 1.85 4
3-Methylhexane 1.91 1.88 4
Dimethyl methylphosphonate 1.91 1.67 4
2-Methylhexane 1.90 1.82 4
n-Heptane 1.90 1.87

Diisopropylamine 1.90 1.79 4
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Butylbenzene
2-Pentanone

3-Pentanone
1,3-Dimethylcyclohexane
1,2-Dimethylcyclohexane
Methyl isobutyrate
Propyl methanoate
Toluene
1,2,4-Trimethylbenzene
Ethylcyclohexane
Di-n-propylamine
Isobutyric acid

Methyl butanoate

Ethyl propanoate
2-Ethoxyethl acetate

2-(2-Hydroxyethyl)pyridine

Aniline

Cumene

Napthalene

2-Butanol
Propylbenzene
Benzaldehyde
2-Ethyl-1-hexane
Isoamylamine
2-Methyl-1-propanol
3,3-Dimethyl-2-butanol
2,4,6-Trimethylpyridine
Cyclohexanone
Cyclohexene

Isopropyl acetate
Butanal
2-Methyl-2-propanol
Chlorobenzene

2,2 ,4-Trimethylpentane
2,2-Dimethylhexane
Methyl tert-valerate
Cyclohexylamine
2-Methylcyclohexanone
4-Methylheptane
3-Methylbutanal
2-Methylbutanal
N,N-Dimethylaniline
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1.89
1.88
1.88
1.87
1.87
1.87
1.87
1.87
1.87
1.86
1.86
1.86
1.86
1.86
1.86
1.86
1.86
1.86
1.86
1.85
1.85
1.85
1.84
1.84
1.84
1.84
1.84
1.84
1.83
1.83
1.83
1.83
1.83
1.82
1.82
1.82
1.82
1.82
1.81
1.81
1.81
1.81

1.79
1.84
1.91
1.82
1.85
1.90
1.91
1.88
1.82
1.89
1.80
1.89
1.87
1.84
1.75
1.81
1.87
1.87
1.85
1.84
1.86
1.93
1.67
1.78
1.88
1.77
1.87
1.85
1.98
1.83
1.94
1.91
1.98
1.74
1.76
1.86
1.71
1.80
1.78
1.87
1.92
2.09
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2-Methylheptane
n-Octane

Methyl anteisovalerate
Pentanal

o-Toluidine
Dicylopentadiene
2-Hexanone
2-Methyl-3-hexanone
Ethyl butanoate
n-Amylamine
2,5-Dimethyl-1,5-hexadiene
Isopropylcyclohexane
3-Pentanol
3,5,5-Trimethyl-1-hexene
Propylcyclohexane
Propyl propanoate
4-Heptanone

p-Cymene
3-Methylcyclohexanone
4-Methylcyclohexanone
Isobuthylbenzene
tert-Butyl acetate
sec-Butyl acetate
3-Heptanone
sec-Butylbenzene
2-Ethylbutanioc acid methyl ester
Benzyamine
2-Methylpentanal
n-Nonane

Isobuthyl acetate
2-Methylpentanoic acid methyl ester
2-Methyl-1-butanol
Isoamyl alcohol
3-Methyl-5-hexanone
Biphenylene

Propyl butanoate
3-Hexanol
Diisobutylamine
5-Methyl-2-hexanone
3-Octanone
N,N-Diethylaniline

Hexanal
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1.80
1.80
1.80
1.80
1.80
1.79
1.79
1.79
1.79
1.79
1.78
1.78
1.78
1.77
1.77
1.77
1.76
1.76
1.76
1.76
1.75
1.75
1.75
1.75
1.75
1.74
1.74
1.73
1.72
1.72
1.72
1.72
1.72
1.72
1.72
1.71
1.71
1.70
1.70
1.70
1.70
1.69

1.74
1.77
1.81
1.85
1.85
1.72
1.76
1.76
1.76
1.76
1.73
1.79
1.83
1.69
1.79
1.77
1.73
1.74
1.77
1.78
1.81
1.76
1.77
1.71
1.81
1.77
1.91
1.83
1.70
1.76
1.75
1.81
1.78
1.73
1.80
1.68
1.73
1.75
1.70
1.64
1.88
1.78
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Tri-n-propylamine 1.69 1.68 4
2-Hexanol 1.69 1.67 4
2-Heptanone 1.69 1.61 4
Butylcyclohexane 1.68 1.70 4
3-Amyl acetate 1.68 1.71 4
n-Hexyamine 1.68 1.68 4
Butyl propanoate 1.68 1.69 4
Methyl hexanoate 1.68 1.69 4
Isopropyl methylphosphonofluoridate 1.68 1.66 1
Methyl isocaproate 1.67 1.71 4
Di-n-butylamine 1.67 1.66 4
tert-Amyl alcohol 1.67 1.76 4
sec-Amyl acetate 1.66 1.70 4
2-Ethyl-1-butanol 1.66 1.84 4
Isoamyl acetate 1.64 1.66 4
n-Decane 1.63 1.61 4
Ethy! hexanoate 1.63 1.60 4
Hexanol 1.62 1.68 4
Dichloro-(2-chlorovinyl) arsine 1.62 1.59 11
Heptanal 1.60 1.69 4
2-Octanone 1.60 1.60 4
Methyl heptanoate 1.60 1.61 4
Mesitylene 1.60 1.80 4
p-Diisopropylbenzene 1.59 1.67 4
n-Heptylamine 1.58 1.60 4
Ethyl N, N-dimethylphosphoroamidocyanidate 1.57 1.74 11
Heptanol 1.54 1.59 4
Pinacolyl methylphosphonofluoridate 1.52 1.61 12
Octanal 1.51 1.61 4
Diethyl phthalate 1.49 1.60 4
Octanol 1.47 1.51 4
Ethyl octanoate 1.47 1.43 4
Tri-n-butylamine 1.46 1.54 4
Nonanal 1.44 1.52 4
Nonanol 1.40 1.43 4
Decanal 138 1.44 4
Decanol 1.34 1.35 4
Parathion 1.27 1.10 13
o-Ethyl-S-(2-diisopropylaminoethyl) methylphosphonothiolate 1.23 1.38 12

*This list of compounds includes those used by Jurs and coworkers,’ plus a number of others of
current interest to the authors
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Table 11.2 Grouping of compounds according to structure.

Alkanes

Alkanes with heteroatoms (mainly O and N)
Cyclic alkanes

Cyclic alkanes with heteroatoms (mainly O and N)
Aromatic compounds

Compounds containing As and Cl

Compounds containing halogens, N, and O
Compounds containing S, Cl, and O

Compounds containing P, S, O, F, and N
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5.3 Results and Discussion

Although, there is a reciprocal relationship between ion cross section and Ky, as shown in
Equation 5.1, we modeled the relationship between the various topological parameters
representing ion cross section and observed K values as a linear relationship in order to gain
insight into the principle dynamics that have the greatest effects on K. The measured parameter
values were multiplied individually by the coefficients listed in Tables 5.3 and 5.4 to derive a
predicted value of the inverse of the cross section. The R* value (80.1%) reported at the bottom
of Table 5.3 is a measure of the goodness of fit of the model. The square root of this value (i.e.,
0.895) is the correlation between the predicted and observed K, values.

Nearly the same level of predictability as attained by Jurs et al. was obtained in this
study. However, we included a more extensive and diverse list of 162 ions. We observed that
two compounds, i.e., chloroacetophenone and 3-xylyl bromide (3-methylbenzyl bromide) have
very large residuals and, when they were taken out of the pool (Figure 5.2; see Figures 5.1-5.6),
the predictability improved to an R” value of 87.4%. As noted earlier, Jurs et al. attained a
regression line with an R value of 88.7%, albeit for a less diverse set of ions.

The less than perfect predictability of Ky values is due to the limitations in the descriptors
that are available for use in the model. The topological indexes used here were originally
designed for hydrocarbons and only later corrected to account for the addition of halogens and
heteroatoms such as O, N, P, and S. Thus, use of the same descriptors for compounds for which
they were not designed would be expected to exhibit some limitations. In the predictions of Jurs
et al., the Randi¢ index was modified from its original form. This modification was a data centric

adjustment, which means that the modification was based on actual ion mobility data
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Table 11.3 Estimated coefficients of parameters from regression analysis. &b

Predictor Coefficient Standaard Error Number of Compounds
Constant 2.464 0.041 all
Vi -0.131 0.011 all
NO -0.131 0.014 all
2SP2 -0.003 0.005 all
QNEG 0.401 0.040 all
Kappa 3a‘ -0.016 0.004 154
Kappa 3b° -0.253 0.027 8
WTPT 1¢ 0.090 0.009 114
WTPT-PSO’ 0.031 0.006 6
WTPT 2¢ 0.128 0.016 42

*Coefficient in column 1 implicitly define %2 as given in equation 5.1.
D

°R*=80.1%

‘Kappa 3a are Kappa 3 values for hydrocarbons, cyclic hydrocarbons, hydrocarbons with
heteroatoms, cyclic hydrocarbons with heteroatoms, aromatics and other compounds
containing, P, S, O, F, and N atoms. Kappa 3b are Kappa 3 valus for all others.

YWTPT 1 are WTPT index values for hydrocarbons with heteroatoms, cyclic hydrocarbons with
heteroatoms and aromatics.

WTPT-PSO is WTPT index for compounds containing P, S, O, F, and N atoms.

WTPT 2 includes the WTPT index values for all other compounds.
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Table 11.4 Estimated coefficients of parameters from regression analysis of the data used in
Table 5.3 after elimination of data for chloroacetophenone and 3-xylyl bromide®

Predictor Coefficient Standard Error Numbers of Compounds
Constant 2.457 0.030 all
V1 -0.130 0.008 all
NO -0.114 0.011 all
2SP2 -0.010 0.004 all
QNEG 0.368 0.030 all
KAPA 3a° -0.016 0.003 152
KAPA 3b° -0.248 0.20 8
WTPT 1° 0.073 0.006 112
WTPT-PSO® 0.025 0.005 6
WTPT 2°¢ 0.125 0.012 42

‘R2 =87.4%

PK APA 3a are KAPA 3 values for hydrocarbons, cyclic hydrocarbons, hydrocarbons with
heteroatoms, cyclic hydrocarbons with heteroatoms, aromatics, and other compounds

containing P, S, O, F, and N atoms.
KAPA 3b are KAPA 3 values for all other compounds.

‘WTPT 1 are WTPT values for hydrocarbons with heteroatoms, cyclic hydrocarbons with

heteroatoms, and aromatics.
WTPT-PSO are the WTPT values for compounds containing P, S, O, F, and N atoms.
WTPT 2 are WTPT values for all other compounds.
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Figure 11.1 Plot of predicted Ky vs experimental K values using all compounds (Table 5.4
coefficients).

177



-
= |
L
L
w2
~d
X
§®)
9 = _] _'_‘ +?
(@) " ?
O %
o) of T +
o
T =+ ’
L
&>
= _]
I I I I I
10 15 20 25 30

Experimental K,

Figure 11.2 Plot of predicted K vs experimental K, values after omitting data for
chloroacetophenone and 3-xylylbromide (Table 5.5 coefficients).
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Figure 11.3 Plot of predicted K vs experimental K, values for groups 1 and 2 of Table 5.2.
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Figure 11.6 Plot of predicted K, vs experimental K, values for groups 7 and 9 of Table 5.2.
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and not entirely on topological considerations. This gave the index more predictive power but
made it difficult to predict mobilities for compounds for which the training set was not
applicable. The version of the Randi¢ index used in this work is readily obtainable for new
compounds.

In this study, we allowed the descriptors KAPA 3 and WTPT to be different for the eight
different groups of compounds (Table 5.2). In the analyses, we discovered that the eight groups
could empirically regroup into two clusters with respect to KAPA 3. The groups in the same
clusters showed the same KAPA 3 effect on mobility. These clusters are identified in Tables 5.3
and 5.4. For a molecule in a particular cluster, the KAPA 3 values are as specified in Tables 5.3
and 5.4. The same is true for the WTPT index, which this time has three clusters. Again the
groups may be grouped into three clusters, although different from the clusters identified for
KAPA 3. Groups in the same cluster show the same effect of WTPT on mobility as described in
Tables 5.3 and 5.4.

The estimate of the standard error, SE = 0.028, indicates that there is a significant level of
uncertainty in the predictions. Note that this is not the standard error of prediction, but the
standard error of the fit. The standard error of prediction depends on the value of the index of the
compound for which the mobility is to be predicted. Table 5.1 gives the observed and fitted
values for each compound and also the standardized difference in fit. This standardized
difference is the number of standard deviations for the particular values of the regression
variables by which the predicted and observed values differ. For a few of these cases, values of
this standardized difference that are much greater than 2 in absolute value indicate a very poor

prediction.
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Table 5.5 shows the R* values for the first six groups of Table 5.2; calculation of the R
values for the remaining three groups was not possible as experimental K, values for the
compounds in these groups were not available. As the table shows, our model is quite good for
compounds in group 3, i.e., hydrocarbons with a heteroatom. Group 5 gave an R* value of zero.
The R* value could have resulted from five compounds in Table 5.6 that gave high residual
values, which could partially explain the low R* value. Groups 1, 3, and 6 of Table 5.5 have 16,
12, and 6 compounds; this could explain why they have low R” values.

However, the true predictive power of this model could only be tested with more
experimentally determined K, values for compounds in the groups. Group 3 has a high R? value,
where there are 95 compounds in this group.

Accuracy of measured K, values depends greatly on the experimental conditions,
instrumentation, and reproducibility of measurements. Until recently, adequate care was not
taken to ensure that mobilities were accurately measured. This is evident in the data in the
literature, as there is considerable variability in K, values even for frequently measured
compounds. Although, the variation may appear small to the casual observer, the observed level
of uncertainty is too large for prediction with high certainty.

A high level of variation can be seen from Table 5.7 using data for benzene, toluene,
aniline, and 1-octanol taken at the same temperature.® Some of these measurements were
reported in the same publication. What is not apparent in these studies are the experimental
conditions with the exception of temperature. Ionization method and vapor pressure also play
key roles in this regard. Clustering of primary product ions may also lead to variation in these
measurements. Thus, introducing a chemical to standardize Ky measurements as proposed by

Eiceman et al.’ will help to resolve some of these problems.
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Table 11.5 R? Values for different groups”.

Group R’
Hydrocarbon 0.562
Cyclic hydrocarbon 0.569
Hydrocarbons with heteroatom 0.920
Aromatic compounds 0.342
Cyclic hydrocarbons with heteroatom 0.000
Compounds containing P, S, O, F, and N 0.448

*Experimental measured K, values were not available for compounds in three of the groups; thus,
R? values could not be calculated for them.
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Table 11.6 Unusual observations (residual for outliers).

Compound Residual
N,N-Dimethylaniline -2.83
Mesitylene -2.02
1,2,4,5-Tetramethylbenzene 2.24
Chloroacetophenone 6.71
3-Xylyl bromide 4.57
Parathion 2.23
Dimethyl methylphosphonate 2.52
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Table 11.7 Data for some compounds that show variation in measured K, values

Compound Ko (cm® V' s Temp (°C)
Benzene 2.00 50
Benzene 2.22 50
Benzene 222 50
Benzene 222 50
Benzene 233 150
Benzene 245 150
Benzene 248 150
Benzene 2.26 150
Benzene 2.08 150
1-Octanol 0.98 22
1-Octanol 1.12 22
1-Octanol 1.21 22
1-Octanol 1.46 22
1-Octanol 1.53 22
1-Octanol 1.88 22

Aniline 1.93 200
Aniline 2.00 200
Aniline 2.07 200
Aniline 1.95 200
Aniline 1.83 140
Aniline 2.00 140
Aniline 2.06 140
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One other topological characteristic that would likely improve our ability to predict K is
compound symmetry. From a physical and, perhaps, chemical point of view, the symmetry of a
compound would affect its mobility and its ability to polarize the buffer gas.

5.4 Conclusions

A simple model for calculating and predicting reduced mobility constants was described.
Unlike methods that use neural networks, this model relies solely on the structure of the
compounds with a predictability that is as good as those that use neural networks when applied to

a more diverse set of compounds than others have reported.
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Chapter 6
Conclusions and Recommendations for Future Work

6.1 Conclusions

Efforts to improve the resolution of IMS are on-going. This is necessary for IMS to reach
its full potential, even though it has other attractive features such as high sensitivity, excellent
detection limits, simplicity of instrumentation, miniaturizability, and simplicity of interfacing.
While others have tried to increase the resolution by improving the instrumentation and
electronics, this dissertation describes a different approach called counter flow ion mobility
analysis (CIMA) which uses a high velocity counter-flow gas as an opposing force to the electric
field driving force.

A partial differential equation was used to represent the CIMA operation, and numerical
analysis was employed to solve the equation, choosing parameters that made the flow velocity
component the dominant process. Results of this analysis predicted a resolution of over 1000.

A prototype CIMA using a wind tunnel design was fabricated and tested. The results
indicated that high gas flows of uniform velocity (plug flow) and high electric fields were needed
for the high resolution predicted from CIMA modeling. A plug gas flow profile as well as an
inclined electric field were also required. The inclined field served a dual purpose; when
resolved into horizontal and vertical components, the horizontal field was used to counter the
effect of the gas flow, while the vertical field was used to transport ions from the point of
injection to the detector.

The results indicated that resolution increased when (1) the ratio of the horizontal to
vertical electric fields approached 0.5 and (2) very high electric fields close to those used in the

modeling were employed. The modeling field was over 3000 V ¢m™. The resolution should be
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further increased as the power supply scan rate increased. The power supplies used were made
for static mode operation, and attempts to use them in the scanning mode were not very
successful.

Preliminary results using volatile organic compounds (VOC) such as acetone in a
nitrogen counter-flow gas showed that ions could be detected. When analyzing organic
compounds such as trichloroethane, toluene, ethylbenzene, pyridine, chlorobenzene, ethylene
chloride, and benzyl alcohol with a counter-flow gas of helium, two peaks appeared, the first
peak being the analyte and the second the reactant ion (RIP). When a mixture of these volatile
organics was prepared and tested, multiple peaks were seen in the ion mobility spectrum

showing that separation is possible with the CIMA instrumentation.

6.2 Recommendations for Future Work

Wind Tunnel Analyzer Size. The prototype CIMA wind tunnel analyzer used in this
work was quite large. Thus, the first obvious challenge is to reduce its size, so it can compete
with other conventional bench—top analyzers. The current size was dictated by the first analyzer
region design that employed vectorial electrodes discussed in Chapter 4. In that design, two
electrodes 3.00” apart were used to determine the effective analyzer volume, but additional
evenly spaced electrodes were needed to help straighten the electric field lines. This led to the
rather large size of our prototype instrument.

Since the analyzer size is determined by the test region, the new PC board configuration
makes it possible to significantly reduce the size. This reduction in size should provide
significant improvements. The current length of the test region can be reduced to half its size for

better functionality.
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Effect of Size Reduction. Reducing the size of the wind tunnel will affect two core
features that determine the analyzer resolution: gas flow velocity and electric field. Using the
same fan volumetric flow, a reduction in the area of the analyzer will lead to an increase in linear
velocity of gas flowing through the analyzer region, which is needed to produce higher
resolution. The electric field will be affected in the same manner; a shorter length with the same
voltage will lead to a higher electric field. A shorter drift distance will further give diffusion less
time to occur, thereby increasing the resolution.

Another consequence of higher electric field that should be explored is the spacing of the
conductive electrode traces on the PC board. There is a limit on how much voltage can be
applied to the electrodes the way they are presently configured. The upper limit is approximately
140 V, since any voltage higher than that will lead to arcing and breakdown of the insulation
between the electrodes. Thus, there must be a balance between the electrode spacing and
sustained applied voltage. To circumvent this problem, a groove was created between the
electrodes by milling out part of the material. This essentially increased the distance between the
electrodes and, thus, enabled a sustained voltage of over 500 V. However, this led to some gas
flow disturbances close to the PC board surface. Fortunately, these disturbances did not penetrate
or propagate deep into the analyzer. More studies need to be carried out to determine the full

effect of the grooves, especially as they affect the sample inlet and the detector.

6.3 Recommended Dimensions for a New Wind Tunnel CIMA Design
Dimensions that allow the conditions used in the simulation are highly recommended.
An analyzer region that is 2.00” x 1.00” and approximately 3.15” long would be ideal (a short
analyzer region will reduce boundary layer separation that leads to the development of laminar

flow in the region). An applied voltage of approximately 24,000 V would provide an electric
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field of approximately 3000 V cm™ which is close to that used in the modeling. These
dimensions would allow the use of a single fan. The recommended fan is the Sunon MagLev
axial DC fan (model number KDE2412PMV1). This fan, with the new analyzer region
dimensions, would produce a gas flow velocity of approximately 50 m s. Figure 6.1 is a
schematic of the proposed new design.

In this new design, a honeycomb that has a 1/16” cell width and is 3/8” long is
recommended. Meshes with open areas of 64.8%, 62.7%, and 59.1% are recommended. The
length of the contraction region should be 6.14” with front end dimensions of 4.00” x 5.00” and
back end dimensions of 1.00” x 2.00” to give a contraction ratio of 10:1.

To sustain 24,000 V across the analyzer PCB boards, two approaches are recommended.
One approach is to separate the electrodes by 0.00800 grooves milled 0.0200” deep into the
board to increase the effective distance between the electrodes. In this configuration, there will
be 242 electrodes along the PCB plate. In the second approach, the spacing between the
electrodes would be increased by approximately 16 times to about 0.128”, which could sustain
approximately 3000 V between the electrodes. This would affect the static dissipative ability of
the plates, which would be compensated for by the very high linear velocity of the counter-flow
gas that would move the ions quickly away from the analyzer. A clean plate surface would help
prevent breakdown and charge leakage between electrodes. With this configuration, there would
be 23 electrodes along the PCB plate with the middle electrode grounded.

The diffuser region would be 11.76” long. This is much shorter than the present design.
The cone shaped diffuser would have angles of 6.6° and 9.0°, respectively. The entire length
would be 21.1”. This new design should minimize the volume of counter-flow gas used and

achieve much better results than the current design.
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6.4 Diffuser and Fan

The rectangular nature of the analyzer region affects the shape and perhaps the
performance of the diffuser region. A rectangular shape requires steeper diffuser angles than a
square shape for the same analyzer length. Although the reason for a rectangular shape has been
well articulated, it is recommended that a square design also be tested to determine the wall
effects, if any, on the performance of the analyzer. This will help determine which shape
provides the best performance and minimum size

The stability of the gas flow, or instantaneous variation, is affected by the stability of the
fan motor and the overall stability of the blades during operation. In this work, slight variations
in the gas flow profile hurt the performance. The fan is an open-loop device, thus any variation
in voltage or load applied to the motor will adjust the speed. It is recommended that a feedback
system be incorporated into the fan circuitry to stabilize the rotational speed of the motor. The

problem with commercially available fans is that they are not built for CIMA operation.

6.5 Number of Meshes

When the wind tunnel analyzer was first tested, the contraction region had three meshes.
However, two additional meshes were added, with two sandwiching the honeycomb. The five
mesh arrangement produced a more stable gas flow and improved the linearity of the flow
velocity versus the fan operating voltage. Unfortunately, more meshes required the use of fans
with larger volume flow and back pressure. In optimizing the analyzer, the minimum number of

meshes that would aid in stabilizing the flow in the analyzer region will have to be determined.
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6.6 Materials and Machining

As was discussed in Chapter 4, aluminum was used in the contraction region, plastic and
fiber glass in the analyzer region, and sheet metal in the diffuser region. While the fiber glass and
sheet metal were smooth, the plastic and aluminum surfaces did not have a smooth enough
surface finish. This affected the flow as little disturbances were generated from the rough
surfaces. Therefore, it is suggested that the contraction region be made from perhaps a molded
plastic material with smoother surface. The same would be true for the plastic material used in

the test region.

6.7 Ionization Source Chamber

In this work a corona discharge was used. However, for non-volatile compounds, other
forms of ionization will be needed. A design change that utilizes an electric field to inject ions
into the system is recommended. By using an electric field to transport the ionized sample
instead of a carrier gas, reaction product ion peaks (RIP) will be significantly reduced if not
eliminated. However, if a carrier gas is to be used, it must be a dry gas. Investigating the use of a
membrane inlet sampling system is recommended. Use of a membrane would reduce the
concentration of sample available to the ionization source as well as reduce moisture which
would reduce the incidence of ion clustering. The present ionization chamber design should be
retained but with slight modification. The modified version should have the discharge needle

closer to the ion entrance opening in the analyzer region.

6.8 Detection System

The detector is currently exposed to both the gas flow and changing electric field, and

tests have shown that this exposure leads to detector noise. In conventional IMS, there 1s a gird
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before the faraday detector as discussed in Chapter 1. This grid is used to prevent capacitive
coupling of the ions with the detector, thus forcing the ions to reach the detector in one packet. A
similar approach is needed in this wind tunnel design. The detector should also be shielded better
from the effects of the gas flow and the electric field. Similar to aperture grids used in traditional
IMS, a dome shaped wire mesh with an applied voltage could be used to enclose the detector.

This should help decouple the ions from the detector, so that the ions detected arrive as a narrow

band.

6.9 Electrical Parts and Electronics

Power supplies with better stability when the voltage is scanned are required. Variations
that result from this instability create perturbations of both gas flow and electric field.
Commercial DC power supplies are built for static mode operation, and are not suited for CIMA
operation. A custom built dedicated power supply that takes into consideration the requirements
for fast scan response time, voltage stability, and very little or no hysteresis, and can output up to
+ 15 kV is needed to help with noise reduction. This built power supply should be equipped with

effective filters to reduce noise.
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Appendix A

List of Acronyms and Symbols

IMS Ion mobility spectrometry
ppm Parts per million

ppb Parts per billion

K Mobility constant

K, Reduced mobility constant
E Electric field

v, Ion drift velocity

pA Pico-ampere

nA4 Nano-ampere

ms Millisecond

t, Ion drift time

T Temperature in Kelvin

P Pressure in torr

PDMS Polydimethylsiloxane
keV Kilo electron volts

63Ni Nickel-63

mCi Millicurie

CD Corona discharge

DC Direct current

kV Kilo volts

mm Millimeters

ESI Electrospray ionization

H Hydrogen

R Alkyl group

MALDI Matrix assisted laser desorption ionization

Charge on ion

Number density of buffer gas

Reduced mass of colliding ion-molecule pair
Boltzman’s constant

Ion collision cross section

Mass of buffer gas ion

Mass of sample ion

Separation factor

Signal-to-noise ratio

Fourier transform

Ion spectral width at half maximum intensity of peak
Resolution

Length of drift tube
Gas chromatography

N

N

Q< mAag R <
2 zsggesgprn
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Mass spectrometry

Volatile organic analyzer

Liquid chromatography
Supercritical fluid chromatography
Environmental vapor monitor
Micrometer

Chemical agent detector

Chemical agent monitor

Chemical warfare agent

High field asymmetric ion mobility spectrometry
Field ion spectrometry

Transverse field compensation sensor
Dispersion voltage

Compensation voltage

Volatile organic compounds
Differential mobility analyzer
Mobility constant

Counter or cross flow ion mobility analysis
diffusion constant

Flow velocity

Charge on ion

Sample ion concentration

Drift differential mobility analyzer
Electric field in the x direction

Electric field in the y direction

Opposed migration aerosol classifier
Field flow fractionation
Average lifetime of ions in containing vessel
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Appendix B

Definitions of Boundarys and Other Parameters Used in Fluent and Comsol Modeling

Pressure Outlet. Pressure outlet boundary conditions require the specification of a static
(gauge) pressure at the outlet boundary. The value of static pressure specified is used only while
flow is subsonic.

Pressure Inlet. Pressure inlet boundary conditions are used to define the fluid pressure at
flow inlets, along with all other scalar properties of the flow. They are suitable for both
incompressible and compressible flow calculations. Pressure inlet boundary conditions can be
used when the inlet pressure is known, but flow rate and/or velocity is not known.

Superficial Velocity. Superficial velocity is a solver parameter that fluent uses in
calculations, it is based on the volumetric flow rate and is used inside porous media (in the
modeling reported here, it was one of the default parameter used by the program).

Gradient Option (Cell Based) Solver Parameter. The gradient option function allows
you to mark cells or adapt the grid based on the gradient (undivided Laplacian) of the selected
field variables.

Wall Boundary Conditions. Wall boundary conditions allow you to specify the type of
wall. It is used to bound fluid and solid regions. In viscous flow, no-slip is enforced at walls by
default.

Laminar Viscous Model. Laminar viscosity of fluid (molecular viscosity), p, is defined
by the ratio of shear stress to the rate of shear.

Segregated Solver Parameter. The segregated solver traditionally has been used for
incompressible and mildly compressible flow. By default, Fluent uses the segregated solver. The

segregated solver solves the flow equation sequentially.
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Implicit Formulation Solver Parameters. Implicit solver option linearizes implicitly the
coupled set of governing equations with respect to all dependent variables in the set. This results
in a system of linear equations with N equations for each cell in the domain, where n is the
number of coupled equations in the set. The implicit approach solves for all variables in a cell at
the same time.

Face Zone Boundary Condition. The face zone allows you to define the property of that
face as either a fluid or a solid.

Space (Dimension). This specifies the dimensions used; in this case, 2-D was used.

Time. Time specifies whether or not the calculation is carried out in a steady state or in a
continuous mode.

Inward Current Flow. Inward current flow boundary conditions specify the normal
component of the current density rather than the complete vector. When the normal component is
positive, the current flows inward through the boundary.

Electric Potential. The electric potential boundary condition specifies the voltage at the

boundary condition.
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Appendix C

Equations Used to Calculate Topological Descriptors

KAPA 3 (Kier shape index)
o (A=3)(4-2)

T~ A is even
CP)

o (A-1)(4-3)°

A is odd
CP)’

For heteroatom correction, the equation above was modified as follows

e (A+a-3)(A+a-2)

(3P )2 A is even
+a

3K:(A+a—1)(A+a—3)2

(3P )2 A 1s odd
+a

where A is the number of atoms in the molecule, * P, is the count of contiguous 3-bond fragment

derived from molecule and « heteroatom modifier, i.e., non-carbon atom(s) in the molecule (see
Table 1).
V1 (Path 1 Valence Connectivity)

V1 is calculated from a graph theory representation of the molecule. For each vertex of
the graph there is a vertex valence (number of bonds of the atom at the vertex), denoted 0, for
the ith vertex and a set of connecting segments between the vertex and other vertexes, called

edges. The variable V1, denoted ' y in the literature, is given for hydrocarbons by
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Table 1. o based on covalent radius.

a, =(r, /rcsp3 )—1

Atom (valence state) r.( 4° ) a,
C sp3 0.77 0

Csp2 0.67 -0.13
Csp 0.60 -0.22
N sp3 0.74 -0.04
N sp2 0.62 -0.20
N sp 0.55 -0.29
O sp3 0.74 -0.04
O sp2 0.62 -0.20
F 0.72 -0.07
P sp3 1.10 043
P sp2 1.00 0.30
S sp3 1.04 0.35
S sp2 0.94 0.22
Cl 0.99 0.29
Br 1.14 0.48
I 1.33 0.73

*Schomaker, V.; Stevenson, D. P. J. Am. Chem. Soc. 1961, 63, 37.
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N, ]
r=>.65),""
s=1

where the sum is over all edges linking vertexes v; and v,. The number of edges in the graph of
the molecule is N..

For heteroatoms, the above formula is modified by changing &; to &;" where

o =Z" - h;

and where Z" is the valence of the atom in the molecule backbone structure and 4; is the number
of hydrogen atoms surrounding that atom. For all other molecules, the V1 value is zero (See
Table 2).
WTPT (Randi¢ Connectivity ID Number)

The Randic” connectivity ID number is a measure of connectivity. It is formed by

summing the connectivity weights. These weights are given by
!
w(pl) =[] w(e)
i=1

where w(e;) is the connectivity weight of the ith edge of the graph representation of the molecule.

The Randi¢ index is given by

ID=N+(%)., w(pl)

where N is the number of atoms in the molecule, p/ is the weighted path length corrected for
heteroatoms using Table 5.2, and e; (i = 1, 2, ..., /) represents a set of weighted atoms making up

the path.
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Table 2. Heteroatom valence ¢ values

Group &' Group &'
NH; 1 H;0" 3
NH; 2 4

- 3 = 5

= | i 4 =i 6

= 4 = 6
o 5 6
= 5 6

= — 5 — (-)20
I 6 — 0.690
_|= 6 — 0.254
N i 0.994 — 0.085
=T= 3.58

205



Equation Used for Mobility Calculations
The regression equation for linear mobility is
Exptl Ko =2.46-0.131 V1 - 0.132 NO - 0.00267 2SP2 + 0.401 QNEG

- 0.253 KAPA*Kbar + 0.0905 NsumW + 0.0315 WTPT-PSOFN - 0.0162 NsumK
+0.129 WTPT*Wbar

The regression equation for linear mobility with outliers 154 and 157 removed is
Mobility w/o out =2.46 - 0.130 V1 - 0.115 NO - 0.0107 2SP2 + 0.368 QNEG

- 0.248 KAPA*Kbar + 0.0730 NsumW + 0.0250 WTPT-PSOFN - 0.0163 NsumK
+0.125 WTPT*Whbar
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