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THESIS ABSTRACT

Manish Mathai

Master of Science

Department of Computer and Infomation Science

June 2018

Title: A Tile-Based Approach for Photo-Realistic Volume Rendering

Previous studies on photo-realistic volume rendering have failed to optimize

for performance with respect to the cache-hierarchy. With this thesis, we consider

a tile-based approach for photo-realistic volume rendering, in an effort to improve

cache performance and decrease overall execution time. We evaluated the algorithm

compared to the traditional approach, with workloads of varying data sizes,

resolutions, samples per pixel. Overall we ran 48 serial experiments, and found

that the tile-based approach is consistently faster than the traditional approach,

including speedups of up to 20%. Additionally we determine that the improvement

does not carry forward directly to parallel platforms like Intel TBB.
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CHAPTER I

INTRODUCTION

Volume rendering is an important visualization tool in many fields of

scientific study including medical imaging, non-destructive material inspection,

fluid simulation, etc. It enables visual understanding and exploration of scalar

fields defined over volumetric data, using 3D graphical rendering techniques.

The technique involves sampling the scalar field to render an image, and does

not generate intermediary surfaces or geometric primitives. The rendered image

represents the 3D volume as a whole and lets the viewer inspect the interiors of the

volume through use of appropriate transfer functions.

Volume rendering can achieve greater depth perception and enhancement of

internal structures by using a physically-based rendering model, which adds photo-

realism to the rendered volume. In such a model, the volume is considered to be

an inhomogeneous participating media which emits, absorbs and scatters light as

it transported through it. This resulting realistic illumination and shadows has

been shown by Lindemann and Ropinski (2011) and Ropinski, Dring and Rezk-

Salama (2010) to improve the correctness and swiftness of professional analysis of

the scientific volume data.

In recent years, physically-based rendering model has been one of the more

dominant techniques for augmenting realism in generated images. This model

mimics the physical behavior of light, at micro and macro levels, using accurate

approximations of the rendering equation, as noted by Kajiya (1986). In practice

this involved simulating the path of many rays of light through the volume, also

called the participating media. These light rays, as they pass through the volume,

are subject to physically plausible events like absorption and scattering. These
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events are governed by the properties of the volumetric data and the simulated

light sources. Since the model attempts to reflect reality, it is able to reproduce

many real world phenomenon like soft shadows, ambient occlusion, depth of field,

color bleeding, etc. without having to be explicitly implemented.

The rendering equation, while being a powerful technique, is also intractable

to solve analytically as it is a recursive integral. In practice, approximation

methods like Monte Carlo are used. Monte Carlo-based light transport has the

added benefit of being unbiased and thus retains physically accurateness of the

image.

Volumetric data sets tend to be large and often need to be loaded

completely into memory, irrespective of how much of the volume is visible or

contribute to the image due to the transfer function used. Due to the stochastic

nature of Monte Carlo methods, while tracing adjacent light rays originating from

the close points, they may travel through different parts of the volume and hence

lead to cache contention and slower performance.

Ray tracing through a volume is characterized by a highly view-dependent

data access pattern. The typical cache hierarchy of modern CPUs uses L1, L2,

and L3 caches and clearly cannot store the entire volume data in memory and

the data access patterns involved in ray tracing can cause significant cache

thrashing. Additionally, Monte Carlo methods require multiple estimate images

to be generated, requiring several passes and hence multiple loads of the volume

through the cache hierarchy.

With this thesis we introduce an improvement to photo-realistic volume

rendering which boosts the runtime of the Monte Carlo ray tracing algorithm by

upwards of 20%. In order to improve cache utilization and reduce cache thrashing,
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we split the estimates generated into tiles of sizes much smaller than the final image

and render the estimates for each tile successively. This has the effect of drastically

reducing the required volume data and thus decreases the probability of eviction.
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CHAPTER II

RELATED WORK

2.1 Foundations of Volume Rendering

Volume rendering can be achieved using image-order algorithms, which

iterate over the pixels, or using object-order algorithms, which iterate over the

volume elements. In this section, we discuss three major flavors of these algorithms

and some noteworthy extensions.

2.1.1 Ray Casting. Drebin, Carpenter and Hanrahan (1988)

presented an image-order technique for volumes consisting of a mixture of different

materials, for example bone, soft tissue and fat, with varying optical properties.

The authors used classification techniques, which are either user-provided or based

on probabilistic models, to determine the contribution of all the materials in each

volume element (voxel) as percentages. Once the voxel material compositions are

calculated, transfer functions are then used to map from material classifications

to corresponding optical properties like RGB colors and opacity, weighted by the

calculated percentages. These colors and opacity are summed up as the final voxel

color.

The final image is generated by casting rays from the viewer’s position

through each pixel, traversing the volume. As the rays pass from one voxel to the

next, surfaces between materials are detected using changes in the values between

the voxels and are used to simulate light scattering. At points of scatter, the

gradient of the neighboring voxels is used as the surface normal for diffuse shading

calculations. The resulting color is a function of the surface normal, voxel color and

the color of the light source.
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A significant addition to this algorithm was done by Mueller, Moller and

Crawfis (1999), where the voxel values were interpolated along the ray first, and

then the transfer functions were applied after the scatter point was determined.

This modification preserved higher frequency details in the voxels, which were lost

in the previous technique, and thus greatly reduced blurring in the final image.

2.1.2 Splatting. In contrast to the ray tracing approach, Westover

(1990) proposed an object-order rendering algorithm, which splats the voxels

into the image, using 3D Gaussian kernels. The kernels are weighted by voxel

values, creating 2D “footprints” of the voxels. The footprints are then composited

in back-to-front (or front-to-back) order. The algorithm has the advantage of

reduced memory footprint (via elimination of empty voxels), but it limits the use

of optimization techniques like early ray termination or adding realistic effects like

glossy reflections and soft shadows.

2.1.3 Shear-Warp Factorization. Lacroute and Levoy (1994)

introduced another object-order rendering algorithm called shear-warp

factorization, where the volume slices are transformed and resampled into an object

space that aligns it parallel to the image plane. This enables the algorithm to

render the volume using a scanline-based rasterization technique. An intermediate

but distorted image is generated, that is then warped into the final image by

applying a reverse of the original transformation. The authors presented variants

of their algorithm to accommodate parallel and perspective projections.

2.2 Photo-realism

Perception of relative importance of regions and spatial relations are

accentuated by global illumination and shadows, as noted in Wanger, Ferwerda

and Greenberg (1992). The authors demonstrated significant increase for users,
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with respect to accuracy of position, scaling and orientation detection tasks, by use

of correct shadowing cues in generated images.

High quality shadows were introduced by Lokovic and Veach (2000), for

both mesh and volumetric data, through the use of pre-filtered deep shadow maps

which exhibit faster lookups. Hadwiger, Kratz, Sigg and Bühler (2006) adopted the

algorithm to volumetric ray casting on GPUs, generating anti-aliased images using

a pre-computed lookup table.

Zhukov, Iones and Kronin (1998) introduced approximations for global

illumination through obscurances, by determining the occlusion of ambient light

at interpolated points. However, their technique does not account for indirect

illumination and only considers local geometry and thus is not physically accurate.

Our algorithm, as a direct consequence of the shadowing computation, considers

the entire volume for occlusion detection.

2.3 Cache Thrashing

3D volumes are often large, laid out in physical memory sequentially,

and are moved up through the cache hierarchy in a linear fashion. In order to

counteract the strong view-dependence of data access patterns, Parsonson, Bai,

Bourn, Bajwa and Grimm (2011) proposed subdivision and reorganization of

the data into small contiguous blocks. Their technique had the advantage of

reducing the total memory used, combining empty blocks into larger ones and

increasing cache friendliness. That said, their work required reorganizing internal

data structures, which may not be possible with in situ processing. Hence, we do

not consider their approach as a feasible optimization for this work. On the other

hand, our work can be adopted for in situ rendering of volumetric data, without

significantly impacting simulation codes.
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Casting rays through a volume requires multiple accesses per voxel. This

leads to increased main memory accesses, which slows performance. Levoy (1990)

suggested techniques like early ray termination and coherence encoding as ways to

reduce the total number of memory accesses. These techniques, however, increase

the complexity of the rendering pipeline, as they require complex pyramidal

structures to accommodate resampling.

Knittel (2000) proposed a comprehensive system called ULTRAVIS, with

many optimizations, including cache-based optimizations, specifically for Pentium

III CPUs. The system describes a special layout for volume data in main memory,

which causes frequently used data to be “locked” onto cache lines, available for

fast access. However, the approach requires extensive re-arrangement of volume

data and reduces overall cache capacity. Parker, Shirley, Livnat, Hansen and

Sloan (1998) proposed a similar technique of organizing the voxels into “bricks”

in memory, for interactive isosurface rendering. Parker et al. (2005) used the same

technique for interactive volume rendering.

2.4 Photo-realistic Volume Rendering

Max (1995) reviewed several optical models for light transport through

volumes consisting of materials, including the single scattering model used in our

algorithm.

The author presented the equations for the bidirectional reflection

distribution function (BRDF) and probability density function by modeling the

volume as small spherical particles. Two works, by Cook, Porter and Carpenter

(1984) and by Kajiya (1986), presented the use of Monte Carlo-based estimation

methods for solving shading integrals numerically. Two additional works,

by Rushmeier (1988) and by Csebfalvi and Szirmay-Kalos (2003), applied similar
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methods to volume rendering, using random sampling of the volume using its

probability density function.

Schlegel, Makhinya and Pajarola (2011) presented an optimized GPU-based

solution, with features like ambient occlusion, color bleeding and soft-shadows. Our

work contrasts with theirs, in that we focus on CPU architectures and the cache

benefits from tiling.

2.5 VTK-m

Our algorithm was implemented using VTK-m introduced by Moreland et

al. (2016), which is a library for many-core visualization that uses data parallel

primitives as building blocks. With this library, algorithm development does not

consist of C++ programs with while or for loops, but rather using primitives

such as map, reduce, gather, scatter, etc. As a result, mapping a new algorithm

to the paradigm requires re-thinking the algorithm from the perspective of data

parallel primitives (and not just porting). Several previous works have investigated

individual algorithms. Examples include: Carr, Weber, Sewell and Ahrens (2016)

with contour tree computation, Larsen, Meredith, Navrtil and Childs (2015)

with ray-tracing and Larsen, Labasan, Navrátil, Meredith and Childs (2015) for

unstructured volume rendering, Lessley, Binyahib, Maynard and Childs (2016)

with external facelist calculation, Lessley, Moreland, Larsen and Childs (2017)

with hash performance, Lessley, Perciano, Mathai, Childs and Bethel (2017)

and with maximal clique calculation, Li et al. (2017) with wavelet compression,

Lo, Sewell and Ahrens (2012) with isosurface generation, Maynard, Moreland,

Atyachit, Geveci and Ma (2013) with thresholding, Schroots and Ma (2015) with

cell-projected volume rendering, and Widanagamaachchi et al. (2014) for connected
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component calculation. Our work contrasts from these previous works since we

consider a new algorithm (physically-based rendering).
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CHAPTER III

ALGORITHM

In this chapter, we describe our algorithm for generating high quality photo-

realistic volume visualizations. It resembles the one described by Kroes, Post and

Botha (2012), with the key difference being our use of tiling to increase cache

locality and thus decrease the cache thrashing. We first discuss the details involved

in the physically-based shading model we use and the realistic effects it simulates

and then discuss our tile-based algorithm.

3.1 Background on Physically-Based Rendering

At a high level, physically-based rendering works by estimating the total

light contribution arriving at each pixel of the image. The light contributions

are computed iteratively, with each iteration generating an approximation of the

incident light, called frame estimates. These approximations are then combined

together using Monte Carlo integration into the final image.

Physically-based rendering algorithms solve the rendering equation, which

models the light (irradiance) leaving from any given point, as introduced by Kajiya

(1986) and by Immel, Cohen and Greenberg (1986).

Lo(x, v) = Le(x, v) +

∫
Ω

fr(x, v
′, v) Li(x, v

′) (v′ · n) dv′

In the above equation the outgoing light (Lo) at point x in the viewing

direction v is computed as the sum of the light emitted (Le) by x and reflection

of the incoming light (Li) integrated over the unit hemisphere Ω containing all

possible incoming directions v′. fr is the bidirectional reflectance distribution

function (BRDF), controlling the proportion of light reflected from v to v′. (v′ · n)

factors in the attenuation due to angle of incidence, from Lambert’s cosine law,

where n is the surface normal.
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Figure 1. Rendering of Manix dataset, after 2000 iterations, with soft shadows,
depth-of-field and self shadowing.

The integral involved in the rendering equation clearly indicates its recursive

form, making it impervious to analytic solutions for the general case. Instead

Monte Carlo integration can be used to solve the integral term, by converting it

into a finite sum. With each iteration, an increase in the number of samples used

in the sum reduces the variance while converging to the true value. As noted

by Newman and Barkema (1999), after N iterations of generating stochastic

estimates for each pixel, Monte Carlo integration, augmented with importance

sampling, calculates the expected value C as

C =
1

N

N∑
i=1

f(Xi)

p(Xi)

3.2 Algorithm Overview

We describe our algorithm in five parts: camera ray generation (3.2.1), light

transport (3.2.2), shading calculation (3.2.3), tiling (3.2.4) and other details (3.2.5).
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3.2.1 Ray Generation. In our algorithm, camera rays are generated

in a discrete step, once per iteration. For an image with pixel width W and height

H, W x H rays are traced through the volume per iteration.

We model a virtual camera using a thin lens model described by Barsky,

Horn, Klein, Pang and Yu (2003), which ignores the optical effects caused due to

the thickness of the lens. The model incorporates the depth-of-field effect, i.e.,

circle of confusion, by simulating an aperture of a user-defined radius, which is

demonstrated in Figure 1. The camera rays are described using the parametric

equation P (t) = ~O + t ∗ ~D. The origin ~O of each ray is selected as the camera

position, jittered by adding a stratified sampled point on a disk with the radius of

the aperture. The direction ~D is calculated by randomly sampling a point within

the area of the corresponding pixel.

3.2.2 Light Transport. One of the challenges of volume rendering

involves estimating scattering events for the camera rays due to the absence of

explicit surface geometry. Additionally, the heterogeneous nature of the volume

requires consideration of multiple sample positions along the ray. Our algorithm

simulates one single scattering event for each ray that intersects with the volume.

For each ray, an intersection test is performed against the bounding box

of the volume, yielding an entry point and an exit point. The rays which fail the

test are intersected against the background light and their light contribution is

calculated accordingly. The rays which pass the bounding box intersection test

are then evaluated by applying the classic ray marching algorithm through the

volume, with a fixed step size. The ray marching continues until a point in the

volume is reached where the probability of the ray being scattered by the volume

is sufficiently high. This point is designated as the scattering point for the ray.

12



Figure 2. Manix dataset rendered with 1, 10, 50, and 100 iterations, from top to
bottom, left to right.

In our algorithm, we model only one scattering event for the lifetime of a ray.

The scattering point is computed as the point along the ray direction, where

the cumulative extinction coefficient σt carried by the ray exceeds the maximum

extinction coefficient σmax, as described in Raab, Seibert and Keller (2008).

3.2.3 Shading. While our algorithm can support use of any number of

arbitrarily shaped lights, the implementation supports multiple area lights and one

13



background light. The lighting contribution at each scattering point is estimated by

calculating the following two components:

1. The contribution from direct lighting with attenuation is calculated using

next event estimation, by connecting the scattering point with a randomly

chosen point on a randomly chosen light.

2. The contribution from indirect lighting is calculated by scattering the ray in

the direction generated by sampling the BRDF.

We ensure that the two forms of sampling are weighted accurately by using

multiple importance sampling with the power heuristic.

3.2.4 Tiling. In our algorithm, the following type of data needs to be

frequently accessed as the image estimates are generated:

– Volume data, with each voxel using 8 data points.

– Four transfer functions, which map from the volume value to roughness, and

diffuse, specular and emission colors.

– Ray parameters, with 4 floating point values.

– Additional parameters for shading calculation, like lighting.

– Color buffers used for image estimate and final image.

The physically-based rendering approach requires an image to be rendered

repeatedly, with ray jitter on each successive iteration. The traditional approach

of tracing rays in the scanline order, row by row, causes the first three types of

data from the above list to be frequently loaded and evicted from cache lines,

leading to inefficient cache usage. This cache thrashing leaves a significant amount
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of performance on the table. Our tile-based algorithm is designed to improve

cache efficiency of a physically-based rendering model, where multiple rays are

cast through the same pixel across many iterations. Our algorithm resolves the

problem by the use of tiling, where we divide the image plane into sub-parts and

trace rays through each tile one at a time and collect all the frame estimates for the

tile at one go. Tiling is based on the idea that the voxels and data accessed during

the tracing of one ray can be reused for other rays which are likely to be close to

the first one. By splitting the image plane into tiles of closely related pixels, we

limit the amount of data accessed for calculating the frame estimate of the tile.

Further, as all the frame estimates of a single tile are computed one after other, the

data loaded into the cache is less likely to have been be replaced with other data.

This will reduce the time spent by the CPU waiting for main memory accesses,

improving the total render time. The magnitude of benefit is a key evaluation done

in this thesis.

3.2.5 Other Implementation Details. The algorithm is designed to

operate on volumes which are defined in terms of 3D grids. The data is available

only at the grid points, i.e. discrete points spread regularly across the volume.

However, our algorithm requires the ability to sample the volume data at any

arbitrary point in the volume. We implement trilinear interpolation in order to

compute the volume data at the sample point, using the values available at the

eight corners of the cell containing it. In effect, this converts the discrete input data

into a continuous field defined over the entire 3D volume.

Our algorithm requires sampling from uniform random distribution at

various places. Typical implementations for random number generators (RNG)

require few bytes of state to be stored between successive invocations. However,
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this shared state property requires synchronization in order to be used between

multiple threads of execution, which in turn can cause a bottleneck. In order to

avoid this, we use one instance of 64-bit variant Xorshift RNG per pixel, storing the

shared state in a separate buffer. Since we do not share the state across pixels, this

allows the algorithm to be parallelized over pixels.
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CHAPTER IV

EXPERIMENT OVERVIEW

4.1 Implementation

The focus of our experiments is to study the performance impact of

using a tile-based approach for physically-based volume rendering. The code

for this experiment was implemented using the VTK-m framework as described

by Moreland et al. (2016). VTK-m supports compilation and generation of

optimized code for multiple backends including the CPU and GPU. For the CPU,

it supports running in a serial mode as well as in a parallel mode, using Intel

Thread Building Blocks (TBB) as the parallelization mechanism. We conducted

out study in two phases: serial and parallel.

4.2 Configurations

For the serial phase, our study varied three factors:

– Data Set: 3 options

– Camera Position (zoomed in and zoomed out): 2 options

– Tile Size: 8 options

We ran our experiment on the cross product of these options, resulting in a total

of 3 × 2 × 8 = 48 tests. Each of the tests generated an image of resolution 1024

× 1024. Finally, we selected one transfer function per data set as it did not

significantly impact results.

For the parallel phase, we limited our study to the four largest tile sizes, as

TBB did not parallelize over the smaller tile sizes. We used the same data sets and

camera positions as the serial phase, leading to a total of 3 × 2 × 4 = 24 tests.
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4.3 Hardware Architecture

Our experiments ran on an Intel Xeon E5. It contained 6 cores (12 logical

cores) running at 3.5GHz.

4.4 Data Set

This study used the following volumetric data sets:

– Engine: An engine block with resolution 128 × 128 × 64.

– Manix: CT scan of a human head with resolution 256 × 230 × 256.

– Macoessix: CT scan of a human pelvis with resolution 512 × 461 × 512.

4.5 Camera Position

It is generally understood that one of the dominant factors in ray tracing

is ray-volume intersection. In order to examine the effect of varying the number of

successful ray-volume intersections, we choose two camera positions for each data

set. One of the camera positions was at a close position, relative to the center of

the data set, and the other was further out.

4.6 Tile Size

The tile sizes were selected as powers of two so as to ease the division of the

image into appropriate tiles. The following tile sizes were examined for the serial

phase: 2, 4, 8, 16, 32, 64, 128, 256. For example, the tile size of “2” corresponds

to rendering in 2 × 2 pixel tiles, meaning that 512 × 512 (or 260k) total tiles were

considered.

For the parallel phase, the following tile sizes were used: 64, 128, 256, 512.

4.7 Testing Procedure

For each test, ten renderings were performed. The first five renderings

were used as warm-ups, and the average of latter five rounds were used for
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measurements. The process for generating each image involved rendering twenty

individual estimates using tiling, which were continuously integrated into the final

image by performing a cumulative moving average of the estimates.

4.8 Measurements

We measured the total execution time for rendering, i.e., the total time

taken for rendering and integrating the twenty estimates, for both serial and

parallel phases. I/O times we excluded from our study.
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CHAPTER V

RESULTS

The results of the experiment are organized into three sections: serial phase

( 5.1), parallel phase ( 5.2) and generated images ( 5.3)

5.1 Serial Phase Results

In this section we examine the performance improvement of our tiling

algorithm for all tests in the serial phase. For each data set, we compare the time

taken to render an image using multiple tile sizes and compare it against the time

taken when no tiling is used. We also examine the timing difference due to the

various tile sizes. Note that for each of the timings listed, timings are measured in

seconds and the leading tile size is indicated in bold.

5.1.1 Engine. The engine data set is a comparatively small one and

shows the fastest render time for both camera positions, amongst all the data sets.

Table 1 shows a distinct trend of rendering times decreasing as the tile size reduces,

with the lowest time shown by the smallest tile of size 2×2. This trend is visible

for both close and far camera positions, showing a best-case reduction of render

time by 3.6% and 11% over non-tiling, respectively. This decreasing trend is due

Size Engine - Close Engine - Far
Full 44.06 14.78
2×2 42.47 13.16
4×4 42.91 14.02
8×8 43.7 14.28

16×16 44.89 14.23
32×32 45.58 14.62
64×64 45.62 14.56

128×128 44.02 14.71
256×256 45.13 14.76

% reduction 3.61% 10.96%

Table 1. Serial phase timings for Engine, measured in seconds.
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to the fact that as the tile size decreases, the total number of voxel and other data

required per ray is limited. This helps accentuate the performance benefits of the

increased cache locality.

5.1.2 Manix. The render timings for manix data set exhibit behavior

similar to that of the engine data set, with the best case reductions being 20.4%

and 7.4% for close and far camera positions respectively. An exception is seen for

the far camera position, however, where the winning tile size is 4×4. The random

nature of the light transport could be the likely explanation for this.

Size Manix - Close Manix - Far
Full 127.52 35.66
2×2 101.51 33.91
4×4 105.09 33.02
8×8 108.51 34.57

16×16 108.82 34.48
32×32 110.86 34.73
64×64 112.29 34.74

128×128 123.61 35.55
256×256 124.40 35.64

% reduction 20.40% 7.4%

Table 2. Serial phase timings for Manix, measured in seconds.

5.1.3 Macoessix. The macoessix data set shows the most significant

reduction in rendering times: 22.8% and 14.3% for close and far camera positions,

respectively. As the largest data set among all our experiments, macoessix reveals

that the reduction in rendering times are likely to scale along with the dimensions

of the volume.

These results clearly show that the tiling leads to a significant reduction in

rendering runtime. Further, in all but one experiment, the tile size of 2 × 2 shows

the largest reduction in runtime.
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Size Macoessix - Close Macoessix - Far
Full 289.65 54.14
2×2 223.58 46.38
4×4 235.10 47.13
8×8 235.21 46.62

16×16 240.46 48.83
32×32 268.35 53.57
64×64 283.83 54.03

128×128 286.96 53.10
256×256 287.20 53.90

% reduction 22.81% 14.33%

Table 3. Serial phase timings for Macoessix, measured in seconds.

5.2 Parallel Phase Results

This section assesses the tiling-based approach in the context of the Intel

TBB multi-threading environment. From Table 4, we observe that tiling with

TBB produces a significant increase in the time required to render an image, as

compared to the non-tiling baseline. While these results are non-intuitive, they can

be explained by task scheduling mechanism used by TBB. In this TBB phase, we

parallelize over the pixels of each tile, with multiple threads executing on ranges

of those pixels across multiple cores. When smaller tiles are used, inter-thread

cache contention is higher due to memory accesses of shared data. Higher tile sizes

reduce the likelihood of multiple parallel threads accessing the same shared data,

decreasing the cache contention and reducing the render timing. It should be noted

that the TBB version of our algorithm exhibits lower runtimes for all equivalent tile

sizes, as compared to the serial version.
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Size Engine -
Close

Engine -
Far

Manix -
Close

Manix -
Far

Macoessix
- Close

Macoessix
- Far

Full 5.46 1.69 15.21 4.56 35.49 6.95
64×64 26.52 8.25 54.88 17.16 108.26 23.21

128×128 7.78 2.48 20.99 6.13 49.14 9.94
256×256 6.03 1.92 16.41 5.03 38.51 7.89
512×512 5.63 1.81 15.38 4.62 36.06 7.19

Table 4. Parallel phase timings for rendering and integrating 20 estimates,
measured in seconds.
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5.3 Images

Figure 3. Close and far renders of Engine, Manix, and Macoessix
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CHAPTER VI

CONCLUSION AND FUTURE WORK

We have described a tiling-based algorithm for physically-based volume

rendering and performed a series of experiments that show that the tiling

mechanism can bring about reduction of the rendering time when used in a serial

manner. The process of generating multiple stochastic variants of the image

responds positively, and exhibits a decrease in the total run time due to increase

in cache locality and coherence introduced by our tiling algorithm. Finally, we

find that the performance improvement displayed by the tiling approach does not

directly transfer to shared-memory parallel platforms like Intel TBB.

In terms of future work, we would like to explore other enhancements that

can potentially increase cache locality. One promising approach has been described

by Larsen, Meredith et al. (2015), where the rays are re-ordered using a space filling

curve. We would also like to investigate the effect of SIMD-based vectorization

on the cache utilization and explore any potential modifications to the physically-

based rendering algorithm. Additionally, we would like to further expand the tiling

mechanism to take into account the scheduling peculiarities of parallel platforms

such as TBB, as well as study the possibilities of a distributed tiling solution. GPU

platforms have demonstrated success in using tiling-based rasterisation engines,

especially in mobile devices. We would like to explore the portability of this tiling

approach to server-grade GPUs, using nVidia’s CUDA platform.
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