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To be or not to be algorithm aware: a question of a new digital
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ABSTRACT
Algorithms are an increasingly important element of internet
infrastructure in that they are used to make decisions about
everything from mundane music recommendations through to
more profound and oftentimes life changing ones such as
policing, health care or social benefits. Given algorithmic systems’
impact and sometimes harm on people’s everyday life,
information access and agency, awareness of algorithms has the
potential to be a critical issue. We, therefore, ask whether having
awareness of algorithms or not corresponds to a new reinforced
digital divide. This study examines levels of awareness and
attitudes toward algorithms across the population of the highly
digitized country of Norway. Our exploratory research finds clear
demographic differences regarding levels of algorithms
awareness. Furthermore, attitudes to algorithm driven
recommendations (e.g., YouTube and Spotify), advertisements and
content (e.g., personalized news feeds in social media and online
newspaper) are associated with both the level of algorithm
awareness and demographic variables. A cluster analysis facilitates
an algorithm awareness typology of six groups: the unaware, the
uncertain, the affirmative, the neutral, the sceptic and the critical.
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Introduction

Whether through search engines, social media, or music streaming services, algorithms
have become imperative to the internet’s infrastructure. On one hand, algorithms are tech-
nological prescriptions and logical instructions created by data engineers, mathematicians
and programmers. On the other, algorithms are invisible infrastructure for internet users
who consciously or unconsciously follow their instructions. Insofar as algorithms increas-
ingly influence information and content delivery, internet users’ algorithm awareness
becomes an issue of agency, public life, and democracy.

Many scholars, belonging to ‘critical algorithm studies’, have argued a need for more
insight on algorithms due to their informational and content impact on what people
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encounter online (Beer, 2017; Diakopoulos, 2015; Gillespie, 2013; Gillespie & Seaver, 2016;
Kitchin, 2017; Oakley, 2009; Seaver, 2017; Wilson, 2017). While algorithms and data-dri-
ven models currently underpin the operation of most online platforms, previous research
suggests that many people are not necessarily aware that platforms like Facebook use
algorithms to filter their feeds (Eslami et al., 2015; Smith, 2018).

In selecting what information is considered individually relevant, algorithms play a cru-
cial role in providing the condition for information, consumption and participation in
public life (Gillespie, 2013). Moreover, we are entering a day and age where algorithms
assist and are fundamentally embedded in crucial decision-making processes in most sec-
tors of society, including public administration, the media, health care and politics. This
fundamental democratic role suggests the need for knowing more about people’s level
of knowledge and awareness, not least because algorithms are far from neutral devices
but often work to perpetuate structural inequalities and historical bias in sometimes
unforeseen ways.

Another theoretical tradition, so-called ‘digital divides studies’, has focused on inequal-
ity concerning access to internet infrastructure and computers, as well as divides related to
different motivations, skills, user patterns and the broader benefits of digital skills in every-
day life (Dutton & Reisdorf, 2019; Lutz, 2019; van Deursen & Helsper, 2015; van Deursen
& van Dijk, 2014; Zillien & Hargittai, 2009). Until now, this tradition has yet to measure
awareness of algorithms as part of the digital divide on a national level, focusing more on
practical to-do-skills (browse, navigate, make content etc.) and concrete usage (e-mails,
social media, entertainment etc.). In line with Hargittai and Micheli’s (2019) identification
of algorithm awareness as a variable factor among internet users, we aim to incorporate
algorithm awareness and attitudes in digital divide studies.

Working with a representative sample (N = 1624) of the Norwegian population, we
examine algorithm awareness, attitudes to specific algorithm-driven functions on the
internet, and whether these attitudes are influenced by the level of awareness. Awareness
is compared against demographic variables to investigate whether it follows traditional
demographic divides (Lutz, 2019; van Deursen & Helsper, 2015; van Deursen & van
Dijk, 2014). Via cluster analysis, we develop a typology of algorithm awareness and atti-
tudes among internet users. Finally, we reflect on the implications of our findings for inter-
net users, public life, democracy and digital divides.

Algorithm awareness: related work

Beyond its simple definition, as step-by-step instructions for solving a computational pro-
blem, algorithms can be understood as infrastructure for a variety of actions, including
business models, commercial transactions and communicative interactions.

From business (Chung et al., 2016), journalism (Anderson, 2013; Dörr, 2016),
finance (Lenglet, 2011; Pasquale, 2015), security (Amoore, 2009) and juridical systems
(Christin, 2017), social scientists have documented how algorithms are restructuring the
ways in which key democratic institutions and organizations work and operate. As Dia-
kopoulos (2015, p. 398) argues: ‘We are now living in a world where algorithms, and
the data that feed them adjudicate a large array of decisions in our lives […] even how
social services like welfare and public safety are managed’. Despite the pervasive role
that algorithmic systems are now playing as part of the digital infrastructure of
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many countries, not much is yet known about the extent to which the general public is
aware of their workings or the potentially disruptive changes enforced by algorithmic
decision-making.

While there is a growing body of scholarship assembled under the title of ‘critical algor-
ithm studies’ (Gillespie & Seaver, 2016), most studies are of largely qualitative or explora-
tory nature, focusing on thick descriptions of specific sites of algorithmic production,
maintenance and decision-making (Geiger, 2017; Mackenzie, 2015), case studies, for
example of algorithmic governance (Introna, 2016; Lenglet, 2011), or more theoreti-
cally-oriented critiques of the power and politics of algorithmic systems (Bucher, 2012,
2018; Gillespie, 2013; van Dijck, 2013). A common thread in the burgeoning literature
is the notion that algorithms have become powerful information brokers with potentially
‘transformative effects’ (Kitchin, 2017, p. 2).

Digital divide studies, which employ sociological approaches to the analysis of popu-
lation samples (Lutz, 2019; van Deursen & Helsper, 2015; van Deursen & van Dijk,
2014; Zillien & Hargittai, 2009) have concentrated on three areas, and the demographic
drivers (in particular age, gender and education) of these: (1) having/not having access
to physical infrastructure such as broadband/wireless network and computers/mobile
phones, (2) to master/not master digital skills, and patterns of internet use, and (3)
whether online skills and competencies are beneficial in general. As an extension to the
pure demographic explanations in digital divide studies, Dutton and Reisdorf (2019)
measure attitudes and beliefs toward the Internet (not algorithms in particular) and clus-
tered them as different ‘cultures of Internet’. The authors argue that these cultures of the
internet shape digital divides.

Less visible than the previously identified digital divides – access, skills, usage and gen-
eral benefits – algorithmic systems affect peoples’ lives in fundamental, but unequal, ways.
As information and legal scholars have shown, particularly in the US context, algorithms
are used to make decisions about policing, criminal sentencing, employment, college
admissions, insurance and social services that amplify and reproduce social inequalities
(Eubanks, 2018; Noble, 2018; O’Neil, 2016). O’Neil (2016) for example, argues how pre-
dictive policing sustains a disparity in law enforcement by creating ‘pernicious feedback
loop’ whereby the criminalization of poverty is further amplified.

Being aware of the algorithms’ functions and impacts on platforms, in services and
search engines, and being able to interact with them consciously and critically (as far as
it is possible), should, therefore, be regarded as an important digital strength, which we
assume is differently distributed in the population.

A small number of studies have investigated internet user awareness of algorithms
(Bucher, 2017; Eslami et al., 2015; Klawitter & Hargittai, 2018; Proferes, 2017; Rader &
Gray, 2015). For example, Eslami et al. (2015) recruited 40 Facebook users for a laboratory
study that sought to examine perceptions of Facebook’s News Feed algorithms using a
combination of test experiments and subsequent interviews. The authors found that
more than half of the study participants (62.5%) were completely unaware of the algor-
ithm’s presence. Rader and Gray (2015) employ Amazon Mechanical Turk to survey
(N = 464) awareness of the extent to which Facebook curates people’s News Feed posts.
In contrast to Eslami et al. (2015), Rader and Gray found that most Facebook users
(73%) in their sample believe they do not see every post their friends create, but also
that ‘users vary widely in the degree to which they perceive and understand the behaviour
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of content filtering algorithms’ (Rader & Gray, 2015, p. 181). Using a web-based survey of
a university-affiliated sample to study user and non-user beliefs about the techno-cultural
and socioeconomic facets of Twitter, Proferes (2017) found that a majority of the respon-
dents could correctly identify the mechanisms behind the Trending Topics algorithm.
Finally, Klawitter and Hargittai (2018) undertake a qualitative study of sellers on the
craft-oriented platform ‘Etsy’ to identify differences in seller skills for navigating the plat-
form’s opaque algorithmic processes.

Still largely missing are representative studies on a national level that inform on the
extent to which the general public of digitally developed countries are aware of the algor-
ithms structuring their information and media environment. Though important work is
emerging in this area, particularly some US-based studies conducted by the Pew Research
Center (Smith, 2018), we still know much less about public attitudes and awareness
towards algorithm than the enormous scholarly interest in algorithms would suggest.

Our goal is to relate a more empirically situated and quantitative approach to studying
algorithm awareness, and a different digital divide, among the population of internet users
in a highly digitized country. Extending existing research on both critical algorithm and
digital divide studies, we believe that the survey data presented in this article provides a
much-needed grounding to the broader and more general claims made about the power
and politics of algorithms to date.

Research questions and method

The study responds to the following three research questions that collectively probe the
qualities of algorithm awareness as a source of digital divide, and how it best be positioned
with respect to dominant digital divide categories:

(1) Is there evidence of relationships between key demographic variables and awareness
and attitudes to algorithms?

(2) To what extent is there evidence of attitudinal differences among three distinct algo-
rithmic functions: (i) algorithm-driven recommendations (such as recommended
music on Spotify and videos on YouTube, and in principle in all commercial enter-
tainment platforms); (ii) algorithm-driven advertisements (used where ads are part
of the business model; in search engines, in social media, on entertainment platforms
and on websites) and; (iii) algorithm-driven content (personalized news feeds both in
social media and online newspapers)?

(3) Is there evidence of relationships between self-reported levels of algorithm awareness
and attitudes towards the three algorithmic processes?

Given the lack of research investigating public awareness of algorithms beyond specific
platforms, this study proceeds from an exploratory research approach. We, therefore,
investigate the range of variable relationships in responding to the three questions that
motivate this study. As a study of algorithmic awareness in relation to online platforms
and services, we assume being online to be a prerequisite for awareness. The target audi-
ence for this study is, therefore, online participants. In a Norwegian context, where 98% of
the population have access to the internet (Statistics Norway, 2019) and 95% have a smart-
phone (Schiro, 2019), we consider there to be only a minor difference between our target
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audience and the general population. The data used in this study draws from a larger web
survey, conducted between 15 and 30 November 2018, designed to capture a range of
information related to the usage of and attitudes towards digital cultural consumption
in Norway (N = 1624). Data were then weighted by gender, age, location, and education
to correct for web panel deviation from the Norwegian population. The survey, which con-
sists of 56 open and closed-ended questions, used seven questions to measure respondents’
awareness and knowledge of algorithms (see Appendix). Other questions of potential rel-
evance include background demographic data and questions relating to the use of social
media and online participation.

In line with our objective to go beyond a platform specific study of algorithm awareness
and investigate a more general awareness of algorithms in Norway, the approach to
measuring algorithm awareness is of methodological importance. Hamilton et al. (2014)
argue that measuring awareness of algorithms is best done by presenting respondents
with a specific algorithm at work, such as Facebook’s filtering of news feeds, and then
ask questions that measure user perception of algorithmic processes at work. Eslami
et al. (2015) employ this approach to measure Facebook users’ awareness of algorithms.
However, because this approach necessitates probing perceptions of algorithms at work
on individual platforms (Flynn & Goldsmith, 1999) rather than on a more generalized
basis, it is considered inappropriate for measuring the non-platform specific algorithm
awareness that we seek to measure.

Instead, we adopted the approach of directly asking respondents to indicate their per-
ceived level of awareness of algorithms from a five-point Likert scale that ranged from ‘no
awareness’ to ‘very high awareness’. By being asked, ‘What kind of awareness do you have
of algorithms being used to present recommendations, advertisements, and other content
on the internet?’, respondents self-reported their level of algorithm awareness, and the cor-
responding data is best understood as a subjective measure of general awareness of algor-
ithms. Although not without limitations, asking respondent to self-report awareness is a
commonly used approach in media (Dupagne, 2006) and technology studies (Albert &
Tedesco, 2010) because it remains one the most direct and cost-efficient methods for
measuring exposure to media concepts in large samples (Slater, 2004). Adopting this
approach, measuring algorithm awareness was limited to a single question due to the
risk of a suggestibility effect from repeated questions relating to algorithms.

In addition to the closed-ended question on awareness and attitudes, respondents with
positive/very positive or negative/very negative attitudes per algorithmic function, were
asked to explain their attitudes in open comments. These comments give more detailed
information about how the respondents understand and perceive the term algorithms
and their diverse functions and processes. The comments were also manually coded to
one of four categories based on level of algorithm awareness indicated. While demonstrat-
ing algorithm awareness in an open answer response is not a necessary condition for algor-
ithm awareness, we nevertheless used this data to crosscheck the self-reported measure’s
validity.

In interpreting the results, it should also be noted that the Norwegian term ‘kjennskap’,
as used in the Norwegian language survey, occupies a space between ‘knowledge’ and
‘awareness’ in English. Due to the small knowledge element, all else equal, we would expect
a population’s self-reported ‘kjennskap’ to be slightly lower than self-reported ‘awareness’
in the English language.
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Data were processed using SPSS, and the analysis of relationships among the categorical
data proceeded using a mixture of descriptive analytics, Pearson’s chi-square tests of sig-
nificance (χ2), Cramer’s V statistic for indicating the strength of association between two
variables, and Z tests for significant differences in column proportions.

Cluster analysis involves exploratory analysis of a sample to maximize within cluster
homogeneity when non-homogeneity of the overall sample is assumed (Hair et al.,
2010). A two-step cluster analysis technique was employed based on its suitability for clus-
tering categorical data (Norušis, 2011), and was based on clustering respondents around
four key variables: (i) self-reported assessment of algorithm awareness; (ii) attitudes to
algorithm-driven recommendations; (iii) attitudes to algorithm-driven advertisements;
and (iv) attitudes to algorithm-driven content. A 5% noise handling restriction was
applied to the clustering procedure. The optimal cluster solution was chosen based on
Schwarz’s Bayesian information criterion (Norušis, 2011), and then validated via three
steps: ensuring the silhouette measure of cohesion and separation exceeds 0.0 (Norušis,
2011); checking Chi-square tests indicate significant association between the each of the
four categorical variables and the cluster types; ensuring there is a similar proportion of
cases spread across a not too large number of clusters (Norušis, 2011). Following vali-
dation, clusters were then identified via descriptive analysis against key demographic vari-
ables. In this final step, Chi-square and ANOVA tests were used to test for significant
association between clusters and the relevant demographic variables.

Study limitations

Although this study provides novel findings regarding algorithm awareness in a highly
digitized context, it is nevertheless subject to limitations. Potentially problematic is the
use of self-reported data for measuring awareness and attitudes to algorithms. Although
Hargittai (2009) finds that people are generally truthful in self-reported surveys concern-
ing online knowledge, two separate issues impact how the awareness measure is inter-
preted. Firstly, self-reported perception of awareness may be influenced by personality
traits, such as self-confidence, as much as actual awareness (Mondak, 1999). Secondly, a
respondent’s actual level of awareness may affect his or her understanding of the scale
of awareness, meaning one’s perception of awareness need not rise with actual awareness.
Finally, despite high levels of online connectivity among the Norwegian population, the
survey data reflects the attitudes and options of those with ease of online access and
any biases this might promote.

Findings on algorithm awareness

One of our stated aims is to determine whether there are significant differences in the level
of algorithm awareness across the Norwegian population. Therefore, we begin our analysis
by examining the results connected to our measure of algorithm awareness (Table 1).

Given the lack of directly comparable studies, we began with no hypotheses nor specific
expectations regarding how our measure of awareness ought to be distributed. The results
indicate that 41% of the Norwegian population perceive that they have no awareness of
algorithms. Twenty one per cent report low awareness, 26% some awareness, 10% high
awareness and only 3% indicate that they have very high awareness of algorithms.
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Supporting the validity of these results, we find significant and strong association (χ2 =
256.1, p < .001; Cramer’s V = 0.515) between self-reported level of algorithm awareness
and the level of algorithm awareness indicated in open answer comments. Performing
cross-tabulation against key demographic variables, we find significant differences in levels
of algorithm awareness with respect to age, education, geographic location, and gender.
Starting with age, Table 2 points to a generational divide in algorithm awareness. ‘No
awareness’ of algorithms is highest among the older respondents, while the two highest
level of awareness is found among the youngest age groups.

Education is a very important driver of digital divides (van Deursen & van Dijk, 2014),
so it is not surprising that education level is strongly associated with algorithm awareness.
As Table 3 indicates, the proportion with ‘no awareness’ or ‘low awareness’ is highest
among the least educated group (68% versus 50% and 44%), while the most educated
cohort disproportionally indicates ‘high’ and ‘very high’ levels of awareness (23% versus
14% and 10%).

There is a significant association between gender and the algorithm awareness measure,
with men perceiving higher levels of algorithm awareness than women. Educational differ-
ences do not offer a clear explanation for this result. While the male group has a slightly
higher percentage with post-graduate attainment (10% compared to 9%), data otherwise
points to males having lower educational levels. Several studies have examined whether
gender is a determinant of overconfidence where the self-reporting of knowledge is
required. In the absence of conclusive findings (Moore & Dev, 2018), we are reluctant
to suggest that gender-related overconfidence is an additional factor driving the results
(Table 4).

In terms of geographic location, respondents were categorized as living within (23%) or
outside (77%) Norway’s five most populated urban areas. Respondents in these urban

Table 1. Levels of algorithm awareness among Norwegian population, 2018 (N = 1624).

Level of algorithm
awareness

Per
cent

Open answer comments on attitude to algorithmic functions

Don’t know/no
comment

States attitude
without reason

States reason
for attitude

Indicates awareness of how
algorithms functiona

No awareness 40.6% N/A N/A N/A N/A
Low awareness 20.8% 38.3% 17.2% 40.1% 4.5%
Some awareness 26.2% 11.8% 15.8% 59.3% 13.2%
High awareness 9.8% 3.1% 10.7% 42.8% 43.4%
Very high
awareness

2.6% 4.8% 19.0% 23.8% 52.4%

aCommentary mentions one or more of: filter-bubbles, censorship, privacy and data storage, algorithmic curation of
content, media business models.

Table 2. Distribution of algorithm awareness by age group, 2018 (N = 1624).
15 to 19 20 to 29 30 to 39 40 to 49 50 to 59 60 to 69 70+

No awareness 31% 21% 15% 36% 49% 61% 74%
Low awareness 24% 22% 22% 23% 22% 19% 14%
Some awareness 28% 34% 41% 29% 25% 15% 8%
High awareness 14% 18% 17% 9% 4% 4% 4%
Very high awareness 4% 6% 5% 3% 0% 1% 0%
Total 100% 100% 100% 100% 100% 100% 100%

Significant association between age and awareness of algorithms (X2 = 293.3, p < .001), strength of association is small to
moderate (Cramer’s V = 0.212).
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areas have a disproportionately higher percentage with ‘high’ (40%) and ‘very high aware-
ness’ (41%). Further probing reveals significant association between location and edu-
cation (p < .001), and a significantly lower average age (p = .003) for respondents in
urban areas (42.3 years) compared to non-urban areas (46.1 years). While we can conclude
that an internet user’s location is associated with general algorithm awareness, one should
take into account the degree to which location also acts a proxy for both education and
age.

In response to one of the core questions raised – Are there demographic differences with
respect to awareness of algorithms? – we find clear evidence that demographic factors are
strongly associated with an algorithm awareness gap.

Findings on attitude

The survey asks about users’ attitudes towards three different algorithmic-driven phenom-
ena that users typically encounter online: (1) recommendations in digital entertainment
services such as Spotify and YouTube (2) advertisements; and (3) the actual content
presented (as exemplified by edited news-feeds in social media). Only respondents who
indicated ‘low awareness’ of algorithms or greater were asked indicate their attitudes
(Figure 1).

Of immediate interest is whether there is evidence of a difference in attitudes across the
three algorithm-driven forms. Fisher’s exact test provides evidence of strong association
between all three variables.

Comparing key demographic variables against the three algorithm attitude variables,
there is mixed evidence of relationships. Gender is significantly associated with attitude
towards algorithm-driven recommendations (p = .014), advertisements (p < .001), and
content (p = .039). With comments such as ‘Matches my interests very well’ or ‘I do

Table 3. Distribution of algorithm awareness by education, 2018 (N = 1624).
Primary/
secondary University or equivalent (3 years) University or equivalent (4 years or more)

No awareness 46% 31% 24%
Low awareness 22% 19% 20%
Some awareness 22% 35% 34%
High awareness 8% 11% 19%
Very high awareness 2% 3% 4%
Total 100% 100% 100%

Significant association between education and awareness of algorithms (X2 = 68.4, p < .001), strength of association is small
(Cramer’s V = 0.145).

Table 4. Distribution of algorithm awareness by gender, 2018 (N = 1624).
Male Female

No awareness 33% 48%
Low awareness 20% 21%
Some awareness 30% 23%
High awareness 13% 7%
Very high awareness 4% 1%
Total 100% 100%

Significant association between gender and awareness of algorithms (X2 = 53.4, p < .001), strength of association is small to
moderate (Cramer’s V = 0.181).
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not like others to control what I find on the web’, males tend to indicate more distinct atti-
tudes (i.e., very positive, positive, negative, very negative) while females are more likely to
indicate neutral attitudes or ‘don’t know’. This difference is strongest in relation to algor-
ithm-driven advertising and weakest in relation to algorithm-driven content.

Age is significantly associated with each of the three attitudes towards algorithms. Rela-
tive to other groups, those under 30 have a higher percentage with positive and very posi-
tive attitudes towards the three algorithm functions, and a lower percentage indicating
neutral attitudes or ‘don’t know’. ‘Easier’, ‘I find new things I wouldn’t have otherwise
found’, and ‘I don’t see monitoring being a problem for the average person’ are common
sentiments expressed by category. The 30–49 age group is characterized by higher negative
and very negative attitudes towards algorithm-driven advertisements and content. Over
50-year olds are distinguished by higher neutral or ‘don’t know’ attitudes towards the
three forms of algorithm-driven information. A perceived lack of knowledge of algor-
ithms, or a sense themselves knowing what they like and acting on it, capture many com-
ments in this age and attitudinal category (Table 5).

Figure 1. Distribution of attitudes for each of algorithm-driven recommendations, advertisements, and
contents (news) (N = 1048).

Table 5. Attitudes towards algorithms by age (N = 1048, ‘<30’ = 347, ‘30 to 49’ = 413, ‘50+’ = 288).
Attitudinal
variable

Chi-square
p-value Age

Very
negative Negative Neutral Positive

Very
positive

Don’t
know Total

Recommendations <.001 <30 3% 11% 33% 37% 14% 2% 100%
30–
49

6% 19% 33% 31% 5% 6% 100%

50+ 4% 22% 46% 20% 2% 6% 100%
Advertisements <.001 <30 10% 21% 43% 18% 4% 5% 100%

30–
49

18% 24% 37% 15% 1% 6% 100%

50+ 12% 30% 39% 8% 0% 12% 100%
Content <.001 <30 10% 17% 40% 17% 3% 12% 100%

30–
49

17% 25% 34% 12% 1% 11% 100%

50+ 13% 28% 37% 9% 0% 13% 100%
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In relation to education, we find evidence of a significant relationship between edu-
cation and algorithm-driven recommendations (p = .012) and content (p = .046), but
not in relation to algorithm-driven advertisements (p = .111). Those with short tertiary
education display proportionally higher ‘negative’ attitudes towards recommendations,
while those with long tertiary education are over-represented by ‘very negative’ attitudes
toward all three algorithmic functions. While analysis of open comments reveals both edu-
cational categories to be concerned with privacy and suitability of the recommendations,
the highest educated group indicates stronger concerns over censorship (Table 6).

Finally, there is evidence that geographic location is related to attitude towards algor-
ithm-driven advertisements (p = .026) and content (p = .046) but not recommendations
(p = .210). Those living in the most populated urban areas hold proportionally greater
‘negative’ and ‘very negative’ attitudes towards both algorithm driven advertisements
and content.

Awareness and attitudes – related variables

The significance of relationship between level of awareness and each of the three measures
of attitude towards algorithmic function is tested using Pearson’s chi-square statistic.
Doing so provides evidence that self-reported level of algorithm awareness is significantly
associated with their attitude to algorithm-driven recommendations (p < 0.001), advertise-
ments (p < 0.001), and content (p < 0.001). For each type of algorithm-driven information,
those indicating ‘high’ and ‘very high’ self-perceptions of awareness tend to hold more
clearly positive or negative attitudes towards recommendations, while those holding
‘don’t know’ or have ‘neutral’ attitudes is highest among respondents with low algorithm
awareness.

Typology of algorithm awareness

Cluster analysis was conducted on the data corresponding to internet users who indi-
cated low or higher levels of awareness of algorithms (N = 964), since only these respon-
dents were prompted to state attitudes to the three algorithmic functions. Two-step
clustering of the four relevant variables resulted in an optimal solution of five clusters.

Table 6. Attitudes towards algorithms by education level (N = 964a).

Attitudinal
variable

Chi-
square
p-value

Education
levelb

Very
negative Negative Neutral Positive

Very
positive

Don’t
know N

Recommendations 0.012 1 3% 16% 37% 31% 8% 5% 586
2 5% 22% 37% 29% 5% 2% 259
3 10% 17% 39% 22% 8% 4% 118

Advertisements 0.046 1 12% 24% 40% 14% 2% 9% 588
2 13% 25% 39% 15% 1% 6% 260
3 23% 27% 34% 10% 1% 5% 119

Content 0.111 1 12% 22% 38% 14% 2% 13% 588
2 15% 26% 35% 13% 1% 10% 260
3 22% 28% 33% 6% 2% 10% 116

aMinor variation in sample size (N ) across attitude types due to population weighting.
b1 = Primary/secondary; 2 = University or equivalent (3 years); 3 = University or equivalent (5 years).
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Ensuring the validity of the five cluster solution, the silhouette measure of cohesion and
separation is 0.2, the chi-square test reveals significant association between the clusters
and each of the four clustering variables (p-value < .001 in all cases), and the ratio of the
largest cluster size that of the smallest is an acceptable 1.33. Given the five clusters
reflect internet users with low or higher levels of awareness, an additional sixth cluster
was added to capture the remaining respondents who indicated no algorithm awareness
in the survey. The resulting six clusters are labelled: unaware, uncertain, affirmative,
neutral, sceptic and critical.

The unaware

The ‘unaware’ (40.6% of the sample) perceives no awareness of algorithms and is, there-
fore, not prompted to state attitudes towards algorithm-driven recommendations, adver-
tisements, or content. This type has the oldest average age (53.1 years), has a significantly
higher percentage of women (59%), and has a significantly higher proportion of people
with secondary school as highest educational attainment (77%), and in relation to the
average of our sample, contains significantly higher proportion living in non-urban
areas (80%) compared to those living in major urban areas.

The uncertain

The ‘uncertain’ (12.5% of the sample) predominately perceives low awareness of algor-
ithms (82%). While they hold neutral (63%) to positive (25%) attitudes to algorithm-dri-
ven recommendations on entertainment platforms as Spotify and YouTube, this group
displays more neutral attitudes towards algorithm-driven advertisements (89%), and neu-
tral (66%), negative (13%) or don’t know (15%) attitudes towards personalized content in
social media and online newspapers. ‘I don’t think they suit me very well, but sometimes
something interesting comes up’ and ‘Don’t know enough on the topic’ are two commen-
tary responses that capture reoccurring sentiments to algorithms. With an average age of
40.9 years and 32% of this group under 30, this group is younger than the average of our
sample. Additionally, members of this group are significantly more likely to be male
(65%). Otherwise, this type does not deviate significantly from the sample average in
terms of education and geographic spread.

The affirmative

The ‘affirmative’ (11.6% of the sample) perceives low (23%) to high (28%) levels of algor-
ithm awareness, centred around some awareness (44%). Their attitudes to algorithm-dri-
ven recommendations on entertainment platforms as Spotify and YouTube tend to be
positive (79%), as is their attitude towards algorithm-driven advertisements (64% positive,
20% neutral). Slightly fewer hold positive attitudes (54%) towards personalized content in
social media and online newspapers (54% positive, 23% neutral). Directed towards rec-
ommendations, but repeated across the three algorithmic functions, one respondent cap-
tures this type’s affirmative sentiment. ‘ … I feel the information they obtain cannot hurt
me and thus the customized recommendations are mostly positive’. This group has the
youngest average age (34.2) and is dominated by the 15–19 (27%) and 30–39 (24%) age
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brackets. This type is significantly more likely to be male (63%), and the group is signifi-
cantly overrepresented by those living in the major urban areas (30%).

The neutral

We term this group the ‘neutral’ (10.8% of the sample) due to their perception of some
awareness of algorithms (100%), yet the dominance of neutral attitudes. More specifically,
they hold neutral (62%) to positive (27%) attitudes towards algorithm-driven recommen-
dations on entertainment platforms as Spotify and YouTube, and slightly more negative
attitudes towards both algorithm-driven advertisements (82% neutral, 15% negative)
and content (64% neutral, 21% negative). In addition to higher levels of algorithm aware-
ness, this group can be distinguished from the uncertain type though the reoccurrence of a
more reflected yet neutral set of attitudes. One respondent neatly captures this quality in
commenting, ‘There are both positive and negative aspects to this. It’s okay to get rec-
ommendations, but don’t really like the feeling of being monitored’. Compared to the
sample, they are slightly younger (39.1 years) with a relatively high proportion in the
40–49 age bracket (24%) and are over-represented by those with short tertiary education
(30%). Otherwise, their gender and locational attributes align with the sample averages.

The sceptic

The ‘sceptic’ (14.4% of the sample) perceives low (48%) to some (52%) algorithm aware-
ness, and they predominately hold negative (42%) or neutral (33%) attitudes towards
algorithm-driven recommendations on entertainment platforms as Spotify and YouTube.
They either hold more strongly negative or undecided attitudes towards algorithm-driven
advertisements (59% are negative, 24% don’t know) and algorithm-driven content in
social media and online newspapers (49% are negative, 26% don’t know). Repetition of
comments such as ‘not very interested in the recommendations’, ‘[I] feel there is too
much tracking’, and ‘controlling’ illustrates three important sources of scepticism towards
algorithms among this type. At 45.0, this group’s average age differs little from the sample
average. However, this cluster contains a relatively high proportion of people in the 30–39
year old range (25%). The spread of gender and location aligns with the sample average,
while the group has a significantly higher proportion with short tertiary education (29%)
relative to the sample average (23%).

The critical

The ‘critical’ (10.0%of the sample) is characterized by a perception of high algorithmaware-
ness (43% high awareness, 29% some awareness, 19% very high awareness), predominately
negative attitudes towards algorithm-driven recommendations on entertainment platforms
as Spotify and YouTube, (36% negative, 24% very negative, 19% neutral), and predomi-
nately very negative attitudes towards algorithm-driven advertisements (62% very negative,
26% negative) and personalized content (59% very negative, 19% negative, 17% neutral).
Capturing the dominant attitudes of this type, one respondent lists their concerns: ‘Fear
of the algorithms being used to manipulate. Afraid that it may act as a form of censorship.
It’s fine with everything you get to see, but what about everything you can’t see’. They are
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younger than population-sample average (39.1 years), and are particularly over-represented
in the 30–39 age bracket (33%). This type is also over-represented bymales (65%), contains
a significantly higher proportion living in major urban areas (36%), and has significantly
higher proportion with a long tertiary education (20%).

Discussion and conclusion

Our findings suggest a rather bleak picture. If algorithms play a crucial role in providing
the conditions for participation in public life, lack of awareness seems to pose a democratic
challenge. As our survey findings suggest, 61% of the Norwegian population report having
no or low awareness of algorithms.

We will briefly discuss some implications of our main findings, in dialogue with both
the critical algorithm perspective and digital divide studies. The notion of infrastructure is
important in a critical perspective. Derived from a combination of the Latin prefix ‘infra’,
meaning ‘below’ and ‘structure’, this suggests that thinking of algorithms ‘infrastructurally’
means that they do not merely enable information flows, but actively intervene and shape
those very flows. In structuring the environment in important ways, emphasizing the role
of infrastructure’s human elements becomes critical, for example, ‘the ways an infrastruc-
ture can structurally exclude some people (e.g., deaf, blind, or wheelchair-bound individ-
uals)’ (Plantin et al., 2018, p. 4). Knowing more about the structural forces that shape the
Web is not just an online navigational skill, but a necessary condition managing infor-
mation as an informed citizen. While the ‘unaware type’ in our cluster analysis may be
approached as a problem of digital or algorithmic literacy, the ‘critical type’ can be con-
sidered the most digitally literate.

In a Western democratic context, the digital divide is no longer primarily about access
to the Internet or access to equipment such as PCs or mobile phones (first level of digital
divide), but still about skills and usage (second level of digital divide), and general benefits
(third level of digital divide), as shown in many studies. Where should we place users’
awareness of algorithms among these levels? It does not fit the access level; it concerns
skills and usage, but awareness is not the same as practical to-do-skills and concrete
usage; and it may have to do with benefits, but more indirectly. When Klawitter and Har-
gittai (2018) use the term ‘algorithmic skills’, they refer to and analyse creative entrepre-
neurs’ understanding and know-how of how algorithms influence their content’s visibility.
Managing visibility (and trade) through using the algorithmic infrastructure (e.g., search
engines and social media) is a skill. This is what marketers and the new profession of SEO,
search engine optimization, work with. Defining internet skills as a person’s ‘ability to use
the Internet effectively and efficiently’, Hargittai and Micheli (2019, p. 109) characterize
internet skills as having both a technical and social dimension. From this perspective, Har-
gittai and Micheli argue that ‘awareness of how algorithms influence what people see’ is
one of ten internet skills that determine levels of social and economic inclusion. Making
a subtle but important deviation from their position, algorithm awareness is better under-
stood as a meta-skill, a knowledge or understanding that may improve other digital skills
and benefits in general.

Being aware of and navigating consciously on the Internet infrastructure could be seen
as a new and reinforced level of digital divide. It is more subtle, more difficult to cope with
than other skills, and at least as powerful as other skills and usage-based divisions. On the
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other hand, one might argue that algorithmic awareness and literacy, as a meta-skill, are
necessary conditions for an enlightened and rewarding online life.

Lack of such awareness may also have consequences on a societal level; for public par-
ticipation and democracy. With an algorithmic infrastructure that automatically amplifies
existing patterns through machine-learning mechanisms, there is a greater risk of reinfor-
cing whatever democratic deficit existed in the first place, weakening the condition for an
informed public and democratic participation.

The digital gap between being algorithm aware or not, increases with machine learning
algorithms and ditto infrastructure. Continually evolving ‘smart’ structures that depend
on user input to grow, suggest that users are ‘complicit’ and actively involved in shaping
the information environment. It seems, then, that not only does a lack of algorithm aware-
ness pose a threat to democratic participation in terms of access to information, but that
users are performatively involved in shaping their own conditions of information access.
The question is how this co-responsibility that is largely hidden affects how we think of
democratic participation and publics to begin with. A ‘smart’ infrastructure, which largely
depends on user input, seems to place new demands on users in a way that rule-based
algorithmic infrastructure did not. In the current age, the internet user can be regarded
as a so-called ‘prosumer’ of the infrastructure – both producing and consuming. It is
then relevant to ask: To what extent will the user also be held responsible for it – a
‘you-get-the-infrastructure-you-deserve-logic’?

Finally, peoples’ education seems to become more and more critical for online skills,
usage and benefits. As underlined by van Deursen and van Dijk (2014), both age and gen-
der differences may be temporary phenomena, while the differences in education might be
more permanent. As for traditional demographic characteristics, our survey findings sup-
port traditional demographic digital divides. These demographic digital divides raise the
question of who gets to make informed decisions about how to navigate the digital infra-
structure conditioning information flow and public participation today. Although rather
small in terms of the larger findings, it is worth pondering the fact that the higher the
awareness of algorithms, which correlates with the higher levels of education, the more
negative are the attitudes towards them. The digital divide between the ‘sceptical type’/
‘critical type’ and the ‘unaware type’ in our algorithm awareness cluster, exacerbated by
smart machine learning infrastructure, may drive an even deeper digital divide than skills,
usage and benefits have already done. It might not only reproduce the existing inequalities
in societies, but also accelerate them in unforeseen and unanticipated ways. New divides
are created based on the uneven distribution of data and knowledge, between those who
have the means to question the processes of datafication and those who lack the necessary
resources (Park & Humphry, 2019). We, therefore, agree with recent scholarly calls for
‘data justice’ that advocate developing a better understanding of how social justice is chal-
lenged and changed as a result of a data-driven arrangements (Dencik et al., 2016, 2019).

As a new direction for bridging research between digital divide and critical algorithm
studies, this study and its findings point to several important areas for future research.
We conclude by listing several of these: (1) developing alternative survey methodologies
for measuring algorithm awareness, self-reported or otherwise; (2) testing evidence of cor-
relation between self-report algorithm awareness and internet-based skills and benefits; (3)
performing other national surveys to test whether the types we identify are consistent across
cultural, society, and time-based differences; (4) studying algorithmawareness and attitudes
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as part of internet cultures, (5) performing quantitative studies of algorithms as part of dis-
courses and the knowledge apparatus, and; (6) further developing theoretical andmethodo-
logical synergies between critical algorithm perspectives and digital divide studies.
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Appendix. Survey questions relevant to study.

Self-reported algorithm
awareness

What kind of awareness do you have that algorithms are used to present
recommendations, advertisements and other content on the internet?
(No awareness – Low awareness – Some awareness – High awareness – Very high
awareness)

Attitudes towards algorithmic
functions

What is your attitude towards algorithm-driven recommendations on the Internet? (For
example, recommended music on Spotify and recommended videos on YouTube)
(Very negative – Negative – Neutral – Positive – Very positive – Don’t know)

Why do you hold this attitude? Please comment briefly.
What is your attitude towards algorithm-driven advertisements on the Internet?
(Very negative – Negative – Neutral – Positive – Very positive – Don’t know)

Why do you hold this attitude? Please comment briefly.
What is your attitude towards the presentation of online content (e.g., news streams in
social media or online newspapers) driven by algorithms?
(Very negative – Negative – Neutral – Positive – Very positive – Don’t know)

Why do you hold this attitude? Please comment briefly.
Background variables What is your age?

Are you male or female?
What is your postal code?
What is your highest level of education completed?
(Elementary school / Secondary / Not completed – University /University college short
(1–3 years) – University /University college long (4+ years))
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