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ABSTRACT
Recent years have seen many attempts to combine expenditure-side estimates of U.S. real output (GDE)
growth with income-side estimates (GDI) to improve estimates of real GDP growth. We show how to
incorporate information from multiple releases of noisy data to provide more precise estimates while
avoiding some of the identifying assumptions required in earlier work. This relies on a new insight: using
multiple data releases allows us to distinguish news and noise measurement errors in situations where
a single vintage does not. We find that (a) the data prefer averaging across multiple releases instead of
discarding early releases in favor of later ones, and (b) that initial estimates of GDI are quite informative. Our
new measure, GDP++, undergoes smaller revisions and tracks expenditure measures of GDP growth more
closely than either the simple average of the expenditure and income measures published by the BEA or
the GDP growth measure of Aruoba et al. published by the Federal Reserve Bank of Philadelphia.
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1. Introduction

Unlike many other nations, U.S. national accounts feature dis-
tinct estimates of real output growth based on the expenditure
approach (GDE) and the income approach (GDI), see Figure 1.
As pointed out by Stone, Champernowne, and Meade (1942),
while in theory these two approaches should give identical
estimates, measurement errors cause discrepancies to arise.1
These discrepancies are sometimes important. Chang and Li
(2018) examined the impact of using GDI rather than GDE in
nearly two dozen recent empirical articles published in major
economic journals; they find substantive differences in roughly
15% of them. Nalewaik (2012) found that GDI leads to quicker
detection of U.S. recessions than GDE.

While several studies have tried to determine which mea-
sure should be preferred in various contexts, Weale (1992) and
Diebold (2010) argued that reconciling them is a more use-
ful response as it should incorporate more information. Fixler
and Nalewaik (2009) pointed out, however, that reconciliation
traditionally relies on the assumption that measurement errors
are “noise,” which in turn forces the reconciled estimate of
the latent variable (“true” GDP in this case) to be less vari-
able than any of the individual series being reconciled. They
instead propose that measurement errors may also include a
“news” component. While this causes a loss of identification,
they glean information from the revision of GDE and GDI
to place bounds on relative contributions of news and noise

1The same applies to the production-based estimate of output. See, for
example, the study of Rees, Lancaster, and Finlay (2015) on Australian GDP.
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in a least-squares framework. Aruoba et al. (2013) considered
the problem from a forecast combination perspective, assum-
ing “news” errors and imposing priors in lieu of identification
without revisions, while Aruoba et al. (2016) considered alter-
native identifying assumptions and proposed the addition of an
instrumental variable. Almuzara, Fiorentini, and Sentana (2018)
investigated a dynamic factor model (DFM) with cointegra-
tion restrictions while Anesti, Galvão, and Miranda-Agrippino
(2018) proposed a mixed-frequency release-augmented DFM.

Aruoba et al. (2016) is the basis for the GDP+ measure pub-
lished by the Federal Reserve Bank of Philadelphia.2 However,
while their approach ignores the possibility of data revision,
Figure 2 shows that the published series is subject to important
revisions, which complicates its interpretation and use in policy
decisions. Separately, Jacobs and van Norden (2011) and Kishor
and Koenig (2012) proposed state-space frameworks that allow
estimation of both news- and noise-type measurement errors
in data revision, but do not consider problems of data rec-
onciliation. In this article, we extend Jacobs and van Norden
(2011, henceforth JvN) to consider the problem of reconciliation
and identification in which there are multiple estimates of the
common underlying variable, all of which are subject to revi-
sion. Allowing for both news and noise measurement errors, the
result is a modeling framework substantially more general than
those previously proposed. We show that identification of these
two types of measurement errors is made possible by modeling
data revisions as well as the dynamics of the series. We provide a

2See http://www.philadelphiafed.org/research-and-data/real-time-center/
gdpplus/ .
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Figure 1. U.S. GDP growth: Expenditure side versus income side.
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Figure 2. GDP+ in real-time. Various vintages of GDP+ . Source: Federal Reserve
Bank of Philadelphia.

historical decomposition of GDE and GDI into news and noise
shocks, and we compare those series to our improved GDP
estimate, GDP++. We find that GDP+ is more tightly correlated
with GDI releases than with the GDE corresponding releases,
while the opposite is usually true for GDP++. We also find that
regardless of the series and the release chosen, GDP++ is almost
always more positively correlated with the published series than
GDP+. Consistent with Fixler and Nalewaik (2009), noise errors
seems to have a relatively more important role in GDI than
in GDE, but GDI still appears to contain valuable information
about output growth, particularly in its initial release.

The article is structured as follows. In Section 2, we present
our econometric framework. Comparing our model to that of
Aruoba et al. (2016), we note the incorporation of multiple data
vintages increases the number of observable moments enough
to provide identification of all the model’s parameters whenever
more than one data vintage is used. In an Appendix, we provide
a detailed proof of identification based on the work of Komunjer
and Ng (2011). In Section 3, we describe our data and estimation
method. Results are shown in Section 4 and Section 5 concludes.

2. Econometric Framework

In this section, after establishing some notation, we describe
our econometric framework. We then compare the results to
the GDP+ model of Aruoba et al. (2016) and discuss how the
identification of news and noise measurement errors differs in
the two models.

We follow the standard notation in this literature by letting
yt+j

t be an estimate published at time t + j of some real-valued
scalar variable y at time t, while we follow JvN and denote
the unobserved “true” value as ỹt . We define yt as a l × 1
vector of l different vintage estimates of yt+i

t , i = 1, . . . , l
so yt ≡

[
yt+1

t , yt+2
t , . . . , yt+l

t

]′
. We may stack two such

series of estimates in a 2l × 1 vector Y t ≡ [
y′

1,t , y′
2,t

]′ ≡[
yt+1

1,t , yt+2
1,t . . . , yt+l

1,t , yt+1
2,t , yt+2

2,t , . . . , yt+l
2,t

]′
.

For state-space models, we follow the notation of Durbin and
Koopman (2001)

Y t = Z · αt + εt , (1)
αt+1 = T · αt + R · ηt+1, (2)

where Y t is 2l × 1, αt is (1 + 4l) × 1, εt is 2l × 1 and ηt is
r × 1; εt ∼ N(0, H) and ηt ∼ N(0, Ir). Durbin and Koopman
(2001) assumed that both error terms are iid and orthogonal to
one another.3 However, we write our model in the form where
εt is equal to zero and may be omitted, so (1) simplifies to

Y t = Z · αt . (3)

2.1. A Model for Data Reconciliation

Measurement errors are said to be noise
(
ζ t+i

t

)
when they are

orthogonal to the true values ỹt , so that

yt+i
t = ỹt + ζ t+i

t , cov(ỹt , ζ t+i
t ) = 0 ∀ i. (4)

Noise implies that revisions (yt+i+1
t − yt+i

t ) are generally fore-
castable. In contrast, measurement errors are described as news
(νt+i

t ) if and only if

ỹt = yt+i
t + νt+i

t , cov(yt+j
t , νt+i

t ) = 0 ∀ j ≤ i. (5)

If data revisions are pure news errors, current and past vin-
tages of the series will be of no use in forecasting future data
revision. Various authors, such as Croushore and Stark (2001),
have found that U.S. macroeconomic series seem to be neither
pure news nor pure noise. We therefore allow for both types of
measurement errors by partitioning the state vector αt into three
components4

αt = [
ỹt , ν′

t , ζ
′
t
]′ , (6)

3For more detailed assumptions, see Durbin and Koopman (2001, secs. 3.1
and 4.1). For convenience, we omit constants from the model in this expo-
sition.

4JvN include a fourth component that both allows for more complex dynam-
ics in ỹt and permits extensions to problems such as detrending and sea-
sonal adjustment when working with data in levels. Instead, we work with
growth rates and follow Aruoba et al. (2016) and many others by assuming
that real output growth simply follows an AR(1) process.
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of length 1, 2l, and 2l, respectively, and we similarly partition

Z = [Z1, Z2, Z3] , (7)

where Z1 = ι2l (a 2l column-vector of ones), Z3 = Z4 = I2l
(both are 2l × 2l identity matrices). The measurement equation
(3) therefore simplifies to

Y t = Z · αt = ỹt + νt + ζ t = “Truth” + “News” + “Noise.”

Turning to the transition equation (2), the matrix T is a (1 +
4l) × (1 + 4l) matrix with only a single nonzero element ρ

T =

⎡
⎢⎢⎢⎢⎣

ρ 0 . . . 0

0 0
...

...
. . .

...
0 . . . . . . 0

⎤
⎥⎥⎥⎥⎦ , (8)

which captures the first-order autocorrelation of the true values
ỹt . Both the news and the noise measurement errors are assumed
to be uncorrelated through time. What distinguishes them is
how they vary across data vintages. This is determined by R, a
(1 + 4l) × 4l matrix of the form5

R =

⎡
⎢⎢⎢⎢⎣

R1 R2 + R3 0 0
−V l · diag(R1) −V l · diag(R3) 0 0

0 −V l · diag(R2) 0 0
0 0 R4 R6
0 0 0 R5

⎤
⎥⎥⎥⎥⎦ , (9)

where the row vector R1 =
[
σν1

1
, σν1

2
, . . . , σν1

l

]
corre-

sponds to the news uniquely found in y1 while R2 =[
σν2

1
, σν2

2
, . . . , σν2

l

]
corresponds to all the news found in y2

and R3 =
[
σν3

1
, σν2

3
, . . . , σν3

l

]
captures the news common

to both series. diag(Ri) is an l × l diagonal matrix with the
elements of Ri on its main diagonal and V l is an l × l matrix

with ones above the main diagonal and zeros everywhere else.
Next, R4, R5, and R6 are each l × l diagonal matrices with
nonzero elements

[
σζ i

1
, σζ i

2
, . . . , σζ i

l

]
for i = 4, 5, 6. Noise

errors unique to series 1 enter via R4, R5 controls all the noise
in series 2, while noise errors common to both enter via R6.
Finally, we partition the 4 × l vector η into four l × 1 vectors
ηt =

[
η′

ν1t , η′
ν2t , η′

ζ1t , η′
ζ2t

]′
, where ηνit and ηζ it are the sources

for news and noise measurement errors in variable i.
To illustrate, consider the following very simple case. Let

y1 ≡ GDE (the growth rate of real gross domestic expenditure),
y2 ≡ GDI (the growth rate of real gross domestic income)
and let l = 2 (we only consider two vintages, the 1st and 2nd
releases). Then (3) becomes⎡

⎢⎢⎣
GDE1st

t
GDE2nd

t
GDI1st

t
GDI2nd

t

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

1 1 0 0 0 1 0 0 0
1 0 1 0 0 0 1 0 0
1 0 0 1 0 0 0 1 0
1 0 0 0 1 0 0 0 1

⎤
⎥⎥⎦ ·

⎡
⎣ ỹt

νt
ζ t

⎤
⎦

=

⎡
⎢⎢⎣

ỹt
ỹt
ỹt
ỹt

⎤
⎥⎥⎦ +

⎡
⎢⎢⎣

ν
GDE,1
t 0 0 0

0 ν
GDE,2
t 0 0

0 0 ν
GDI,1
t 0

0 0 0 ν
GDI,2
t

⎤
⎥⎥⎦(10)

+

⎡
⎢⎢⎣

ζ
GDE,1
t 0 0 0

0 ζ
GDE,2
t 0 0

0 0 ζ
GDI,1
t 0

0 0 0 ζ
GDI,2
t

⎤
⎥⎥⎦

= “Truth” + “News” + “Noise.”

and (2) becomes⎡
⎣ ỹt+1

νt+1
ζ t+1

⎤
⎦ =

⎡
⎣ρ 0 0

0 0 0
0 0 0

⎤
⎦ ·

⎡
⎣ ỹt

νt
ζ t

⎤
⎦ + R · ηt+1, (11)

where

R =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

σ GDE,1
ν σ GDE,2

ν σ GDI,1
ν + σ Both,1

ν σ GDI,2
ν + σ Both,2

ν 0 0 0 0
0 −σ GDE,2

ν 0 −σ Both,2
ν 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 −σ GDI,2

ν 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 σ

GDE,1
ζ 0 σ

Both,1
ζ 0

0 0 0 0 0 σ
GDE,2
ζ 0 σ

Both,2
ζ

0 0 0 0 0 0 σ
GDI,1
ζ 0

0 0 0 0 0 0 0 σ
GDI,2
ζ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ηt+1 =
[
ηGDE,1

νt+1 , ηGDE,2
νt+1 , ηGDI,1

νt+1 , ηGDI,2
νt+1 , ηGDE,1

ζt+1
, ηGDE,2

ζt+1
, ηGDI,1

ζt+1
, ηGDI,2

ζt+1

]′
.

5An earlier version of this article required news and noise measurement
errors to be independent across series. We would like to thank two anony-
mous referees for encouraging us to generalize the model.
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2.2. Identification and GDP+

Aruoba et al. (2016) considered the problem of identification in
a special case of the GDE/GDI example discussed above where
only a single vintage is available (l = 1). Their unrestricted
model may be written as6

[
GDEt
GDIt

]
=

[
1 1 0
1 0 1

]
·
⎡
⎣ ỹt

εE
t

εI
t

⎤
⎦ (12)

⎡
⎣ỹt+1

εE
t+1

εI
t+1

⎤
⎦ =

⎡
⎣ρ 0 0

0 0 0
0 0 0

⎤
⎦ ·

⎡
⎣ ỹt

εE
t

εI
t

⎤
⎦

+
⎡
⎣σyy σyE σyI

σEy σEE σEI
σIy σIE σII

⎤
⎦ ·

⎡
⎣uy

t+1
uE

t+1
uI

t+1

⎤
⎦ . (13)

Their Z and T matrices are identical to the comparable matrices
in our model when l = 1 and they similarly partition the state
vector into “true” values and two types of measurement errors
εE

t and εI
t . However, their measurement errors are unrestricted

combinations of three reduced-form errors ui
t , i = {y, E, I} and

as such are not identified. They propose adding a third (instru-
mental) variable which is correlated with ỹt but not with εE

t or
εI

t , suggesting that household survey data may be suitable for
this purpose. We show that the model may instead be identified
by increasing the number of vintages analyzed and assuming
that measurement errors are the sum of news and noise mea-
surement errors as characterized above. In the Appendix, we
provide a rigorous proof of identification. In the remainder of
this section, we provide a more informal argument.

Some insights come from the form of the R matrix in (9).
News and noise measurement errors have tightly constrained
behavior across successive data vintages, even when they may
be correlated across series. Noise errors are assumed to be both
uncorrelated across vintages and with innovations in true val-
ues. However, news errors must be correlated with one another,
and with innovations in true values and their variances by true
values. Furthermore their variances must be decreasing as series
are revised.

If we have two series to reconcile (such as GDE and GDI)
and l vintages of each, we have 2l · (2l + 1)/2 observable cross-
moments as well as 2 · l first-order autocorrelation coefficients,
for a total of l · (2 · l + 3) moments. The only free parameters
in the above model, however, are the autocorrelation coefficient
ρ and the 6 · l nonzero elements of R. Obviously, the number
of available moments increases with l2 while the number of free
parameters increases only linearly with l.7

In the special case where we use only a single data release,
l = 1, we have 1 + 6 · l = 7 free parameters to estimate, but
only 1 · (2 · 1 + 3) = 5 available moments with which to do so.
This is consistent with the lack of identification noted by Aruoba
et al. (2016). However, if we use l = 2 data vintages, we have
1 + 6 · 2 = 13 free parameters and 2 · (2 · 2 + 3) = 14 moments

6See Aruoba et al. (2016, eqs. (A.1) and (A.2)). Their model further differs from
the model above in that they model only the sum of news and noise shocks.

7One must also keep in mind that identification by data revision requires that
the data are in fact revised. If not, we effectively return to the underidenti-
fied case of l = 1.

with which to identify them. For l = 3 we have 27 moments
with which to estimate 19 parameters and for l = 4 we have 44
moments with which to estimate 25 parameters.8

It may also be useful to understand intuitively how the use
of multiple vintages aids identification. Estimating true values
requires us to distinguish variation due to news from that due to
noise. In our model, increasing the variance of noise associated
with a particular vintage unambiguously lowers the correlation
of that vintage with other vintages of the same series. However,
increasing the variance of its news lowers its correlation with
earlier vintages but increases its correlation with later vintages
ceteris paribus. Furthermore, in the presence of serial correlation
(ρ), increasing news should increase the correlation across time
while increasing noise should not. Both of these effects are
present regardless of whether or not measurement errors are
correlated across the series being reconciled.

Before turning to examine the usefulness of such a frame-
work for reconciling U.S. GDE and GDI, we note that the above
model could be generalized further along lines suggested by the
univariate model of JvN. For example,

1. We may wish to relax some of the zero restrictions on the
transition matrix in (2) to allow for measurement errors to
be correlated across calendar periods. (JvN refer to these as
“spillover” effects.) For example, the annual incorporation
of tax return data into the National Accounts may cause
revisions that are correlated across the various quarters of the
tax year.

2. We may wish to allow for more than 2 alternative measures
of the same underlying concept. For example, the Office of
National Statistics in the UK produces real GDP estimates
based on expenditure data, income data, and output data,
suggesting a 3-way reconciliation.9

3. It may be useful to work with levels of GDP and simultane-
ously decompose the unobserved “true” values further, for
example, into seasonal and nonseasonal components, or into
trend and cycle.

We leave such extensions to future research.

3. Data and Estimation

3.1. Data

We use monthly vintages of quarterly expenditure-based and
income-based estimates of GDP from the Bureau of Economic
Analysis (BEA) covering the period 2002Q1–2017Q1 in Sec-
tions 4.1–4.4 and 2002Q1–2019Q1 in Section 4.5.10 For GDE,
we employ the advance, the third, the 12th, and the 24th releases.
For GDI, we take the second/third, the 12th, and the 24th
releases for GDI.11 Due to a lag in source data availability the

8In the Appendix, we show that precisely the same moment conditions arise
out of the restrictions derived by Komunjer and Ng (2011).

9Rees, Lancaster, and Finlay (2015) explored such a reconciliation for Aus-
tralian GDP using state-space models similar to those of Aruoba et al. (2013,
2016).

10The data are taken from the Data Archive published on the BEA
website (https://apps.bea.gov/histdata/histChildLevels.cfm?HMI=7). Origi-
nal releases of GDI do not appear to have been published prior to 2002.

11Two releases are sufficient to identify all the parameters in the model, as
noted in Section 2.2. Estimates using only two releases are shown in the

https://apps.bea.gov/histdata/histChildLevels.cfm?HMI=7
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first available estimate for GDI is released at the time of the
second GDE estimate, except for the estimate of 4th quarter
GDI, which is released at the time of the third GDE estimate.12

3.2. Estimation

We employ Gibbs Sampling methods (see, e.g., Kim and Nelson
1999) to obtain posterior simulations for our model’s param-
eters in (8) and (9). We use conjugate and diffuse priors for
the coefficients and the variance covariance matrix, resulting
in a multivariate normal posterior for the coefficients and an
inverted Wishart posterior for the variance covariance matrix.
For the prior for the coefficients restricted to zero, we assume
the mean to be zero and variance to be close to zero.

Our Gibbs sampler has the following structure. We first ini-
tialize the sampler with values for the coefficients and the vari-
ance covariance matrix. Conditional on data, the most recent
draw for the coefficients and for the variance covariance matrix,
we draw the latent state variables αt for t = 1, . . . , T using
the procedure described in Carter and Kohn (1994). In the next
step, we condition on data, the most recent draw for the latent
variable αt and for the variance covariance matrix, drawing
the coefficients from a multivariate normal distribution. Finally,
conditional on data, the most recent draw for the latent variables
and the coefficients, we draw the variance covariance matrix
from an inverted Wishart distribution. We cycle through 100k
Gibbs iterations, discarding the first 90k as burn-in. Of those
10k draws we save only every 10th draw, which gives us in total
1000 draws on which we base our inference. Convergence of the
sampler was checked by studying recursive mean plots and by
varying the starting values of the sampler and comparing results.

4. Results

To distinguish between the true unknown values (ỹt) of GDP
and our model’s estimates of these values, we refer to our model’s
estimates as GDP++.13 We compare our measure of GDP++ to
other measures of GDP using graphs and historical decomposi-
tions, as well as by their dynamics and revision properties. We
also examine how various releases of GDI and GDE correlate
with GDP++ as well as with two other “reconciled” measures
of GDP: the GDP+ measure produced by the Federal Reserve
Bank of Philadelphia, and the simple average of GDE and GDI
growth (GDP50/50) published by the BEA.

4.1. Comparison of GDP++ and Releases of GDE and GDI

In Figure 3, we compare GDP++ and its shaded posterior
ranges (90% of probability mass) to the four releases of GDE
we employed in the estimation: the advance, third, the 12th,
and the 24th release. There is little evidence that the releases

Appendix. We prefer to use more releases to provide a more precise esti-
mate of true GDP growth. Tests of the overidentifying restrictions provided
by increasing numbers of releases could also be of interest. However, it is
not evident how to nest a just-identified model within our framework and
we leave this issue for future research.

12See Fixler, Greenaway-McGrevy, and Grimm (2014) for a more detailed
discussion of the GDE-GDI vintage history.

13The GDP++ series can be downloaded from the following link: https://kof.
ethz.ch/US-GDPplusplus.html.
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Figure 3. GDP++ versus GDE. The blue line represents the posterior median of
GDP++ (the smoothed estimate of the “true” value) and the shaded area around
the blue line indicates 90% of posterior probability mass. The green line represents
the advance estimate, the purple line is the second estimate, the red line the 12th
release and the orange line the 24th release of expenditure-side GDP growth.
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Figure 4. GDP++ versus GDI. The blue line represents the posterior median of
GDP++ , the smoothed estimate of the “true” value, and the shaded area around
the blue line indicates 90% of posterior probability mass. The purple line is the
second/third estimate, the red line the 12th release and the orange line the 24th
release of income-side GDP growth.

are more volatile than GDP++, which suggests that noise-
type measurement errors are limited. On the other hand, we
observe that the releases are outside the posterior bounds for
some periods, particularly for the advance release and the 24th
release; in some periods, such as early 2007 and late 2008, the
advance release and the 24th release are on different sides of the
posterior range.

Figure 4 shows GDP++ together with shaded posterior
ranges (90% of probability mass) and the three releases of GDI
we employed in the estimation: the Second/Third, the 12th and
the 24th release. The GDI releases are more volatile than our
GDP++ estimates (and more volatile than the releases of GDE),
which is consistent with the presence of more substantial noise-
type measurement error. We also see that the releases are often
outside the posterior bounds of the true values.

https://kof.ethz.ch/US-GDPplusplus.html
https://kof.ethz.ch/US-GDPplusplus.html
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Figure 5. Correlations. Contemporaneous correlations between reconciled GDP
measures and various releases of GDI and GDE. GDP50/50 represents the mean of
the latest vintage of GDE and GDI.

Moreover, Figures A.1 and A.2 in the Appendix compare
different releases of GDI and GDE with “ragged edge” estimates
of GDP++. The latter mimics the problem of estimating the
previous quarter’s GDP growth rate by using only the first two
releases of GDE and the first release of GDI for the previous
quarter, treating as missing observations those releases which
are not yet available for other recent quarters, and using filtered
rather than smoothed estimates of the state vector.14 We find
results very similar to those shown above, suggesting that revi-
sions in GDP++ are relatively minor. We explore this further
below in Sections 4.4 and 4.5.

Note that the sample paths of GDP+ and GDE and GDI in
Aruoba et al. (2016, Figure 3) show a different picture than
our Figures 3 and 4. Their measure tends to track GDI more
closely than GDE, whereas ours does the opposite. Their result
is surprising in the sense that the BEA has long advocated the use
of expenditure-based estimates over income-based estimates,
arguing that the underlying source data on expenditures were
more complete and more reliable. Our model treats the two data
sources as symmetric a priori, but arrives at the conclusion that
GDE merits more weight in the reconciliation.

This can be seen more clearly in Figure 5, which reports
contemporaneous correlations between various releases of GDE
and GDI and the various estimates that attempt to reconcile the
two. It shows that GDP+ is more tightly correlated with GDI
releases than with the GDE corresponding releases, while the
opposite is usually true for GDP++. We also find that regardless
of the series and the release chosen, GDP++ is almost always
more positively correlated with the published series than GDP+.
(The only exception is the final release of GDI.) It is also more
positively correlated with GDP50/50. While there is no objective
standard by which to judge that one measure of a latent variable

14To estimate GDP++ with “ragged edge” data, we modify our Kalman filter
equations to allow for missing observations (see, e.g., Durbin and Koopman
2001).

(like “true” real GDP growth) is superior to another, we take
comfort from the fact that our new estimate behaves more like
the series that it is intended to reconcile, and that it puts more
weight on the series that is generally acknowledged to be the
more reliable.

4.2. Historical Decomposition

Our econometric framework in (2) and (3) allows us to decom-
pose each vintage of each of our series into its estimated news
and noise measurement errors. The total revision of GDE and
GDI can be written as

GDEl
t − GDE1

t = −ν
GDE,1
t︸ ︷︷ ︸

News

+ ζ
GDE,l
t − ζ

GDE,1
t︸ ︷︷ ︸

Noise

, (14)

GDIl
t − GDI1

t = −ν
GDI,1
t︸ ︷︷ ︸

News

+ ζ
GDI,l
t − ζ

GDI,1
t︸ ︷︷ ︸

Noise

, (15)

where every element on the right-hand side of the equation is
part of the state vector which is estimated along with GDP++.

These estimates are shown in Figure 6, with the top panel
showing results for GDE and the bottom panel showing those
for GDI. We see that total revisions in GDI tend to be larger
than those in GDE (note the slight difference in vertical scales
between the two panels). We also observe that the news share
in total GDE revisions tends to be larger than the noise share.
While GDI revisions often incorporate substantial news, some
of the largest revisions are due to noise, and noise errors seems
to have a relatively more important role in GDI than in GDE.
This observation is consistent with Fixler and Nalewaik (2009),
who also rejected the pure noise assumption in GDI. It also
appears that GDI was particularly noisy in late 2007/early 2008
and around 2013.

4.3. Comparing Alternative Measures of Real Output
Growth

To understand more about how the various measures of real
GDP growth compare, Figure 7 compares them in terms of their
persistence (measured by ρ, their first-order autocorrelation
coefficient) and their variability (measured by σ 2). In light gray,
we show the (ρ, σ 2) pairs for GDP++ across all draws, with
σ 2 ≡ r1 · r1′, where r1 is the first row of R (as shown in (9))
so that σ 2 captures the innovation variance of shocks to the true
values ỹt . Against this background, we also show

• the median estimate for GDP++,
• the estimates for AR(1) models fit to GDE and to GDI,

respectively,
• the estimates for an AR(1) model fit to GDP50/50,
• the estimates for the benchmark model estimated in Aruoba

et al. (2016) (GDP+),15

• the estimates for a restricted version of our GDP++ model,
where all measurement errors are assumed to be uncorrelated
across GDE and GDI.

Figure 7 reveals that both our model and a version that
restricts the measurement errors to be uncorrelated across the

15We thank Dongho Song for making his Matlab code available online.
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Figure 6. Historical decomposition of total revisions. Historical decomposition of
the total revision (24th release minus advance estimate for GDE; 24th release minus
second estimate for GDI) into news and noise. The green bars depict the share of
news and the red bars the share of noise in total revision (gray line). The historical
decomposition is based on the decomposition described in (14) and (15).

two series provide estimates with similar degrees of persis-
tence, although the restrictions decrease the innovation vari-
ances somewhat. GDE, GDI, and GDP50/50 all have degrees of
persistence similar to that of GDP++ but considerably higher
variance (especially GDE and GDI). GDP+ has by far the highest
persistence, and a variance among the very lowest of those
shown.

4.4. Relative Contributions of GDE and GDI to GDP++

To understand the relative importance of the different series and
different releases to GDP++, Table 1 presents the Kalman filter
gains for each data release. The upper and lower panels of the
table show how weights change when we impose the restriction

Figure 7. GDP dynamics. The light gray shaded area consists of (ρ, σ 2) pairs across
draws and the black circle is the posterior median of the (ρ, σ 2) pairs across draws
from our sampler for the news-noise model with correlated measurement errors.
The green six-pointed star depicts the posterior median of the (ρ, σ 2) pairs of the
news-noise model without correlated measurement errors. The red five-pointed
star is the posterior mean of the (ρ, σ 2) pairs of GDP+ using the benchmark
specification (ζ = 0.8) described in Aruoba et al. (2016). The blue diamonds
are (ρ, σ 2) pairs, resulting from AR(1) models fitted to GDE and GDI, respectively.
The dark blue square is the (ρ, σ 2) pair that results from an AR(1) model fitted to
GDP50/50. For GDP++ σ 2 is defined by r1r1′ , where r1 is the first row of R defined
in (9). The sampling period for re-estimating the Aruoba et al. (2016) model and for
fitting the AR(1) models to the two GDP measures is 2002Q4–2017Q1 (released on
May 5, 2019).

Table 1. Kalman gains.

Balanced sample Ragged-edge sample

Weight on GDE GDI GDE GDI

News and noise
Advance 0.0272 0.2311
Second/third −0.2103 0.3067 0.3363 0.4804
12th 0.7104 0.1081 0 0
24th release 0.0479 0.0125 0 0

Uncorrelated news and noise
Advance 0.0380 0.1363
Second/third 0.1240 0.1672 0.4934 0.3768
12th 0.2318 0.0796 0 0
24th release 0.2799 0.0826 0 0

that measurement errors in GDE are uncorrelated with those in
GDI. The “balanced sample” column shows the weights when all
7 data releases in our model are available, while the “ragged edge
sample” column shows how they change when only the first two
releases of GDE and the first release of GDI we use are available
for the most recent quarter.

Looking first at the “ragged edge” filter gains, we find that
GDP++ initially puts almost as much weight on the first release
of GDI as on the advance and next available releases of GDE,
something we might expect if GDE is thought to be noisy.
Restricting the correlations of the measurement errors shifts
some weight from GDI to GDE, with the most recent release
of GDE receiving a weight of almost one-half.

When all the model’s releases are available, however, GDP++
puts most of its weight on the 12th (but not the 24th) release of
GDE and the initial (but not later) releases of GDI, suggesting
that initial releases of GDI may contain important information



8 J. P. A. M. JACOBS ET AL.

Figure 8. GDP++ in real-time. Posterior medians of GDP++ from our news
and noise model with correlated measurement errors for the samples 2002Q4–
2013Q3+i for i = 0, . . . , 22. Each vintage of GDP++ is represented by a different
colour.

that is somehow then lost as the BEA attempts to reconcile the
two measures. We also see that allowing for correlated mea-
surement errors across the two series is critical for this result;
with uncorrelated errors, the pronounced weight on the initial
release of GDI is greatly reduced and last two releases of GDE
are roughly equally weighted.

4.5. Comparing Revisions in GDP++, GDP+, and GDP50/50

Forecasters and policymakers are increasingly concerned about
the revision properties of their data series when they rely on
an estimate of recent economic conditions. For that reason,
we examine the revisions in GDP++, GDP+, and GDP50/50 by
comparing the “ragged edge” estimates analyzed above with the
“full-sample” filtered estimates that become available 22 months
after the end of the quarter of the shortest sample. Due to limited
availability of GDP+ vintages, our revision analysis is restricted
to the samples 2002Q4–2013Q3+i for i = 0, . . . , 22.16

Figure 8 reports various vintages of GDP++ and shows that
its revisions appear moderate. Moreover, most of the revisions
seem to occur within the first couple of releases, but a few revi-
sions reach far back to the beginning of the sample, reflecting
possible benchmark revisions. Figure 9 compares the absolute
value of the total revisions in GDP+, GDP++, and GDP50/50

for each period. According to Figure 9, GDP++ appears to be
less prone to revisions than its competitors. This impression is
confirmed by the root mean square of the revisions which is 0.39
for GDP++, 1.20 for GDP+, and 1.15 for GDP50/50.

5. Conclusion

We have described a new approach to data reconciliation that
exploits multiple data releases on each series. This helps both
with the identification of measurement errors and with opti-

16The model was re-estimated for each sample i = 0, . . . , 22, that is, once for
each quarter that we roll along.

Figure 9. Comparing revisions in GDP++ , GDP+ , and GDP50/50. Absolute total
revision in GDP50/50, GDP+ , and GDP++ . For GDP++ , we used the posterior
median of our news and noise model with correlated measurement errors, for
GDP+ we employed the benchmark model of Aruoba et al. (2016) and GDP50/50

is the mean of GDE and GDI. We incorporated missing observations (as described in
Durbin and Koopman (2001)) to allow for ragged edges at the end of the sample.
The real-time analysis is based on the samples 2002Q4–2013Q3+i for i = 0, . . . , 22.

mally extracting information from multiple noisy but poten-
tially informative series. We used this to propose a new measure
of U.S. GDP growth using multiple releases on GDE and GDI.
Our measure GDP++ is shown to undergo smaller revisions
on average than the GDP+ measure of Aruoba et al. (2016)
or the simple average of GDE and GDI published by the BEA.
GDP++ also puts more weight on expenditure-side estimates
than either of these other measures, consistent with the finding
that historical decompositions of GDE and GDI measurement
errors reveal a larger news share in GDE than in GDI. Finally,
our results point to the importance of smoothing measurement
errors across multiple noisy releases.

Supplementary Materials

The Appendix contains a detailed proof of the conditions under which our
model is identified, following Komunjer and Ng (2011). It also provides
estimates of the posterior distribution of the model parameters for the
l = 2 case, and compares various vintages of GDE and GDI to the GDP++
estimates through to the end of 2018 for the “Ragged-Edge” case.
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