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Market structure and efficiency in Swedish commercial banking,
1912–1938
Lars Karlsson , Henric Häggqvist and Peter Hedberg

Department of Economic History, Uppsala University, Uppsala, Sweden

ABSTRACT
This article investigates the link between market structure and
performance in the Swedish commercial banking industry between 1912
and 1938. During this period, new market regulation was introduced
with the intention to encourage large-scale banking. As a result, the
industry entered a far-reaching consolidation phase. These market
structure changes coincided with industrial development and progress.
For this reason, it has commonly been assumed that the new regime
fostered banks with capacity to efficiently supply the industry with
financial services. However, hitherto, no comprehensive analyses on the
actual impact of these policy changes on the performance of the banks
have been conducted. We examine this impact by measuring the
efficiency of Swedish commercial banks by constructing a Malmquist
index based on technical efficiency scores derived from Data
Envelopment Analysis (DEA). We use fractional regression analysis to
examine the impact of market concentration and bank mergers on
efficiency. We find that market concentration had a decidedly negative
impact on the average efficiency of the Swedish commercial banking
industry during this period. While large financial intermediaries may
have been necessary to channel capital into the large-scale industrial
and infrastructural projects of the time, it came at the cost of increased
deadweight losses.
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1. Introduction

The relationship between market concentration and performance in the banking sector is a matter of
longstanding dispute. While many argue that market concentration invariably fosters collusion and
disincentivises cost control, inducing bank managers to lead a ‘quiet life’ (Berger & Hannan, 1998,
p. 454), others maintain that concentrated bank markets are, as a rule, characterised by superior cost
efficiency. Generally speaking, the consensus in the literature has gradually shifted from the first to
the second position.

In the older literature on the subject, it was commonly held that the structural characteristics of
the market determined bank behaviour, in accordance with the Structure Conduct Performance
(SCP) paradigm from industrial organisation economics (see Bain, 1956). According to the SCP
paradigm, the level of market concentration is inversely related to the degree of competition,
while competition is in turn a key driver of innovation and cost efficiency. Concentrated bank mar-
kets were therefore argued to be characterised by slower technical change and poor cost-
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management practices (Neumark & Sharpe, 1992, pp. 657–680; Pilloff, 1996, pp. 294–310). Berger
and Hannan (1998, pp. 454–465) later popularised an extension of this argument, dubbed the
Quiet Life Hypothesis, which holds that bank managers in concentrated markets do not seek to
maximise profits, but prefer a ‘quiet life’ where revenues from economic rents substitute for effective
cost control. Furthermore, studies have shown that smaller banks are more prone to finance small
business ventures and risky borrowers, and tend to receive higher net returns from such loans, indi-
cating that small banks are relatively more efficient in these market segments (Berger et al., 2002;
Carter & McNulty, 2005, pp. 1113–1130). Berger et al. (2002, pp. 3–4) suggest that this is due to
smaller banks being better at collecting and acting on ‘soft’ information, such as the prospective bor-
rower’s entrepreneurial ability or trustworthiness. Another argument in favour of a negative
relationship between market concentration and bank efficiency is the fact that the available research
has thus far failed to show any substantial improvements in cost efficiency resulting from mergers
and acquisitions in the banking industry (Berg, Førsund, & Jansen, 1992, pp. 211–228; DeYoung,
1997, pp. 32–47; Du & Sim, 2016, pp. 499–510).

Proponents of the Efficient Structure Hypothesis (ESH), on the other hand, maintain that bank
market concentration results from competition, where the most cost-efficient banks are able to
expand their market shares by reducing prices (Gale & Branch, 1982, pp. 83–103; Molyneux & For-
bes, 1995, pp. 155–159). In the presence of scale economies, moreover, the market naturally tends
toward higher levels of concentration (and reduced average costs) (Demirguç-Kunt & Levine,
2000, pp. 8–9). According to the ESH, concentration is thus a natural consequence of market forces
that weed out inefficient firms, while preserving efficient ones. Attempts to reduce market concen-
tration ‘based on [the] presumption that concentrated market structures lead to resource misalloca-
tion’, ESH proponents assert, ‘are misguided and may well [lead] to decreased efficiency’ (Gale &
Branch, 1982, p. 83). Recent empirical research has, for the most part, tended to support this latter
hypothesis, reporting a strong relationship between bank efficiency and market concentration and/or
bank market share (Allen & Gale, 2000; Beck, Demirguc-Kunt, & Levine, 2006, pp. 1581–1603;
Maudos & Fernandez de Guevara, 2007, pp. 2103–2125). A shortcoming of this empirical literature
is, however, that almost all studies are based on data from the late 20th or early twenty-first century,
and thus almost invariably pertains to relatively consolidated bank markets. It is not self-evident that
increased market concentration would have the same general effect on an emerging, unconsolidated
bank market as it seems to have on mature bank markets, that are already from the outset charac-
terised by moderate – to high levels of concentration.1

In this article, we contribute to the current research on the link between bank market structure
and performance by analysing the efficiency of the Swedish commercial banking industry between
1912 and 1938. During this period, the industry underwent a rapid consolidation phase from the
late 1910s up to the mid 1920s, which more than halved the commercial banking population. The
structural forces behind this concentration process were in play already by the turn of the century,
but it was from the late 1910s that the number of mergers, and consequently, the level of market
concentration really took off, making this an ideal period to study the impact of market concen-
tration on bank efficiency The concentration process was also furthered by the introduction of a
new Bank Act in 1911, in which tougher capital requirements and differentiated rights to trade in
shares were intended by the state to push more market power into the hands of larger banks (Jun-
gerhem & Larsson, 2013). 1912 is therefore a good starting point to study this concentration period,
and by 1938 it was completed, before new market conditions connected to World War Two set in.

In the article, we first present an estimate of the evolution of efficiency within the Swedish com-
mercial banking industry between 1912 and 1938, by constructing a Malmquist efficiency growth
index based on technical efficiency scores derived from a Data Envelopment Analysis (DEA). To
this end, we use bank-level data collected from the balance sheets and income statements of all

1Recent research on contemporary emerging economies suggest this may be the case. See, for instance, Ariss (2010, pp. 765–775);
Zhang, Jiang, Qu, Wang (2013, pp. 149–157).
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commercial banks that were active in Sweden during this period. In a second stage, we use fractional
regression analysis on the bank-level DEA scores, in order to identify the impact of market concen-
tration and bank mergers on industry average efficiency.

In previous research on the Swedish commercial banking industry Lindgren (1993, pp. 765–775)
and Glete (1987, p. 90) have both highlighted the interwar period as a formative phase, when com-
mercial banks first established their characteristic close ties to Swedish manufacturing industry. Lars-
son and Lindgren (1989) has pointed to the importance of the commercial banks’ different strategies
towards consolidation, which reduced the cost of mobilising capital while ensuring market stability
through long-term investor debtor relationships. This was not a unique Swedish feature; on the con-
trary, there was a strong perception in Scandinavia as well as in other countries with universal bank-
ing systems, such as in for instance Germany, that large-scale banks enjoyed economies of scale.
Large intermediaries were considered to be both stable and efficient. This attitude was reflected in
the policy development in these countries and encouraged the formation of large-scale banks and
relatively consolidated bank market structures (Cottrell, Lindgren, & Teichova, 1992; Larsson &
Lönnborg, 2014). However, to our knowledge, there exist no previous studies that have sought to
test whether the consolidation of the commercial banking industry during this period produced
the expected results. In contrast to previous Swedish research, and contrary to the Efficient Structure
Hypothesis, we find that market concentration had a decidedly negative impact on the average
efficiency of the Swedish commercial banking industry during this period. In line with this result,
we also find that mergers tended to reduce the efficiency of the acquiring banks, and that banks
which expanded geographically during the period were, on average, characterised by lower cost
efficiency than locally based banks.

The article is structured as follows: in section 2, we give a brief background of the development of
the Swedish commercial banking industry during our research period, where focus is placed on the
development of the market structure. In section 3, we present our data and discuss the DEA meth-
odology, after which we present and discuss the results of the DEA analysis and proceed with an
examination of the impact of market concentration and bank mergers on efficiency. In the final sec-
tion, we conclude.

2. Swedish commercial banking 1912–1938

The beginning of the period marked the end of a half-century of expansion for Swedish commercial
banking. Commercial banking was established in Sweden already by the early 1830s, but growth was
slow until new bank legislation was adopted in the mid-1860s, which lifted the previously existing
interest rate ceiling on lending and allowed commercial banks to use the joint-stock company
form. This facilitated an unprecedented growth in bank activities over the ensuing decades.
From the mid-1860s up until World War One, commercial bank lending grew at an average rate
of 8 percent per annum (Nygren, 1983), the number of active banks increased from 20 to around
80 and the geographical coverage of banking services increased exponentially, primarily through
the establishment of small and locally oriented commercial banks throughout the country (Ögren,
2010).

The expansion of the industry reached its peak a decade into the twentieth century, with
commercial bank lending reaching close to 70 percent of GDP in the years before World
War One. From the 1910s onwards, however, this expansionary phase was followed by a far-
reaching consolidation of the industry, which more than halved the banking population and
led to a rapid rise in market concentration. This development can be seen in Figure 1 below,
which shows a Herfindahl-Hirschman index of market concentration, calculated on bank lending
shares, as well as the total number of active banks for each year between 1912 and 1938. As is
seen in the graph, the degree of market concentration more than doubled from the mid 1910s to
the mid 1920s, while the number of active banks declined from around 80 in 1912, to a stable
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level of around 30 in the 1920s and 30’s. These rapid changes in market structure had both
economic and political causes.

The fast growth of the industry during the late nineteenth century, gave rise to a significant degree
of competition over depositors and borrowers. This incited banks to acquire or merge with compe-
titors, either as a means to expand in scale or geographical scope, or in order to prevent competitors
from expanding. An important contributing factor was also that the establishment of new branch
offices was made subject to approval by the Bank Inspection Board in 1918, which made acquiring
already existing offices an attractive alternative to new establishment (Jungerhem & Larsson, 2013,
pp. 232–234). The introduction of the Bank Acts of 1903 and 1911 were no doubt also important in
this regard. Inspired by the German model of universal banking, the overall objective of these acts
was to safeguard market stability by tightening the banks’ liquidity and solidity requirements while at
the same time improving their preconditions to increase equity and grow (Larsson & Söderberg,
2017). Solid, large banks were considered to have greater capacity to supply the domestic manufac-
turing industry with credit, and to be more stable than a great number of smaller banks. For this
reason, capital requirements were raised in two steps, in both the 1903 and 1911 legislation (Larsson,
1993, p. 22). Due to the high level of new bank entry, which had accelerated especially after 1895, the
competition over depositors and borrowers had grown increasingly fierce to levels that were con-
sidered unsound. In order to counter for this effect, the Act of 1911 also allowed banks the option
to expand their activities by trading and owning shares. Although a few banks had previously been
granted the right to own and trade in shares, such assets had generally only been held as collateral
(Broberg & Ögren, 2019, p. 5). The Act of 1911, however, extended this right to all banks with
sufficient funds, which meant that the size (volume) of the banks’ funds determined the size of its
acquisitions. As banks were incited to either increase the size of their equity or merge with another
bank, this encouraged extensive expansion strategies (Larsson, 1998, pp. 87–96. On the banks’ right
to own and trade with shares, see Fritz, 1990).

The economic conditions that prevailed during World War One and the subsequent post-war
deflationary crisis contributed to this development. During the first war years, rising foreign demand
and a rapid expansion in credit volumes gave momentum to Swedish industry. Towards the end of
the war, however, foreign trade began to decline, causing an increasing scarcity of goods and supplies
while prices sky-rocketed; between 1914 and 1920 prices increased by 165 percent (Nygren, 1985,
p. 66). In the early 1920s, prices fell and a deflationary crisis emerged. In the wake of the great num-
ber of industrial bankruptcies that followed, the banks suffered massive losses,2 and set off a sub-
sequent wave of bank mergers (Larsson, 2018, pp. 10–11).3 Between 1916 and 1922 alone, a total
of 45 mergers and acquisitions were carried out within the industry; i.e. more than six per year (Wal-
lerstedt, 1995, pp. 39–42).

According to Jungerhem and Larsson (2013, p. 234) the pressure on the financial market that followed
from the deflation crisis, in combination with increasing difficulties to obtain attractive borrowers, sub-
sequently changed the large banks’ incentives for expansion. This was reflected in the merger trend,
which levelled out from the mid 1920s, but at the same time, the banks that remained grew notably larger
(Larsson & Lindgren, 1989, p. 11). In 1920, the three largest banks accounted for 45 per cent of total
commercial bank lending. By the early 1930s, this share had risen to almost 60 per cent. As a result,
the degree of market concentration continued to rise up until 1933, and subsided somewhat thereafter.
During the years when the rise in market concentration was the fastest, roughly 1917 through 1927, the
concentration trend was mainly driven by large-scale banks, which expanded by acquiring numerous
small – and medium-sized banks. Particularly, banks such asHandelsbanken and Skandinaviska Banken

2The loan losses amounted to around 2.5 per cent of the total lending volume in 1921 and over 5 per cent in 1922. The only other
year during the period, which came close to these figures was 1932, following the collapse of the Krueger financial empire. It
should of course be noted, that in both of these crises, there were considerable differences between the banks in terms of
the magnitude of loan losses.

3As share of total capital, the banks’ average aggregate losses were nine percent in 1922, but there were large differences between
banks.
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expanded rapidly during the period, becoming truly national actors after having acquired branch offices’
in several new Swedish counties, where they had not been active before. Also, a number of medium-sized
banks, such as Upplands Enskilda and Sundsvalls Enskilda, markedly increased their number of branch
offices through small bank acquisitions during this period (Jungerhem, 1992).

In connection with the rise in market concentration, the expense burden of commercial banks
increased overall, but particularly so for the most expansionary banks. As share of gross profits, gen-
eral expenses (of which the largest part were outlays for salaries) more than doubled in Handelsban-
ken; from 25 percent in 1912–13 to slightly above 50 percent from 1919 to 1938. The trend looked
similar for all of the banks that were the most active in mergers and acquisitions during the period.4

This indicates that the banks which grew to dominate the national banking market during the 1920s
and 1930s, experienced a concomitant deterioration in cost-efficiency. In the following, we aim to
test both whether this apparent decrease in efficiency persists after controlling for the full range
of bank inputs and outputs, and if so, whether this lower efficiency was connected to the consolida-
tion of the commercial banking industry.

3. Methodology and data

Our measure of efficiency in Swedish commercial banking is based on Data Envelopment Analysis
(DEA), which is a linear programming technique for identifying the best practice companies within
an industry. These companies are then used as a benchmark to assign relative efficiency scores to the
remaining companies, by measuring the individual deviations from best practice performance. The
main advantage of DEA is that it allows for measuring efficiency using multiple inputs and multiple
outputs, which is particularly useful when examining a complex business activity such as banking. To
be able to examine efficiency change over time we use the DEA efficiency scores to construct a Malm-
quist efficiency growth index (Malmquist, 1953). The index is defined as the product of catch-up and
frontier-shift, where the first term refers to the relative temporal change in efficiency of individual
banks, and the second term refers to the change in the benchmark frontier (or production possibility
curve) that is used to evaluate each bank. The Malmquist index thus makes it possible to examine
changes in efficiency of Swedish commercial banks over time, while controlling for changes in tech-
nological development.

Figure 2 below gives a graphical depiction of the Malmquist index analysis using an example of a
bank with a single input and single output (x0, y0) that is evaluated over two consecutive time

Figure 1. Herfindahl-Hirschman index of market concentration in the Swedish commercial banking industry (line) and number of
active commercial banks (bars), 1912–1938. Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.

4For instance, Göteborgs bank, Mälareprovinsernas bank, Skandinaviska Banken and Södermanlands Enskilda.
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periods. The technical efficiency of the bank in time period 1 (x10, y
1
0) is measured as the radial dis-

tance to the efficient frontier of period 1, or as the distance between points A and C in Figure 2
divided by the distance between points A and P. In time period 2, the catch-up component of the
Malmquist index is measured as the technical efficiency of the bank in time period 2 (x20, y

2
0) relative

to the frontier of period 2 divided by the technical efficiency of the bank in time period 1 (x10, y
1
0)

relative to the frontier of period 1, or

Catch-up = BD
BQ

/
AC
AP

= AP
BQ

The change in the efficient frontier between time periods 1 and 2 can be measured in two ways,
either from the reference point of (x10, y

1
0) or from the reference point of (x20, y

2
0). That is, either as

= AC
AP

/
AE
AP

, or as = BF
BQ

/
BD
BQ

The frontier-shift component of the Malmquist index is therefore calculated as the geometric
mean of these two possibilities, or

Frontier-shift =
��������������������������
AC
AP

/
AE
AP

( )
BF
BQ

/
BD
BQ

( )√
=

���������������
AC
AE

( )
BF
BD

( )√

The Malmquist index is then measured as the product of the catch-up and frontier-shift com-
ponents. In this simple example, where the bank uses only a single input to produce a single output,
the resultant DEA efficiency scores are, in essence, no different from standard partial productivity
measures that have for long been widely used in economic research, such as, for instance, labour pro-
ductivity or energy efficiency. The principal advantage of the DEA methodology stems, of course,
from its ability to handle multiple inputs and outputs. Unlike in traditional index number
approaches to this problem, the DEA approach does not require the researcher to assign appropriate
weights to each input and output. Rather, DEA utilises linear programming to derive a variable

Figure 2. Graphical depiction of a data envelopment analysis over two consecutive time periods. Source: Figure adapted from
figure 11.1. in Cooper et al. (2007, p. 329).
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weighting scheme for each unit of analysis (in our case, banks) that maximises the efficiency score of
each unit relative to all other units. The resultant weighting scheme can thus be considered pareto-
optimal, in the sense that none of the final weights can be altered in order to increase the efficiency
score of one unit without simultaneously lowering the efficiency score of another unit.

In addition to accounting for the impact of technological change on the longitudinal development
of bank efficiency, the Malmquist index can also be further decomposed into a scale effect and ‘pure’
catch-up and frontier-shift effects, in which scale effects are held constant. These decompositions
enable us to distinguish between changes in bank efficiency that were due to innovation, changes
that were due to the diffusion of previous innovations and changes that were due to economies or
diseconomies of scale (Cooper, Seiford, & Tone, 2007).

We use a sequential reference Malmquist index, rather than the more common adjacent reference
index, which means that the benchmark frontier in a given year will consist of the most efficient banks
from all previous years, not just the most adjacent one. This precludes the possibility of the index exhi-
biting technological regress. We choose this approach, not because we hold technological regress to be
impossible, but because we believe it provides a more appropriate benchmark against which to evaluate
the efficiency of individual banks.Wewant to evaluate the technical efficiency of each bank in each year
relative to the best performing production technology that was currently available. If a bank can be
shown to have produced a certain volume of output using a given combination of inputs at time t,
it should, theoretically, have been possible for another bank to adopt the same production technology
at time t+1, regardless if, for whatever reason, this technology was not currently in use at the time.

DEA is a data-driven, non-parametric method and is, as such, considerably more flexible than
regression-based alternatives, such as Stochastic Frontier Analysis (SFA). Unlike in SFA, the
researcher need not specify an appropriate functional form for the relationship between inputs
and outputs, or make assumptions about the distribution of inefficiency in the researched sample.5

The major downside of DEA is that it is not possible to draw (parametric) statistical inference. With
DEA, all deviations from the efficient frontier will be interpreted as pure inefficiencies, and there is
hence (1) no way to correct for sampling error, and (2) no (straightforward) way to control for non-
discretionary variables; i.e. variables that may have affected the efficiency of the banks but that were not
directly controlled by the banks’management, such as, for instance, the general market conditions that
prevailed during different parts of the research period. With respect to the first problem, we have cho-
sen to analyse the entire population of Swedish commercial banks between 1912–1938, thereby elim-
inating the possibility of sampling error.6 In a second stage of our analysis, we also control for a number
of important non-discretionary variables that may have affected bank efficiency during our research
period using fractional regression analysis; thereby addressing the second problem.

With respect to the choice of input and output variables, there are two main approaches within
the banking efficiency literature; the ‘production approach’ and the ‘intermediation approach’.7 In
the production approach banks are viewed as using physical inputs, in the form of labour and capital
to produce financial services for account holders. In this approach, output is typically measured as
the quantity of services provided; e.g. the number of transactions performed or documents pro-
cessed. In the latter approach, banks are instead viewed primarily as intermediaries, channelling
funds between savers and investors. In this approach, deposits and the interest paid to depositors
are regarded as inputs along with the physical inputs used in the production approach, while output
is mainly measured by the lending volume and direct investments in securities. Both approaches
have their merits – as banks are both providers of financial services and financial intermediaries –
but in this article, we have opted to use the intermediation approach. This choice is in part guided
by practical considerations (data on, e.g. the number of transactions performed by individual banks

5It should be noted, however, that when DEA and SFA have been compared they have often been shown to yield results with small
to no differences between them. See for instance Cullinane et al. (2006).

6As we analyze the entire target population, the efficiency scores we report are, in other words, not estimates but population values
for our focus variable.

7For an extended discussion of the merits of each approach, see Berger and Humphrey (1997).
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is simply not available), but is also motivated on theoretical and historical grounds. The production
approach, arguably, gives a better representation of bank activities in situations where banks supply a
wide array of different financial services, each demanding a unique set of inputs, making it impera-
tive to discriminate between different forms of service provision. In early twentieth century Swedish
banking, the variety of financial services provided was, on the contrary, quite limited. For this reason,
we believe that the intermediation approach renders a better model of bank activities during our
research period. We use three inputs, (i) total deposits, (ii) consumption of capital8 and (iii) general
expenses,9 and two outputs, (i) total loans and (ii) total holdings of bonds and shares. In order to
control for the risk profile of individual banks we also include annual loan losses, which we
model as an undesirable output.10 We base the choice of variables on which items were the largest
in the balance sheets and hence reflect the activities of the banks, such as deposits, capital, loans, and
holdings of bonds and shares. General expenses was a minor item, but is included as to reflect cost
efficiency. In Figure 3 below we show the balance sheet composition including our inputs and out-
puts over the period. It becomes quite clear that the financial services of Swedish commercial banks
were heavily focused on deposits and loans.11

Lozano-Vivas and Humphrey (2002) have argued that when parts of the balance sheet are left out of
the DEA analysis, efficiency scores may become biased. This is because leaving certain balance sheet
items out of the analysis will yield a distorted image of what is actually produced by each bank and
at what cost. Lozano-Vivas and Humphrey argue that apart from the major outputs and inputs
included in the analysis, there should be two entries (one output and one input), which capture the
rest of the assets and liabilities so that all of the balance sheet is included. This protects the Malmquist
index from being influenced by shifts in the balance sheet composition over time. However, as Fortín
and Leclerc (2007) have demonstrated, if all balance sheet items are included, all banks will, by neces-
sity, be identified as fully efficient, due to the balance sheet restriction. All that can be shown in this case
is that all banks use one unit of input to produce one unit of output, making it impossible to discrimi-
nate between banks. While we accept the problem identified by Lozano-Vivas and Humphrey, we
argue that the degree of bias arising from omitted balance sheet items should be considerably smaller
in our sample as compared to studies of modern-day banking as, again, the financial services offered by
banks exhibited much less diversity during the early twentieth century. Furthermore, the inputs and
outputs we use were consistently the most important components of the banks’ total assets and liabil-
ities, which should further reduce the risk for such bias.

The data we use has been collected from the balance sheets and income statements of all Swedish
commercial banks between 1912 and 1938. These have been accessed through Statistics Sweden’s
series Uppgifter om bankerna 1912–1938, which comprises monthly data on Swedish commercial
banks.12 This data was submitted by the banks themselves, and was originally compiled and revised
by the Swedish Royal Bank Inspection.13 For all years of our study, we have gathered data for the
month of December. While yearly data does not provide the same precision as monthly, we believe

8It is common practice in banking efficiency studies to include bank capital as an input. However, when capital is consumed by a
bank to cover operating losses this effectively reduces this input, making the bank appear more efficient. For this reason, we only
include actual consumption of capital as an input. If the volume of a bank’s total capital remained unchanged between years this
input was thus recorded as zero.

9The general expenses included outlays for salaries for employees (the single largest item), taxes, costs for offices and equipment,
deposits to pension accounts for upper management, and other minor expenses not specified.

10Loan losses are unfortunately not available in our data source for the years 1914 and 1915. We have therefore dropped both these
years from our analysis.

11In the appendix, we show the development of each input and output used in the analyses for the different size quartiles of the
banking population. There were some differences between banks’ balance sheet compositions, but apart from one example
which we have excluded from the analysis, Stockholms Industrikreditaktiebolag, these differences were small.

12The data is accessible at https://www.ucbh.uu.se/research/databases/. Swedish Commercial Bank Database, 1866–1994, version
2.0 (Henric Häggqvist, Viktor Persarvet, Peter Hedberg, Lars Karlsson, Mats Larsson).

13Wendschlag (2012), among others, has shown that during the time which is in our scope, new legislation made it increasingly
difficult for Swedish banks to evade supervision from the authorities. Swedish banks reported monthly about their activities to
the Swedish Bank Inspection, under threat of sanctions, and the Bank Inspection regularly made on-site visits to the banks. There-
fore, these official records are commonly regarded as reliable by scholars.
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that it will be temporally coherent. In total we have data for 78 individual banks in our sample, which
range from a high of 65 in 1912 to a low of 27 in 1938. This is not the same as the exact number of
existing commercial banks, as some have been excluded from our sample. Basis of exclusion have
been: (1) where one data point was missing, which was normally the case with entries in the income
statement for banks that had started their operations during the year in question. The same occasion-
ally occurred when a bank had seized their operations (or had merged with another bank) during the
fiscal year; (2) where no data was reported whatsoever. This could be the case when a bank had filed
for bankruptcy during the fiscal year; the numbers for December just indicated the remaining assets
and debts of the company; (3) where we had data for a bank for less than three years, as this made it
impossible to calculate changes in efficiency between years; (4) finally, we have excluded one particu-
lar bank from the sample (Stockholms Industrikreditaktiebolag) as it seems to have functioned more
as a mortgage institution, yielding a very high loan-to-deposit – and loan-to-capital ratio. This bank
instead had two categories of inputs (for instance issuance of bonds), which were exclusive to that
bank and was found for no other. Excluding this bank from the analysis of the Swedish commercial
banking industry has been standard procedure in earlier research (see for instance Kock, 1932; Sjög-
ren, 1989; Söderlund, 1978).

4. Swedish commercial bank efficiency, 1912–1938

We start by looking at the efficiency of the Swedish commercial banking sector in the year 1912, in
order to establish a point of reference for the subsequent analyses. For this year, we have a total of 65
banks in our sample. We divided the banks into quartiles based on their lending volume and ana-
lysed their overall technical efficiency, returns to scale characteristics and scale efficiency. The results
from this analysis can be seen in Table 1. The efficiency scores we report are all bound between 0 and
1 and can be interpreted in percentage terms. In column one, we have used a constant returns to scale
(CRS) model, while in column two we have allowed for variable returns to scale (VRS). The efficiency
scores reported in the second column can be regarded as ‘pure’ technical efficiency scores, as all scale
effects are held constant. A measure of scale efficiency can be had by taking the ratio of the CRS and
VRS scores; these ratios are reported in column three. In column four, finally, we report the most
common (or mode) returns to scale characteristic within the different groups of banks.

As seen in the first column of Table 1, banks in the upper two quartiles were, on average, more
efficient than banks in the bottom quartiles in 1912, but the overall differences were small. The higher
efficiency of larger banks, moreover, does not seem to have been due to economies of scale. The

Figure 3. Deposits, capital, and expenses as share of total assets, and loans, bonds, and loan losses as share of total liabilities.
Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna
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difference in efficiency between large – and small-scale banks is only further accentuated when scale
effects are held constant, as seen from the VRS efficiency scores in the second column. In column
three, it can be seen that the largest scale inefficiencies were in fact found amongst the largest
banks in quartile 4, with a mean scale inefficiency of around 10 per cent. Simply put, the slightly
higher efficiency of large-scale banks was not due to their size, but despite of it. Our analysis does
show that most of the banks in quartiles 1 and 2 were characterised by increasing returns to
scale, but the average scale inefficiency within this group of banks was only around 3 per cent. All
in all, this suggests that the most productive scale size for Swedish commercial banks was relatively
small in 1912, situated somewhere in the range between the second and third size quartile.

Keeping these results in mind, we now turn to the analysis of changes in efficiency over time.
Figure 4 below shows a Malmquist efficiency index for the Swedish commercial banking industry
between the years 1912–1938. For the period as a whole, efficiency growth averaged 0.4 per cent
per annum, but exhibited considerable variation between different subperiods. Between 1912 and
1917, the index hovers around the base year level, which is followed by a sharp fall between 1917
and 1920 of around 30 percentage points. Despite heavy credit losses incurred by a number of
banks during the crisis of 1921–22, the index indicates an improvement in mean efficiency of around
13 per cent during these years. From 1921 up until 1927, efficiency growth in the commercial bank-
ing industry was very high compared to the rest of the period, averaging 5.3 per cent per annum. By
1927, the Malmquist index regains its base year level, indicating a return to the level of efficiency that
prevailed during the period 1912–1917. From 1928 onwards, however, efficiency growth in the sector
slowed down considerably, averaging only around 0.5 per cent per annum between 1928 and 1938.

There were quite large differences in the development of the Malmquist index for different size
categories of banks, with large-scale banks (quartile 4) performing considerably worse than smaller
banks (quartiles 1–3). This is illustrated by the dotted line in Figure 4, which shows an output-
weighted Malmquist index, where large-scale banks are given more weight. As seen in the figure,
the output-weighted index shows a marked decline in efficiency taking place already from 1913.
After a sharp increase in efficiency growth between 1919 and 1927, the index levels out at around
60 percent of its base year level. The efficiency growth of large-scale banks was thus clearly below
the sample average, which may indicate diseconomies of scale at higher levels of output.

In Figure 5 below, we have disaggregated the Malmquist index into its components, i.e. catch-up-,
frontier-shift – and scale efficiency growth (see method section). From this decomposition it can be
seen that efficiency growth during this period was mainly the result of frontier-shift growth. That is,
technological change, in the broad sense, such as changes in lending standards, reduced adminis-
tration or other improvements in managerial and organisational practices, which enabled banks
to provide financing at lower cost. For the period as a whole, technology growth contributed 1.6
per cent per annum to total efficiency growth. This growth in technology seems, at least initially,
to have been concentrated to a smaller subset of the sample, as indicated by the negative develop-
ment of the catch-up component of the Malmquist index between 1912 and 1922. For the remainder
of the period, the development of the catch-up component is weakly positive, indicating that the
mean distance of inefficient banks to the efficient frontier decreased somewhat between 1923 and
1938. The sharp fall in the aggregate Malmquist index between 1917 and 1920 was due to a combi-
nation of a negative catch-up effect and a marked decrease in the average scale efficiency of the

Table 1. Swedish commercial bank efficiency in the year 1912.

Size quartile Efficiency (CRS) Efficiency (VRS) Scale efficiency RTS characteristic

Q1 0.837 0.867 0.965 Increasing
Q2 0.830 0.852 0.974 Increasing
Q3 0.868 0.912 0.952 Decreasing
Q4 0.852 0.947 0.900 Decreasing
Mean 0.847 0.894 0.947 …

Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.
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sector. During the crisis of 1921–22, the average scale efficiency of the sector improved somewhat,
but from 1923 onwards, it remained stable at around 80 per cent of its base year level. In aggregate
terms, changes in the average scale of the banks seems thus to have had a decidedly negative impact
on efficiency growth during this period.

Scale inefficiencies may of course, equally well be due to banks operating below, as opposed to
above, the most productive scale size (or a combination of both). In this case, however, it seems rela-
tively clear that the increasing scale inefficiencies were mainly caused by large-scale banks operating
under decreasing returns to scale. Banks in the largest size quartile had an average scale efficiency
growth during the period of −3.3 per cent per annum. The corresponding average for banks in quar-
tiles 1–3 was −0.5 per cent (see Figure 6). With exception for the 1910s, the scale efficiency growth of
the smallest banks (in quartile 1) was, indeed, below that of the medium-sized banks, but was still
well above that of the banks in quartile 4. The main single explanation for the slow development
of the aggregate Malmquist index during this period seems thus to be that a number of large-
scale banks grew too large, and came to operate under unfavourable economies of scale. Granted,
this did not apply to all large-scale banks. If we look at the banks that, at one point or another during

Figure 4. Unweighted (solid line) and output-weighted (dotted line) Malmquist index of efficiency growth for the Swedish com-
mercial banking industry, 1912–1938. Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.

Figure 5. Decomposition of Malmquist index for the Swedish commercial banking sector, 1912–1938 (1912 = 100). Source: Calcu-
lated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.
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the research period, were located on the efficient frontier, this set of banks mainly consisted of med-
ium-sized banks, but also included a small number of banks from quartile 4. But on average, large-
scale banks were characterised by decreasing returns to scale and the resultant scale inefficiencies
amongst the banks in size quartile 4 seems to have acted as a definite drag on efficiency growth
within the commercial banking sector during this period.

5. Market concentration and efficiency growth

The sharp fall in the aggregate Malmquist index and in the mean scale efficiency of the Swedish com-
mercial banking industry during the late 1910s and early 1920s closely mirrors the concomitant rise
in the industry’s degree of market concentration. In order to analyse more closely the connection
between the industry’s market structure and its overall efficiency, we perform a series of regressions
on the DEA efficiency scores that were derived from the above analysis, where we relate efficiency to
a number of bank-specific and non-discretionary factors.

Performing second-stage regression analysis on DEA efficiency scores has become increasingly
common practice over the past two decades, but currently, there is no broad consensus on the choice
of an appropriate method. Due to the bounded nature of DEA efficiency scores, traditional linear
models are in general not appropriate, though sometimes used. As DEA scores frequently take
the value of unity (i.e. observations on the efficient frontier), most DEA studies generate a distri-
bution of scores with a mass point at one. This has led to the common practice of using a two-
limit tobit model, with limits at zero and one, for the second-stage regression analysis. But as
Simar and Wilson (2007), Ramalho, Ramalho, and Henriques (2010) and others have pointed
out, DEA efficiency scores are not actually censored, but are naturally bound between zero and
one. In DEA analysis, units of observation that are on the efficient frontier (i.e. have a value of
one) are identified as 100 percent efficient and are used as benchmarks for the remaining obser-
vations. The fact that it is not possible to discriminate between units on the efficient frontier does
not imply censoring, but simply the theoretical impossibility of exceeding 100 percent efficiency.
Moreover, as DEA scores of zero are never actually observed,14 the lower limit of the two-limit
tobit model is demonstrably misspecified.

Ramalho et al. (2010) instead suggest the use of fractional regression models (or FRM’s), which
were originally developed by Papke and Wooldridge (1996) as a means of dealing with naturally

Figure 6. Scale efficiency growth for banks in quartile 4 (solid line) compared to mean scale efficiency growth for banks in quartiles
1–3 (bars), 1912–1938. Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.

14As long as an observational unit produces at least some output the DEA score assigned to that unit can only approximate zero,
but can never be zero.
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bounded dependent variables, such as fractions or proportions. The standard fractional logit or pro-
bit models are, however, only suitable for cross-sectional data. Using fractional regression models in
a panel data setting, by simply adding cross-sectional dummies to account for unobserved hetero-
geneity between panel units, has been shown to introduce an incidental parameters problem, unless
T is very large. We therefore use the correlated random effects probit model proposed by Papke and
Wooldridge (2008) for balanced panel data sets, and employ the method outlined in Wooldridge
(2018) to account for the fact that our panel is strongly unbalanced.15

We estimate a model with three bank-specific and five non-discretionary factors that can be
expected to have affected bank efficiency. The bank-specific factors include dummies for bank
size quartiles, a dummy for locally based banks (defined as banks which only had branch offices
in one Swedish county16), and a dummy for mutual (or unlimited liability) banks. The non-discre-
tionary factors include the growth rates of real GDP per capita, the real Swedish stock price index,
real wages, the growth of the commercial banking market, and the growth of market concentration,
all expressed in percentage terms.17 Our main interest in this regression is the coefficient of the last
mentioned non-discretionary variable (i.e. the growth of market concentration), which we expect to
have a negative sign.

The results of this analysis can be seen in Table 2. In the first and second column of Table 2, we
report the results of a linear fixed effects – and a correlated random effects (or CRE) tobit model in
order to illustrate that the results we get are not, primarily, driven by our choice of method. Though
in the following, we only comment on the results of the CRE probit model in column three. As seen
in the table, all three of the largest size quartiles of banks were, on average, more efficient than the
banks in the first size quartile. The effect size of the difference diminishes from the second through
the fourth size quartile however, and it is only the difference between the first and second size quar-
tile that reaches statistical significance. This further strengthens the conclusion of the initial DEA
analysis, that the Swedish commercial banking industry does not seem to have been characterised
by significant economies of scale during this period; at least not above a certain size threshold.
The results suggest that the most productive scale-size for Swedish commercial banks during this
period was, on average, situated somewhere in the range of the second (or possibly third) size quar-
tile. Our results also show that locally based banks were, on average, considerably more efficient than
banks that had branch offices in multiple counties. This result is in line with Söderlund (1978), whom
argued that the intense competition for deposits during the 1910s and 1920s led to the establishment
of a growing number of unprofitable branch offices (Söderlund, 1978, p. 388). It is also consistent
with a recent strand of the banking performance literature, which has argued that the effectiveness
of screening procedures tends to deteriorate with the distance between bank and borrower, resulting
in a larger incidence of non-performing loans (Deng & Elyasiani, 2008; Goetz, Laeven, & Levine,
2013; Liberti & Mian, 2009). The coefficient for the third bank-specific factor, unlimited liability
(or mutual) banking, is also positive and statistically significant. This result may in part be due to
the fact that our research period covers two Swedish financial crises and was characterised by a secu-
lar decline in stock prices, which may have presented join-stock banks with greater difficulties than
mutual banking companies. Moreover, the Bank Act of 1934 prohibited unlimited liability banking,
which means that a number of mutual banks were forced to adopt the joint-stock company form
from 1935 onwards. All of the targeted mutual banks (of which there were seven in 1934) were

15The estimation was performed in Stata using a user-written command called fhetprob, developed by Bluhm (2013).
16When constructing this variable, we used the current Swedish administrative division with 21 counties. In a few cases, there were
banks that only had a single branch office outside its principal county. When this office was located close to the border of the
principal county, we coded the bank as locally based.

17Data on real GDP per capita are from Table 5 in Schön and Krantz (2012). Data on stock prices are from Waldenström (2014), Table
A6.4. Data on real wages are from Edvinsson (2005). We have used data on wages and salaries (including social benefits) of
employees in the sector “Other private services”, divided by the number of employees in said sector and deflated by the Swedish
CPI. The market size and market concentration variables finally, have been constructed using data from Statistiska Meddelanden,
Serie E, Uppgifter om bankerna, 1912–1938. Market growth is measured as the percentage change in the real aggregate loan
volume, while the growth of market concentration is measured as the percentage change in the Herfindahl–Hirschman index,
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characterised by below average efficiency growth during 1935–1938, which in turn may have had less
to do with the joint-stock company form in itself, and more to do with the fact that these companies
were forced to adopt it.

All of the coefficients of the non-discretionary factors reported in Table 2 are significant (with
exception for the growth in real GDP per capita), and have relatively large effect sizes. A one percent
fall in real stock prices is estimated to have reduced commercial bank efficiency by 0.17 percent on
average, while a one percent rise in real wages reduced efficiency by 0.48 percent. Judging from these
coefficients, it seems clear that the rapid fall in the Malmquist index during the early part of the
research period was only partly due to the adoption of inefficient banking practices, as real stock
prices fell by 75 per cent, and real wages increased by 17 percent during this period. The effect of
falling stock prices and rising real wages was, however, partly offset by the coincident growth of
the Swedish commercial banking market. After controlling for these effects, a one percent growth
in market concentration is still estimated to have reduced efficiency in the banking population by,
on average, 0.09 percent. This may sound like a small effect size, but considering that the level of
market concentration in the industry increased by 250 percent between 1912 and 1938, this trans-
lates to a 22.5 percent decrease in efficiency, all else held equal.

After having established that the growth in market concentration that took place during the
period was detrimental for efficiency, we next turn to the question of the impact of bank mergers.
If market concentration was negative for efficiency, we should find that bank mergers, on average,
reduced the efficiency of the merged banks. In this sense, we view an analysis of bank mergers as
a kind of robustness check for the results in Table 2. The hypothesis that bank mergers were associ-
ated with a decrease in efficiency can be motivated on several grounds. First of all, large-scale banking
may have been characterised by decreasing returns to scale, as our previous analysis seems to suggest.
The vast majority of mergers that took place within the commercial banking industry during this
period involved larger banks (banks in the third and fourth size quartile) acquiring smaller banks
(in the first and second size quartile). If banks in the upper size quartiles operated under disadvan-
tageous economies of scale, many mergers may have contributed to exacerbating scale-inefficiencies.

Table 2. Regression estimates of the impact of bank-specific and non-discretionary factors on Swedish commercial bank efficiency,
1913–1938.

OLS FE CRE Tobit CRE Probit

Quartile 2 6.13* 6.08** 4.49*
(2.42) (0.23) (2.28)

Quartile 3 7.79† 8.18* 3.91
(3.97) (3.34) (3.74)

Quartile 4 5.99 6.3 2.89
(5.31) (3.91) (4.57)

Local 21.38** 22.03** 10.22*
(4.21) (3.33) (4.10)

Unlimited liability 4.88 4.95* 5.95*
(3.76) (2.25) (2.34)

Real GDP 0.02 0.04 0.18
(0.12) (0.15) (0.16)

Real stock prices 0.16** 0.16** 0.17**
(0.04) (0.04) (0.03)

Real wages −0.43** −0.43** −0.48**
(0.12) (0.15) (0.13)

Market size 0.26** 0.26** 0.29**
(0.07) (0.08) (0.09)

Market concentration −0.12** −0.13** −0.09*
(0.03) (0.04) (0.04)

N 813 813 813
R2 0.13 … …
Log(pseudo)likelihood … 479.80 −531.32
Note: Robust standard errors in parenthesis. The coefficients reported in the second and third column are the average partial
effects. **, * and † denote statistical significance at the 1%, 5% and 10% level respectively.
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Secondly, several of the mergers involved locally based banks that acquired banks with branch offices
in outside counties. Many mergers may consequently also have decreased the efficiency of the
merged banks by introducing greater difficulties in the screening and monitoring of loans (Goetz
et al., 2013), or if the acquisition of new branch offices was not followed by adequate rationalisation
efforts (Söderlund, 1978, pp. 48–50).

In the first column of Table 3 below, we re-estimate the previous CRE probit model from Table 2
with the addition of a dummy variable coding for merged banks, as well as three lags of this variable.
Most of the coefficients from the previous model remain more or less unchanged, with exception for
the coefficient for banks in size quartile three, which now reaches significance at the ten percent level,
and the coefficient for locally based banks, which decreases noticeably in effect size. The coefficient of
the dummy coding for merged banks is −9.06 and is significant at the one percent level, indicating
that mergers on average reduced the efficiency of merged banks in the order of nine percent. All three
lags of this variable are also highly significant, and have similar effect sizes.

The negative effect we find for mergers could, of course, be due to that the average merger target was
characterised by low efficiency. We know, for instance, from previous research that a number of small
banks were forced to merge with larger banks after taking on heavy loan losses during the 1920s crisis.
We can identify three such cases in our data: the mergers of Köpmannabanken and Affärsbanken with
Södermanlands enskilda bank in 1921 and 1922 respectively, and the merger of Nylands folkbank with
Sundsvalls enskilda bank in 1921. If banks that were targeted for mergers were, on average, poorly
managed, or banks in distress, the negative outcome of the mergers could simply be an artefact of
the merger targets acting as a drag on the efficiency of the acquiring banks. In column two of Table
3 we therefore estimate a Cox proportional hazards model of the probability of a bank being targeted
for acquisition during our research period. As seen in the table, efficient banks were, quite to the con-
trary, much more likely to be targeted for acquisition than inefficient banks.18 In fact, in the vast
majority of merger cases, the acquired bank had an efficiency score that was greater than that of the
acquirer in the year prior to the merger. Moreover, in 70 percent (or 25 out of 36) of the mergers
where we have data on the efficiency of targeted banks in the year prior the merger, these banks
had an efficiency score that was above the industry average. Consequently, the negative outcome of
the mergers seems to have had less to do with the merger targets, and more to do with the acquirers.

As seen in Table 3, controlling for the effect of mergers does not render the market concentration
variable insignificant. The coefficient for the growth in market concentration remains significant at
the 5 percent level also in this model and is only marginally reduced in effect size. This is because
controlling for the effect of mergers on the efficiency of merged banks actually only captures part
of the true effect of mergers on the industry’s average efficiency. As most merger targets were rela-
tively efficient, this means that mergers had an adverse effect on industry average efficiency not only
through their direct impact on the efficiency of the merged banks, but also indirectly, in that the mer-
gers resulted in the exit of above average efficient banks from the market.

Our results thus strongly suggest that the wave of bank mergers that took place during this period,
and the concomitant rise in market concentration, exerted a negative impact on the industry’s aver-
age efficiency. Granted, the period we study is not exempt from confounding factors, as it encom-
passes both World War One and two major banking crises. Even though we control for a
number of non-discretionary factors that may have affected bank efficiency, one might still suspect
that the extraordinary conditions that prevailed during the early 1920s and 1930s is what is driving
our results. Furthermore, it would also not be unreasonable to suppose that possible gains from the

18As the predictor variable is measured on the unit interval the coefficient 5.99 should, in this case, be interpreted as showing that a
fully efficient bank (with efficiency score = 1) was ∼ 6 times as likely to be targeted for acquisition, as compared to a fully ineffi-
cient bank (with efficiency score = 0). Consequently, a bank with an efficiency score of, for example, 0.8 would thus have been
around 60 percent more likely to be acquired than a bank with an efficiency score of 0.7 (as (0.8–0.7)*5,99)*100 = ∼ 60). As seen
in the table, mutual banks were only around ¼ as likely to be acquired as joint-stock banks, and years with fast real GDP per capita
growth saw fewer mergers (a one percent increase in the growth rate of real GDP per capita is estimated to have reduced the
likelihood of mergers by 15 percent).
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mergers may have taken more than three years to materialise. In order to test the robustness of our
results, we therefore tried adding seven additional lags to the merger variable, experimented with
dropping the crisis years (1920–22 and 1929–32) from our sample, and allowed for bank-level clus-
tering of standard errors. None of these alterations did, however, change the estimates of the impact
of market concentration and bank mergers in any meaningful way (see the appendix for details).

6. Conclusions

In this article we have examined the technical efficiency of Swedish commercial banks between the
years 1912 and 1938, using data envelopment analysis (DEA). The main objective of the article has
been to examine the link between changes in the commercial banking industry’s market structure
and industry average efficiency. During our research period, the Swedish commercial banking indus-
try underwent a rapid consolidation phase, which more than halved the banking population, which
made this an ideal case to study the impact of market concentration on bank efficiency. By regressing
the derived DEA efficiency scores on a set of bank-specific and non-discretionary determinants of
efficiency, we were able to isolate the impact of the growth in market concentration on industry aver-
age efficiency, while controlling for observed (and unobserved) heterogeneity between banks, and
factors that were outside the control of the banks’ management.

We found that the growth in market concentration had a distinct negative impact on efficiency.
Our estimates suggest that, all else held equal, increased market concentration alone reduced

Table 3. Regression estimates of the impact of bank mergers, and estimates of the probability of a bank being targeted for
acquisition, 1913–1938.

CRE Probit CPhM

Efficiency score … 5.99*
… (4.98)

Quartile 2 4.54** 0.72
(1.68) (0.27)

Quartile 3 4.68† 2.35†
(2.41) (1.14)

Quartile 4 3.45 0.60
(3.39) (0.43)

Local 7.69** 1.31
(2.61) (0.71)

Unlimited liability 6.66** 0.23**
(2.13) (0.12)

Real GDP 0.17 0.85*
(0.15) (0.07)

Real stock prices 0.16** 1.03†
(0.03) (0.02)

Real wages −0.47** 1.06
(0.13) (0.09)

Market size 0.32** 1
(0.09) (0.05)

Market concentration −0.08* 1
(0.03) (0.01)

Merger −9.06** …
(1.83) …

Mergert+1 −8.19** …
(2.76) …

Mergert+2 −8.48** …
(1.75) …

Mergert+3 −7.08** …
(1.85) …

N 813 813
Log pseudolikelihood −529.63 −145.56
Note: Robust standard errors in parenthesis. The coefficients reported in the first column are the average partial effects, while the
coefficients in the second column are odds ratios. **, * and † denote statistical significance at the 1%, 5% and 10% level
respectively.
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industry average efficiency by over 20 percent during or research period. Consistent with this finding,
we also found that bank mergers, on average, reduced the efficiency of merged banks by almost ten
percent. The intense merger activity of the period almost certainly had an even broader impact on
industry average efficiency, as the vast majority of targeted banks had above average efficiency scores
in the year prior to the merger. In fact, the level of efficiency was shown to have been one of the most
important determinants of the probability of a bank being targeted for acquisition during the period.

Our analysis further suggests that the negative relationship between market concentration and
efficiency was due to the fact that the most productive scale-size of Swedish commercial banks
was much smaller during this period, than what has commonly been assumed in previous research.
In 1912, most of the banks in the upper two size quartiles operated under decreasing returns to scale.
The wave of mergers that followed, which saw large-scale banks acquiring small – and medium-scale
banks en masse, therefore tended to exacerbate already existing scale inefficiencies. Scale-efficiency
growth within the largest size quartile was, consequently, well below the industry average for the
period as a whole. Our analysis also shows that locally based banks, i.e. banks which only had branch
offices in one Swedish county, were, on average, considerably more efficient than banks with a wider
geographical reach. As many of the mergers that took place during the period involved locally based
banks that acquired banks with branch offices in outside counties as well as, more generally, non-
locally based banks, which further expanded their geographical reach as a result of the mergers,
the negative relationship between bank mergers and overall efficiency likely had many causes. For
instance, (i) granting large – as opposed to small-scale credits may have required disproportionately
larger input volumes, (ii) a wider geographical network of branch offices may have entailed high
fixed costs, that were not offset by rationalisation efforts, (iii) locally based banks may have been bet-
ter equipped to assess loan risk, due to superior local knowledge and better managed relationships
with debtors, or (iiii) commercial banks may, more generally, have been characterised by much
greater complexity in management above a certain size (or scope) threshold.

What sets this case apart from most cases that have been studied in the banking efficiency litera-
ture, is that it deals with a newly industrialised economy with a relatively segmented banking indus-
try that underwent rapid and far-reaching consolidation. The fact that our results differ from the
standard results in the literature could thus, plausibly, be taken to indicate that the impact of market
concentration on bank efficiency may be very different in developed and developing banking mar-
kets. Recent research from contemporary emerging economies indeed suggest that this may be the
case, though the evidence is currently mixed. As a suggestion for future research in this field, more
attention should be paid to the initial level of bank market concentration, and to the actual magni-
tude of changes in concentration, as this may have important implications for its impact on bank
performance. With this article, we provide a way to move forward with this type of efficiency analysis
on historical material.

As a final note, it should perhaps be emphasised that the fact that market concentration was detri-
mental for the efficiency of Swedish commercial banking in the 1910s through the 1930s does not,
necessarily, mean that the consolidation of the industry was detrimental for the wider Swedish econ-
omy. The large industrial – and above all infrastructure projects that were launched in Sweden
during this period presupposed the existence of large-scale intermediaries, with the capacity to
handle large financial flows. It does seem however, that the ability of the Swedish economy to
fund large-scale projects came at the cost of increased deadweight losses.
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Appendix

Table A1 below shows regression results for four alternative model specifications of the impact of market concentration
and mergers on commercial bank efficiency. In column one we have included seven additional lags of the merger variable,
and in the second column we estimate the same model but allow for bank-level clustering of standard errors. As seen in
the table, both models confirm that bankmergers exerted a negative impact on the efficiency of merged banks up to seven
years after the merger, and do not affect the coefficient of the market concentration variable. In column three we have
omitted the crisis years (1920–22 and 1929–32), in order to ensure that our results are not driven by the extraordinary
circumstances that prevailed during these years, and in column four we again estimate the same model with standard
errors clustered at the bank-level. The effect size of the merger variable and its lags becomes somewhat smaller in column
3 and 4, but the interpretation remains the same. The coefficient of the market concentration variable, on the other hand,
increases from −0.08 to −0.21. This most likely reflects the fact that several large commercial banks underwent recon-
struction during the two crises periods, which improved their efficiency scores. The only important change in table A.1. as
compared to the results reported in Tables 2 and 3, is that the coefficient of the local banking variable seizes to be sig-
nificant in column four (and is only significant at the ten percent level in column three). This may indicate that it was
mainly during the crises years that local banks outperformed banks that were active in multiple counties.

Table A1. Robustness tests.

(1) (2) (3) (4)
Quartile 2 4.24** 4.24** 5.73** 5.73**

(1.40) (1.50) (2.10) (1.94)
Quartile 3 4.95* 4.95** 8.35* 8.35*

(2.10) (1.78) (3.58) (3.78)
Quartile 4 5.39 5.39 6.42 6.42

(3.50) (4.06) (4.46) (4.46)
Local 5.80** 5.80** 8.36† 8.36

(2.09) (2.14) (4.42) (5.13)
Unlimited liability 7.41** 7.41† 6.54** 6.54†

(2.33) (4.07) (2.04) (3.52)
Real GDP 0.09 0.09 −0.13 −0.13

(0.12) (0.08) (0.23) (0.18)
Real stock prices 0.17** 0.17** 0.22** 0.22**

(0.03) (0.03) (0.04) (0.03)
Real wages −0.38** −0.38** 0.35 0.35

(0.12) (0.10) (0.27) (0.22)
Market size 0.25** 0.25** 0.67** 0.67**

(0.09) (0.08) (0.12) (0.10)
Market concentration −0.08** −0.08** −0.21** −0.21**

(0.03) (0.02) (0.05) (0.04)
Merger −11.89** −11.89** −10.71** −10.71**

(2.05) (2.82) (2.63) (3.19)
Mergert+1 −12.04** −12.04** −7.26* −7.26*

(2.48) (3.12) (3.29) (3.69)
Mergert+2 −12.83** −12.83** −9.97** −9.97**

(1.95) (2.38) (2.65) (2.82)
Mergert+3 −13.40** −13.40** −9.20** −9.20**

(2.52) (3.51) (2.35) (2.69)
Mergert+4 −13.44** −13.44** −10.07** −10.07**

(2.18) (2.98) (2.57) (3.10)
Mergert+5 −14.10** −14.10** −10.18* −10.18*

(3.56) (5.11) (3.98) (4.94)
Mergert+6 −12.06** −12.06* −8.57* −8.57†

(3.46) (4.85) (4.27) (4.94)
Mergert+7 −10.72** −10.72** −10.10** −10.10*

(3.76) (3.43) (2.99) (4.04)
Mergert+8 −5.75 −5.75 −5.57 −5.57

(3.82) (4.28) (5.60) (6.95)
Mergert+9 −6.05 −6.05 −4.79 −4.79

(4.76) (4.94) (5.58) (5.79)
Mergert+10 −8.53† −8.53 −10.66** −10.66**

(4.93) (5.21) (3.38) (2.77)
N 813 813 588 588
Log pseudolikelihood −528.17 −528.17 −373.74 −373.74
Note: (Cluster-)Robust standard errors in parenthesis. The coefficients reported are the average partial effects. **, * and † denote
statistical significance at the 1%, 5% and 10% level respectively.
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Figure A1. Inputs and outputs used in the DEA analyses in section 4 for different size categories of banks. Total loans and total
deposits (right y-axis), total holdings of bonds and shares, general expenses, consumption of capital and loan losses (left y-axis).
Source: Calculated from Statistiska Meddelanden, Serie E, Uppgifter om bankerna.
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