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ABSTRACT 

 

DEEP LEARNING FOR SEGMENTATION OF 3D CRYO-EM IMAGES 

Devin Reid Haslam 

Old Dominion University, 2018 

Thesis Advisor: Dr. Jing He 

 

 Cryo-electron microscopy (cryo-EM) is an emerging biophysical technique for structural 

determination of protein complexes. However, accurate detection of secondary structures is still 

challenging when cryo-EM density maps are at medium resolutions (5-10 Å). Most existing 

methods are image processing methods that do not fully utilize available images in the cryo-EM 

database. In this paper, we present a deep learning approach to segment secondary structure 

elements as helices and β-sheets from medium- resolution density maps. The proposed 3D 

convolutional neural network is shown to detect secondary structure locations with an F1 score 

between 0.79 and 0.88 for six simulated test cases. The architecture was also applied to 

experimentally-derived cryo- EM density regions of 571 protein chains. . The average F1 score 

for helix detection is 0.747 and 0.674 for β-sheets in a test involving seven cryo-EM density 

regions.  Additionally, we extend an arc-length association method to β -strands and show that 

this method for measuring error is superior to many popular methods. An interactive tool is also 

presented that can visualize the results of this arc-length association method. 
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NOMENCLATURE 

α – Alpha 

Å - angstrom 

β - Beta 
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CHAPTER 1- SEGMENTATION OF PROTEIN SECONDARY STRUCTURES USING 

DEEPT LEARNING 

 

I. INTRODUCTION 

Proteins are imperative to living cells. The three-dimensional (3D) structure of a protein 

determines the function of protein. Cryo-electron microscopy (cryo-EM) is an important technique 

in molecular structure determination. Using cryo-EM, a growing number of large molecular 

complexes have been resolved to atomic resolutions [1, 2]. However, for cryo-EM density maps 

with a medium resolution (5-10 Å), it is much more challenging to recognize detailed molecular 

features. In most cases, it is not possible to derive atomic structures from these medium resolution 

images without the knowledge of known atomic structures as templates. When a template structure 

is available, fitting is used to derive atomic structure [3, 5].  When no suitable template structures 

are available, matching secondary structures that are detected from the density maps and those 

predicted from the sequence of the protein may suggest possible topologies of secondary structures 

[6-10]. 

The most common secondary structure elements (SSEs) in a medium-resolution density 

map are α-helices and β-sheets. The major difficulty of detecting secondary structures in such 

density maps is that the patterns of the SSEs can be indistinguishable from their narrowly located 

neighbors. Many methods have been developed to detect SSEs at medium resolutions. These 

approaches are mostly based on image-processing techniques, using cylinder-like templates to 

detect α-helices and plane-like templates to find β-sheets. The drawbacks of these methods include 

carefully selected parameters and under-utilizing large amount of existing density maps in the 
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database. Accurately detected SSEs are important for deriving protein structures from cryo-EM 

images at medium resolutions [11-17]. 

Generally, long α-helices, such as those with more than 20 amino acids, can be detected by 

easily. On the other hand, short α-helices can be easily confused with turns/loops. Similarly, large 

β-sheets show unique characteristics while small a β-sheet might be confused with an α-helix. Due 

to the small spacing of β-strands at about 4.5Å, β-strands are generally not visible in a medium-

resolution density map. Several methods have been proposed to predict traces of β- strands from 

segmented β-sheet regions [18, 19]. As machine learning methods continue to show their merit in 

image processing tasks, several approaches have been taken to solve the problem presented. The 

authors of [20] used nested K nearest neighbors classifiers to detect α-helices. In addition, methods 

using support vector machines (SVM) have also been employed to identify α- helices and β-sheets 

[21]. However, empirically-derived features may not be representative enough to obtain state of 

the art accuracy. Most recently, Li et al. has shown potential of convolutional neural networks 

(CNNs) achieving good performance [22]. The main drawback of this method is that is was mostly 

tested using simulated 3D images rather than experimentally derived density maps. There is no 

CNN method that has been trained on experimental images. 

Convolutional neural networks utilize arranged layers to learn complex features. CNNs 

have been shown to produce state of the art performance in a variety of image related applications 

[23-28]. More recently, CNNs have been extended to tasks involving image segmentation with 

good accuracy [29-31]. CNNs are appealing due to their ability to learn features with trainable 

parameters in tasks that require nonlinear relationships. Due to these advantages, we explore CNNs 

to segment secondary structures from cryo-EM 3D density maps. 
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II. METHODOLOGY 

 Several challenges are presented when attempting to segment secondary structures from a 

cryo-EM density map. One of these challenges is the large diversity of proteins in the database. 

The architecture used to segment these SSEs must be able to learn features from multiple scales. 

A second challenge existing is the varying sizes of proteins within the database. To overcome this 

problem, padding and patch-based testing was used. When using patches, training and testing were 

done with patches of size 48x48x48. A visualization of the patch can be seen in Figure 1. We 

attempted to find a size that would be small enough to eliminate the need for padding the 3D 

images, while still being large enough to hold important information when the receptive field is 

reduced to its smallest window. 

Architecture 

Inspired by 3D-UNET [32], a simpler model was implemented. This model consists of an 

analysis path and a synthesis path. In the analysis path (Figure 2), each layer consists of two 3x3x3 

convolutions, both followed by a batch normalization and a relu operation. Each layer in the 

analysis path is ended by a 3x3x3 max pool with a stride of two. By using a stride of two, we 

reduced the receptive field by a factor of two at the end of each layer in this path. After three 

layers that use increasingly more features, the analysis path has ended. The receptive field at the 

end of the analysis path is now eight times smaller than the original input. The synthesis path is 

very similar except each layer is ended with a transposed convolution increasing the receptive 

field by a factor of two. We also concatenate the results of each layer in the analysis path with the 

results of each synthesis layer. In the last layer we use a 1x1x1 convolution to decrease the amount 

of output channels to three labels. A more detailed description of the architecture can be seen in 

Figure 2. 
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Figure 1. An example of the patch size extracted for training and testing. The patch (red) is 

superimposed on the simulated 3D image using the atomic structure of protein 2XS1(PDB 

ID). 

 

A dropout rate of 50% was used during training. Unlike the previous work using a CNN 

architecture [22], no post-processing was performed, yet the model produces equivalent results as 

those using post-processing. Naturally, we used softmax with cross entropy to measure loss. In 

order to optimize this loss function, we employ an Adam optimizer with a 1e-4 training rate. 

 

 

 

 

 

 

 

 

Figure 2. The 3D U-net architecture. 
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Initial Training 

 The presented architecture was initially used to test six simulated 3D images and one 

experimentally-derived cryo-EM density map. After collecting 31 atomic protein structures from 

the Protein Data Bank (PDB), we simulated each to 9Å resolution with a 1Å voxel size using 

UCSF Chimera [33]. Among the 31 3D images, 25 images were used for training, and the 

remaining six were used for testing. In order to fully utilize the simulated 3D images, each image 

was rotated around the X, Y, and Z axes with a random angle to produce 35 3D images as 

additional samples. Conversely, when using experimental data, we have downloaded each cryo-

EM density map from Electron Microscopy Data Bank (EMDB) and the corresponding atomic 

structures from the PDB. Although there is a large number of cryo-EM maps with annotated 

resolution between 5-10Å, only those with visually good quality were used for training. When 

evaluating our model on experimental data, we used 42 cryo-EM maps with a total of 67 chains 

for training. This dataset only utilizes a small portion of the data available. Much of the training 

data is unique, but there are a few chains in the set that are similar. The experimental data used 

for training and testing have voxel sizes between 0.82 Å/voxel and 1.86 Å/voxel. We expect the 

network to learn the characteristics of SSEs even when the voxel size might be different. The 

results of this small experiment can be found in table 1. The results were good enough to move 

toward the harder problem of experimental data. This test was done using patch-based training 

and a batch size of four. 

 

Large Scale Experimental Data Training 

 

 Experimental cryo-em data is more challenging to work with than simulated maps. Due to 

this problem, a larger experimental dataset was collected. This dataset consisted of 125 proteins 

with 571 chains. While this dataset was much larger than the previous experiments, it still did not 
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utilize the entirety of the pdb. In this training, we again use visually good maps with annotated 

resolution between 5-10Å. Changes from the previous test include a larger batch size of 16 and a 

more thorough rotation. This dataset was used for both patch based training and full image 

training. The respective results can be seen in table 2 and 3. 

Figure 3. An example of secondary structure segmentation using the CNN architecture. (A) 

A 3D image simulated using the atomic structure of protein 3j7i_a (PDB ID) (shown in 

ribbon). (B) The detected helix regions (cyan), and β-sheet regions (pink) are superimposed 

with the atomic structure (ribbon). 
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Figure 4. Detected helices and β-sheets from an experimentally-derived cryo-EM density 

map 1740 (EMD ID). The corresponding atomic structure of protein 3c92(PDB ID) (ribbon) 

is superimposed. 

 

 

 

III. Results and Discussion 

Initial Training 

An example of secondary structures segmented from a simulated 3D image is shown in 

Figure 3. This protein 3j7i_a (PDB ID) has 17 helices and nine β-strands (Table 1). Visual 

inspection shows that both the helix regions and the β-sheet regions were identified correctly using 

the proposed CNN architecture. When testing, we also use patches of 48x48x48. As an example 

for 3j7i_a, nine patches of 48x48x48 were randomly selected from the entire density map. The 

accuracy of detected helix voxels was quantified for each patch using the F1 score. We observed 

that the F1 scores of different patches in a protein are similar. The averaged F1 score of nine 

patches in 3j7i_a is 0.806 for helix detection (Table 1). The average F1 score of helix, β-sheet, 
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and background is 0.789 for all nine patches in protein 3j7i_a. The F1 scores for helix detection 

are between 0.734 and 0.872 for the six test cases (Table 1). The F1 scores for β-sheet detection 

are from 0.749 to 0.999. The three cases with the highest F1 scores of β-sheets have small β-sheets 

with two strands only. The overall 3-class average of F1 scores are between 0.795 and 0.883 for 

the six simulated test cases.  

Due to large amounts of noise found in experimentally-derived cryo-EM density maps, it 

is much more challenging to identify secondary structures in such images. An example of 

segmented helices and β-sheets is shown for cryo-EM density map EMD-1740 with 6.2 Å 

resolution (Figure 4). A chain of the protein 3c92 (PDB ID) was used as an envelope to extract the 

density region that corresponds to the chain in EMD-1740. This chain consists of five helices and 

3 β-sheets, all of which appear to be segmented correctly (Figure 4). In this case, the average F1 

score for 14 patches is 0.819 for helix detection, and 0.853 for β-sheet detection. The accuracy for 

cryo-EM case is comparable, with an overall F1 score of 0.828, to the accuracy of the simulated 

cases.  

Large Scale Experimental Data Training 

Table 2 displays the segmentation accuracy for seven cases of cryyo-EM density maps. 

The results were obtained from the patch-based training using a larger experimental datathan those 

used in Table 1 . While this dataset is larger than our previous tests, it does not contain all medium 

resolution chains found in the PDB. With a larger dataset, we hoped that the results from table 2 

would exceed the experimental results in table 1. The new test (Table 2) did not produce results 

comparative to those (Table 1) using the simulated protein density maps. This might be that the 

experimental cryo-EM density maps are more challenging to learn than simulated density maps. 

We explored two ways of providing training data using either the patch-based or the full-image 
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training. In patch-based training, each chopped image has a size of 48x48x48, while each image 

used in the full-image training often has a larger size. The size in the full-image training varies, 

but the dimension was chosen to be multiples of 8. The accuracy for segmenting helices and β-

sheets is shown as the F1 score (Table 3). With identical training parameters, full image testing 

produced far better results than patch-based training. As an example, the average F1 score for helix 

detection increased from 0.583 (patch-based training) to 0.747 (full-image training). The average 

F1 score for β-sheet detection increased from 0.475 to 0.674 after using full-image training. We 

noticed that the detection accuracy is better for helices than for β-sheets. A few factors may have 

contributed to this difference. Generally a β-sheet does not have a strong characteristic shape as 

for a helix. The imbalance of β-sheets in the training data may also affected the accuracy. The 

greater accuracy can be explained by the location patch within the image. Many times, a patch 

chops a secondary structure due to the limited size of a patch. That may obscure the geometry of 

secondary structures during training. The results indicate that CNNs have potential to extract 

secondary structures from cryo-EM images. 

 

 

 

 

Table 1. Detection accuracy of three classes (helix, β-sheet, and background) using patch-

based training. Row 2 to row 7 are simulated test cases using atomic structures of PDB. Row 

8 involves an experimentally-derived test case with its EMDB ID indicated in parentheses.  

 



10 

 

 

 
 

Table 2. Detection accuracy of three classes (helix, β-sheet, and background) using cryo-EM 

test cases. Seven experimental test cases were used with both the PDB ID (column 1) and 

EMDB ID (column 2) labeled. These results were obtained through patch based training. 

 

 

 

Table 3. Detection accuracy of three classes (helix, β-sheet, and background) using cryo-EM 

test cases and full image training. Seven test cases involving experimental cryo-EM density 

maps were used. These results were obtained through full-image training. 

 

IV. Conclusion 

 Deriving atomic structures from medium-resolution cryo-EM density maps is challenging. 

An important step to derive the atomic structure automatically is detecting the location of 

secondary structures within the density map. We have presented a 3D convolutional neural 

network for segmentation of secondary structure elements from cryo-EM images. Although CNN 

has been shown as a powerful image processing method, there is limited work developing CNN 

architectures that are effective in 3D segmentation problems for protein secondary structure 

detection from cryo-EM density maps. Using 3D UNET as a guide [32], we have created an 

encoder decoder architecture employing 3D convolutions to capture features along three 

dimensions. We show that this version of 3D U-Net can achieve good accuracy on six 
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experimental density maps. We plan to improve this model and to perform an even larger test 

using more cryo-EM density maps. 
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CHAPTER 2– SOFTWARE DEVELOPMENT FOR EVALUATION OF ACCURACY IN 

PROTEIN SECONDARY STRUCTURE DETECTION FROM CRYO-ELECTRON 

I. Introduction 

 The Electron Microscopy Data Bank holds three-dimensional maps with a large range of 

spatial resolutions. Many density maps that have a resolution between 6-10Å are linked to atomic 

models found in the Protein Data Bank. In most cases, atomic models are derived directly from 

low resolution maps or are fitted from similar known structures. At this time, no accurate tools 

exist for deriving the atomic model of medium resolution maps.  

 Secondary structure elements such as helices and β-sheets are the most visible structural 

feature in medium resolution images. Helices are generally visible in images with resolution 10Å. 

On the other hand, β-sheets tend to become visible at resolutions around 8Å. As more methods are 

developed to detect secondary structure elements from medium resolution data [1-12], it is 

becoming more important to quantify the geometry of these detected features.  

 Accurately measuring the error between detected secondary structures and the 

corresponding true structure is needed for multiple reasons. While several measurements exist, it 

is not clear how sensitive the respective methods are. Accurately quantifying error is an important 

step for enhancement of secondary structure detection methods [13]. 

 Arc length association is a sensitive method for measuring discrepancy of secondary 

structures presented by Zeil et al. known as arc-length association [14]. This method calculates 

both lateral and longitudinal discrepancies. The separation of the two discrepancies allows precise 

measurement of the length and shift errors that account to most inaccuracy in a detection. In this 

chapter the idea was applied to β-strands and created an interactive tool to easily visualize this 
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error. Evidence is presented that this arc-length association method is superior to other methods of 

measuring error.  

 

II. Methodology 

In medium-resolution cryo-EM density maps, the location of helices can be roughly 

detected by recognizing their cylinder like shape. Although various methods exist to detect the 

location of helices, we applied SSETracer [15] to determine these positions. Using features of local 

density such as local structure tensor, local thickness, continuity of the skeleton, and density vales, 

SSETracer can detect helices (and β-sheets). In SSETracer a detected helix is represented by a set 

of points located along the central axis of the helix.   

The locations of β-strands are much more difficult to detect in medium-resolution cryo-

EM images. At medium resolutions, the density map does not clearly represent the location of a 

β-strand. At 5-10Å resolutions only the location of the entire β-sheet can be resolved. Using 

features of local density, SSETracer was applied to detect the location of these β-sheets. Given an 

accurate model of the entire β-sheet, we can apply an iterative Bezier method to accurately fit the 

sheet with a surface representation [16]. Using this derived surface representation to quantify the 

twist of the beta sheet, a small set of likely β-strand locations can be provided [17]. Using this 

method, β-strand locations are represented by points located along the central axis of the β-strand. 

To compare the set of points detected from the density map with the actual axis of a helix, 

we must derive the actual axis using the atomic structure. Using the backbone of a helix, the central 

axis was calculated by averaging the geometric centers of four consecutive amino acids in the helix 

[14]. The line formed from such points will be shorter than the actual axis due to averaging. 

Therefore, the ends of each axis is determined by projecting the first and last Cα atom to the first 
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and last segment of the axis, respectively. To determine the amino acid range of a helix in the 

atomic model or structure, the DSSP annotation of secondary structures was used. For helices that 

are shorter than 4 amino acids, we represent the helix with a single point. This point is chosen by 

calculating the midpoint between all amino acids that make up this short helix. 

The calculation of the trace of β-strand’s central axis is very similar to the calculation of a 

helix’s actual axis. Using the backbone of a β-strand, the central axis was calculated by averaging 

two consecutive geometric centers of amino acids in the strand. The geometrical center was 

calculated using the nitrogen atoms of the amino acid sequence. Just as with helices, we use DSSP 

annotation of secondary structures and determine the endpoints of the strand by projecting the first 

and last Cα atom to the axis.  

A central axis derived from the atomic structure and the axis detected from the density map 

is represented by a set of points. The number and spacing of the points are often different for the 

two axes. In order to make up for these discrepancies, we use a cubic Hermite spline to interpolate 

each set of points on the axis. 

 

Figure 5. The visualization of the arc-length association method. Sa and ta represent the first 

point that can be associated laterally between the two lines. On the other hand Sb and tb are 

the last points that can be associated laterally. All points outside these two extremes are 

calculated as longitudinal discrepancy.  

 

 

Figure 6. The visualization of as popular error method known as 2-way distance. In this 

method the distance is calculated from each point on one line to the closest point on the other 

line. This is repeated for both lines and then averaged. 



19 

 

 

Sensitivity, sometimes known as the true positive rate, measures the proportion of amino 

acids on a secondary structure that are close to the detected axis. Specificity, sometimes known as 

the true negative rate, measure the proportion of correctly undetected amino acids near a secondary 

structure. More specifically, if a Cα atom is less than 2.5Å from the detected axis, it is considered 

as belonging to that detection [14].  In calculating Sensitivity, we already know which amino acids 

belong to a certain secondary structure. Calculating specificity is more difficult because one does 

not know which amino acids are close enough to a secondary structure to be possibly falsely 

detected. This is solved by extending the actual axis 15Å in both directions and considering all 

amino acid 8Å from this extended axis to be falsely detected. Using sensitivity and specificity we 

calculate an F1 score 2 * (( sensitivity * specificity ) / ( sensitivity + specificity)). Although we 

went to great lengths to ensure a consistent F1 score, from examining chartA, it can be seen that 

the F1 score appears inconsistent. This is due to the great variety of spacing of secondary structures 

in different proteins. This concept is discussed more thoroughly below.  

In order to provide an easy way for researchers to use our proposed arc length association 

method, we created a tool that can be used in a software known as chimera. This tool provides an 

easy way for users to visualize the accuracy of their secondary structure detection method.  
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Figure 7. A screenshot of the interactive tool AxisComparison integrated in Chimera, a 

popular 3D molecular visualization tool. In the GUI seen on the right of the image, a user 

can see the error calculated and then use the tool to highlight the corresponding place in the 

image. The image displays the true central axis in green and predicted axes in white.  

 

III. Results and Discussion 

For our testing, we worked with both simulated and experimental data. In both cases, the 

atomic structures were download from the Protein Data Bank. When using experimental data, we 

downloaded a variety 3D density maps from the PDB of resolutions between 5-10Å. When testing 

simulated data, each density map was simulated using UCSF Chimera at 10Å. Secondary 

structures were assigned to the atomic structures using DSSP at the PDB web site. The 18 

simulated proteins tested included 54 helices and 53 strands. On the other hands, 9 experimental 

proteins were tested which included 60 helices and 62 strands.  

Both helices and β-strands can be accurately approximated by their central axes. An 

effective method to compare a secondary structure from a density map with its atomic model is to 

associate the relative position of their central axes. In order to characterize the effect of length 
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difference and positional shift we measured lateral and longitudinal discrepancies of the axial lines. 

In general, we notice that the lateral discrepancies are mostly small, within 2 Å for 96% of the test 

cases. However, the longitudinal discrepancies are much larger displaying an error of 2 Å for 92% 

of the test cases. This trend can be clearly seen for both helices and β-strands in simulated and 

experimental data alike. This result suggests that secondary structure detections are generally 

positioned in line (providing confidence in the detection), but there are various factors such as map 

artifacts, conformational variability, and modeling error that effect the accuracy of the longitudinal 

discrepancy [13]. 

The proposed arc-length association method is more sensitive and accurate than some of 

the previous ways to measure error. It can be seen from chart A that 2-way error is very closely 

associate with lateral error. As longitudinal error increases rapidly, 2-way error does not change 

very much at all. When comparing lateral and longitudinal error to F1 score in chart A, it can be 

seen that F1 score is very inconsistent. This is mostly due to sensitivity and specificity being 

calculated by examining the positions of amino acids. 
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Figure 8. Visualization of the true central axis of all secondary structures in protein 5fkz. 

 

 

Figure 9. A visualization of predicted secondary structures (red) compared to the true 

central axis of that secondary structure (green) for experimental image 3204. 
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Figure 10. A visualization of predicted secondary structures (red) compared to the true 

central axis of that secondary structure (green) for simulated image of 3mfp at 8A 

resolution. 

 

 

Graph 1. The visualization of error using three different methods on four different 

datasets. It can be seen that longitudinal (gray) and lateral error(organge) values are much 

more sensitive than the inconsistent F1 score (yellow) and 2-way distance (blue).  
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Experimental strands 
 

Length True Length Detected 2-way Lateral Longitudinal Specificity Sensitivity F1 

1237_2GSY_C 
        

Strand-55-59 39.66 N/A N/A N/A N/A N/A N/A N/A 

Strand-67-74 16.41 27.5 0.96 0.33 11.09 0.87 1 0.93 

Strand-80-87 25.68 23.31 0.75 0.69 8.43 0.9 0.86 0.88 

Strand-123-129 25.6 17.99 0.76 0.91 7.08 0.87 0.86 0.86 

Strand-154-159 23.36 2.601 1.14 1.12 5.47 0.86 1 0.93 

Strand-349-355 22.97 35.5 1.48 0.62 12.53 0.82 1 0.9 

1237_2GSY_G 
        

Strand-225-236 38.95 27.37 2.23 2.44 11.78 0.92 0.55 0.68 

Strand-255-265 36.18 31.74 2.15 2.28 3.77 0.89 0.6 0.72 

Strand-270-277 24.38 N/A N/A N/A N/A N/A N/A N/A 

Strand-305-316 39.63 35.53 2.03 2.2 6.11 0.83 0.64 0.72 

1740_3C92_A 
        

Strand-37-42 20.49 26.52 1.43 1.45 6.03 0.82 1 0.91 

Strand-45-52 26.08 28.36 1.61 1.76 2.28 0.88 0.86 0.87 

Strand-162-165 13.81 16.19 1 0.95 3.17 0.9 1 0.95 

Strand-209-216 26.62 13.54 2.68 2.74 14.61 0.95 0.29 0.44 

Strand-222-223 6.14 1.46 1.79 2 4.07 0.97 0.5 0.74 

1740_3C92_B 
        

Strand-67-71 15.27 19.52 1.69 2.1 4.25 0.9 0.75 0.82 

Strand-74-80 23.74 22.38 1.22 1.2 6.87 0.86 1 0.94 

Strand-134-142 30.47 25.87 1.26 1.25 6.87 0.86 1 0.92 

Strand-145-151 23.07 25.8 1.26 1.25 6.87 0.86 1 0.92 

Strand-157-159 9.91 9.72 1.17 0.66 10.87 0.87 1 0.93 

1740_3C92_O 
        

Strand-2-8 23.77 26.32 0.9 0.94 2.55 0.88 1 0.94 

Strand-11-16 20.36 22.81 1.16 0.77 10.32 0.91 0.8 0.85 

Strand-124-129 16.62 19.47 1.03 1.1 2.85 0.88 1 0.94 

Strand-174-179 20.07 17.97 1.07 1.12 2.94 0.9 1 0.94 

Strand-183-186 12.04 7 2.44 2.58 4.52 0.95 0.33 0.49 

1740_3C92_Q 
        

Strand-34-38 15.35 7.95 1.95 2 6.85 1 0.5 0.67 

Strand-41-44 13.45 19.59 1.59 1.44 6.14 0.89 1 0.94 

Strand-98-104 23.29 24.57 1.2 1.33 4.62 0.9 1 0.95 

Strand-108-114 23.28 29.14 1.44 1.4 5.86 0.83 0.83 0.83 

Strand-118-121 12.79 16.04 1.43 1.05 8.06 0.88 1 0.93 

1780_3IZ5_AC 
        

Strand-73-76 11.89 9.15 1.08 1.35 2.13 1 0.67 0.8 

Strand-91-96 19.59 14.6 0.89 0.9 8.1 0.98 0.6 0.74 

Strand-117-124 25.97 27.63 1.63 1.71 2.39 0.78 0.86 0.82 

Strand-130-136 22.5 26.29 1.37 1.39 3.79 0.77 1 0.87 

1780_3IZ5_AH 
        

Strand-26-29 12.91 6.99 1.54 1.66 5.45 1 1 1 

Strand-45-48 13.07 13.79 0.78 0.64 5.4 0.89 1 0.94 

Strand-71-72 5.9 16.11 1.27 0.27 10.22 0.83 1 0.91 

Strand-93-97 16.65 14.91 1.38 1.62 5.27 0.9 1 0.95 

1780_3IZ5_AI 
        

Strand-17-23 22.46 19.41 1.22 1.31 8.42 0.87 0.83 0.85 

Strand-78-86 29.19 23.91 1.24 1.45 4.63 0.96 0.88 0.92 

Strand-91-96 19.97 9.72 1.58 1.69 9.77 0.91 0.6 0.72 

1780_3IZ5_AS 
        

Strand-78-84 22.76 16.77 1.23 1.36 5.47 0.87 1 0.93 

Strand-89-95 22.53 13.75 1.73 1.93 8.31 0.89 0.67 0.81 

Strand-125-129 16.2 13.52 1.33 1.39 2.52 0.89 0.75 0.81 

1780_3IZ5_AT 
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Strand-18-23 19.16 18.98 1.32 1.33 0.04 0.86 1 0.92 

Strand-63-67 16.42 N/A N/A N/A N/A N/A N/A N/A 

Strand-72-76 15.68 20.22 1.48 1.47 4.54 0.95 1 0.98 

Strand-114-117 12.49 18.75 2.8 2.93 10.31 0.88 0.67 0.76 

1780_3IZ5_AY 
        

Strand-86-89 13.48 19.65 1.22 1.19 8.1 0.88 1 0.93 

Strand-115-119 16.57 8.03 1.49 1.57 8.02 0.92 1 0.96 

Strand-137-139 10.24 12.51 1.51 1.59 2.27 0.96 1 0.98 

Strand-207-208 5.58 N/A N/A N/A N/A N/A N/A N/A 

Strand-230-231 6.03 8.78 3.33 2.95 9.64 0.95 0.5 0.73 

1829_2WWL_CB 
        

Strand-148-152 16.31 24.35 1.23 1.14 8.04 0.85 1 0.92 

Strand-165-169 16.15 N/A N/A N/A N/A N/A N/A N/A 

Strand-181-187 22.99 33.93 1.74 1.6 10.94 0.82 0.83 0.83 

Strand-196-202 22.32 18.27 1.33 1.34 5.77 0.9 0.83 0.87 

1829_2WWQ_OA 
        

Strand-24-30 22.08 23.8 1.69 1.71 1.72 0.88 0.67 0.76 

Strand-35-40 19.5 21.37 1.03 1.03 2.84 0.98 1 0.99 

Strand-47-52 19.63 22.71 0.97 1.12 5.1 0.84 1 0.91 

Strand-90-93 11.82 15.65 2.93 1.86 16.44 0.95 0.33 0.49 

1829_2WWQ_SA 
        

Strand-6-11 17.85 31.52 2.92 1.86 14.54 0.9 0.8 0.85 

Strand-69-78 31.07 35.04 1.53 1.68 8.71 0.81 0.89 0.85 

Strand-10-109 32.39 38.73 1.76 1.61 6.34 0.77 0.89 0.82 

1829_2WWQ_TA 
        

Strand-31-33 9.66 2.48 1.89 2.06 6.47 1 0.5 0.67 

Strand-59-63 15.88 18.02 1.01 1.07 2.13 0.79 1 0.89 

Strand-80-84 16.05 18.11 0.8 0.84 2.6 0.95 1 0.98 
         

Simulated Strands 
 

Length True Length Detected 2-way Lateral Longitudinal Specificity Sensitivity F1 

1A4i_A_SheetB 
        

Strand-37-43 22.95 11.3 0.33 0.37 11.19 0.4 0.67 0.78 

Strand-66-72 22.48 3.29 0.7 0.76 18.65 0.96 0.33 0.49 

Strand-96-99 13.14 N/A N/A N/A N/A N/A N/A N/A 

1A4i_A_SheetC 
        

Strand-5-7 8.72 N/A N/A N/A N/A N/A N/A N/A 

Strand-167-171 15.63 10.98 0.79 0.98 4.02 0.89 1 0.94 

Strand-191-195 16.08 3.27 1.3 1.45 12.34 0.95 0.5 0.65 

Strand-211-214 12.72 9.34 0.65 0.8 2.87 0.93 1 0.96 

Strand-232-235 12.52 6.06 0.55 0.69 5.83 0.95 0.67 0.78 

Strand-267-269 9.64 N/A N/A N/A N/A N/A N/A N/A 

1A8D_SheetB 
        

Strand-42-45 12.71 4.54 0.46 0.56 7.53 0.92 1 0.96 

Strand-70-73 12.56 9.29 0.91 1.23 2.54 0.93 1 0.96 

Strand-206-209 12.45 4.44 0.58 0.7 7.25 0.93 0.67 0.78 

1A8D_SheetE 
        

Strand-110-115 19.16 3.55 0.66 0.73 14.98 0.93 0.6 0.73 

Strand-127-133 23.42 14.89 0.66 0.7 7.95 0.92 0.83 0.87 

Strand-136-142 23.09 15.29 0.52 0.59 7.11 0.91 1 0.95 

Strand-148-154 22.83 0.93 0.67 0.83 21.22 0.96 0.17 0.28 

1A12_A_SheetA 
        

Strand-36-41 19.94 9.21 0.79 0.9 10.27 1 0.8 0.9 

Strand-61-63 9.4 N/A N/A N/A N/A N/A N/A N/A 

Strand-399-406 26.14 11.47 1.13 1.27 13.95 0.93 0.71 0.82 

Strand-410-417 26.6 19.99 0.83 0.93 6.01 0.89 0.86 0.88 

1A12_A_SheetB 
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Strand-69-74 19.12 8.17 0.87 0.9 10.32 1 0.6 0.75 

Strand-78-83 19.78 14.92 0.56 0.57 4.35 0.91 1 0.95 

Strand-88-92 16.75 8.54 0.43 0.47 7.69 0.93 1 0.96 

1A12_A_SheetC 
        

Strand-121-126 19.74 11.08 0.44 0.5 8.11 0.93 0.8 0.86 

Strand-130-135 20.06 15.72 0.66 0.71 3.9 0.92 1 0.96 

Strand-140-144 16.39 8.61 0.96 0.98 7.26 0.93 1 0.97 

Strand-166-168 9.41 N/A N/A N/A N/A N/A N/A N/A 

1A12_B_SheetJ 
        

Strand-69-74 19.28 5.47 1.37 1.43 13.28 0.95 0.6 0.74 

Strand-78-83 19.95 15.65 1.27 1.35 3.75 0.92 1 0.96 

Strand-88-92 16.71 11.79 0.92 1.01 4.46 0.93 1 0.96 

Strand-113-115 9.43 2.65 0.55 0.73 6.21 0.94 0.5 0.65 

1AKY_SheetA 
        

Strand-6-11 19.97 14.22 0.56 0.62 5.24 0.91 1 0.95 

Strand-31-34 12.13 6.38 0.89 1.08 5.12 0.92 1 0.96 

Strand-86-89 12.84 6.38 0.89 1.08 5.12 0.92 1 0.96 

Strand-114-119 18.89 12.54 0.53 0.58 6.01 0.88 1 0.94 

Strand-197-201 15.97 5.55 1.26 1.44 9.89 0.93 0.75 0.83 

1AOP_Sheet1 
        

Strand-89-91 8.83 2.19 0.85 0.95 6.04 0.96 0.5 0.66 

Strand-347-351 15.82 8.92 1.18 1.37 6.11 0.92 0.75 0.83 

Strand-354-361 24.85 20.82 0.59 0.67 3.59 0.86 1 0.93 

Strand-389-393 16.47 13.3 0.85 0.93 2.61 0.92 1 0.96 

Strand-397-404 24.8 21.78 0.85 1.18 2.44 0.89 1 0.94 

1ATG_SheetB 
        

Strand-83-87 16.18 6.42 0.78 0.88 9 0.95 0.5 0.65 

Strand-108-111 12.45 N/A N/A N/A N/A N/A N/A N/A 

Strand-141-144 12.33 N/A N/A N/A N/A N/A N/A N/A 

Strand-162-165 12.96 4.44 1.27 1.43 7.81 0.95 0.67 0.79 

Strand-179-181 10.11 1.93 0.57 0.63 7.52 0.97 0.5 0.66 

1AZO_SheetA 
        

Strand-77-83 22.49 17.61 0.64 0.76 4.21 0.87 1 0.93 

Strand-120-126 21.93 17.71 1.11 1.42 3.6 0.88 1 0.93 

Strand-141-144 13.13 2.14 1.96 2.12 10.38 0.98 0.33 0.5 

1B5E_B_SheetD 
        

Strand-39-42 12.54 7.07 1 1.14 4.96 0.92 0.67 0.77 

Strand-126-128 9.38 N/A N/A N/A N/A N/A N/A N/A 

Strand-151-157 28.75 18.6 1.18 1.33 9.69 0.89 0.75 0.81 

Strand-160-167 25.46 18.78 1.35 1.58 6.28 0.85 0.71 0.78 

Strand-208-212 15.89 11.97 0.71 0.75 3.23 0.9 1 0.95 

1BUP_SheetA 
        

Strand-7-10 12.8 11.82 0.38 0.43 0.78 0.93 1 0.97 

Strand-17-22 20.14 15.4 0.6 0.85 4.15 1 1 1 

Strand-25-28 12.3 11.87 0.83 1 0.42 0.84 1 0.91 

Strand-141-146 19.91 16.54 0.77 0.98 2.78 0.93 1 0.96 

Strand-168-174 21.28 19.63 0.99 1.4 1.04 0.89 1 0.94 

1E0M_A_Sheet1 
        

Strand-8-13 19.57 5.72 0.71 0.85 13.24 0.92 0.4 0.56 

Strand-17-23 21.33 16.28 1.08 1.34 4.45 1 0.83 0.91 

Strand-26-30 15.25 4.83 0.65 0.85 9.9 0.86 0.75 0.8 
         

Experimental Helices 

5fKx_A_3204 
        

Helix-12-29 25.34 24.23 0.68 0.72 3.45 1 0.76 0.88 

Helix-38-49 15.7 5.57 0.35 0.41 9.52 0.65 0.55 0.59 

Helix-59-74 7.53 11.32 1.97 2.06 3.79 0.72 0.33 0.46 
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Helix-90-94 8.02 N/A N/A N/A N/A N/A N/A N/A 

Helix-109-193 29.12 23.21 0.34 0.38 5.4 0.33 0.9 0.49 

Helix-155-178 17.99 12.91 0.59 0.63 4.63 0.66 0.77 0.71 

Helix-184-188 9.52 N/A N/A N/A N/A N/A N/A N/A 

Helix-195-209 15.8 N/A N/A N/A N/A N/A N/A N/A 

Helix-218-232 10.19 N/A N/A N/A N/A N/A N/A N/A 

Helix-245-253 7.7 N/A N/A N/A N/A N/A N/A N/A 

Helix-276-292 20.72 22.45 1.31 1.39 4.27 0.67 0.79 0.72 

Helix-314-322 19.58 12.15 0.79 0.89 6.63 0.74 0.64 0.69 

Helix-336-344 11.98 12.13 0.58 0.61 0.86 0.7 1 0.83 

Helix-385-396 7.61 N/A N/A N/A N/A N/A N/A N/A 

Helix-402-416 16.53 N/A N/A N/A N/A N/A N/A N/A 

Helix-419-446 11.62 N/A N/A N/A N/A N/A N/A N/A 

Helix-510-521 7.47 N/A N/A N/A N/A N/A N/A N/A 

Helix-542-563 7.75 N/A N/A N/A N/A N/A N/A N/A 

Helix-565-575 17.02 N/A N/A N/A N/A N/A N/A N/A 

Helix-577-582 21.59 N/A N/A N/A N/A N/A N/A N/A 

Helix-585-610 40.61 15.01 0.43 0.47 24.95 0.65 0.41 0.5 

Helix-619-629 16.97 11.93 0.52 0.56 4.37 0.77 0.73 0.75 

Helix-638-641 31.33 N/A N/A N/A N/A N/A N/A N/A 

Helix-669-683 7.6 N/A N/A N/A N/A N/A N/A N/A 

5g4f_A_3436 
        

Helix-27-34 11.16 N/A N/A N/A N/A N/A N/A N/A 

Helix-70-78 10.78 9.26 1.44 1.88 0.82 0.88 0.63 0.73 

Helix-103-108 7.44 N/A N/A N/A N/A N/A N/A N/A 

Helix-114-124 7.66 N/A N/A N/A N/A N/A N/A N/A 

Helix-195-212 7.96 N/A N/A N/A N/A N/A N/A N/A 

Helix-236-249 13.92 22.36 2.12 0.49 16.09 0.46 0.76 0.58 

Helix-256-263 19.53 5.41 0.63 0.68 13.46 0.92 0.31 0.46 

Helix-267-282 11.92 N/A N/A N/A N/A N/A N/A N/A 

Helix-291-296 22.21 17.46 0.68 0.79 4.01 0.41 0.8 0.54 

Helix-359-372 9.24 N/A N/A N/A N/A N/A N/A N/A 

Helix-387-392 21.87 21.6 0.26 0.31 1.11 0.5 1 0.67 

Helix-398-422 8.94 N/A N/A N/A N/A N/A N/A N/A 

Helix-428-435 19.9 21.35 0.47 0.5 1.8 0.71 1 0.83 

Helix-438-448 8.08 25.52 1.98 0.55 17.44 0.59 1 0.74 

Helix-465-469 35.37 30.1 0.38 0.47 4.54 0.52 0.88 0.65 

Helix-472-489 12.53 12.79 0.77 0.75 3 0.69 1 0.82 

Helix-491-495 14.91 15.97 0.79 0.7 4.91 0.57 0.8 0.66 

Helix-513-525 6.7 N/A N/A N/A N/A N/A N/A N/A 

Helix-533-542 17.07 15.23 0.7 0.64 7.73 0.68 0.73 0.7 

Helix-545-559 10.16 N/A N/A N/A N/A N/A N/A N/A 

Helix-568-573 7.29 N/A N/A N/A N/A N/A N/A N/A 

Helix-586-599 18.41 22.84 1.2 0.84 6.49 0.63 1 0.77 

Helix-618-623 13.44 N/A N/A N/A N/A N/A N/A N/A 

Helix-637-652 20.92 16.53 0.76 0.89 3.77 0.59 0.79 0.68 

Helix-659-667 10.52 N/A N/A N/A N/A N/A N/A N/A 

Helix-671-686 18.68 14.06 0.52 0.61 3.97 1 0.92 0.96 

Helix-697-708 8.48 N/A N/A N/A N/A N/A N/A N/A 

Helix-713-726 22.2 12.09 0.89 1.16 9.49 1 0.53 0.7 

3C91_C_1733 
        

Helix-21-33 18.68 15.12 0.84 0.9 2.98 0.78 0.67 0.72 

Helix-60-64 7.2 N/A N/A N/A N/A N/A N/A N/A 

Helix-81-104 33.3 16.66 0.39 0.69 16.06 0.45 0.52 0.49 

Helix-108-123 23.64 30.01 0.85 0.7 6.37 0.93 1 0.96 

Helix-168-180 16.77 12.4 0.46 0.53 3.77 0.58 0.83 0.69 

Helix-185-202 24.11 16.12 0.9 1.03 7.33 0.71 0.47 0.57 
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Helix-225-233 11.6 N/A N/A N/A N/A N/A N/A N/A 

5KBV_A_8232 
        

Helix-22-36 20.79 13.92 1.36 1.51 6.53 0.81 0.43 0.56 

Helix-54-68 20.9 13.97 1.38 1.59 6.5 0.79 0.5 0.61 

Helix-81-92 16.43 14.79 1.16 1.07 7.21 0.76 0.64 0.69 

Helix-117-128 17.05 18.15 1.16 1.01 5.18 0.74 0.64 0.68 

Helix-142-156 18.7 18.08 1.46 1.84 0.87 0.63 0.69 0.66 

Helix-179-284 8.26 18.02 2.15 1.63 9.76 0.71 0.4 0.51 

Helix-197-212 22.3 13.33 1.34 1.41 8.36 0.81 0.4 0.53 

Helix-252-263 16.16 9.49 1.3 1.44 6.03 0.83 0.36 0.51 

Helix-279-301 33.35 N/A N/A N/A N/A N/A N/A N/A 

Helix-324-334 15.17 9.95 1.72 1.76 4.79 0.89 0.3 0.45 

Helix-411-415 6.61 N/A N/A N/A N/A N/A N/A N/A 

Helix-423-437 20.3 15.74 1.91 1.97 4.02 1 0.43 0.6 

Helix-461-469 9.62 N/A N/A N/A N/A N/A N/A N/A 

Helix-482-487 8.38 N/A N/A N/A N/A N/A N/A N/A 

Helix-513-517 8.23 N/A N/A N/A N/A N/A N/A N/A 

Helix-569-580 23.79 N/A N/A N/A N/A N/A N/A N/A 

Helix-595-630 6.73 N/A N/A N/A N/A N/A N/A N/A 

Helix-636-642 16.24 N/A N/A N/A N/A N/A N/A N/A 

Helix-653-662 26.18 N/A N/A N/A N/A N/A N/A N/A 

Helix-664-677 10.44 7.58 1.12 1.17 2.38 0.74 0.83 0.78 

Helix-685-695 12.97 4.28 0.97 0.99 8.35 0.85 0.44 0.58 

Helix-706-714 18.93 13.04 0.52 0.61 5.39 0.47 0.69 0.56 

Helix-742-757 14.89 2.8 1.34 1.43 11.49 0.88 0.3 0.45 

Helix-757-768 12.28 15.43 2.11 2.15 3.79 0.87 0.5 0.63 

Helix-789-820 20.83 34.3 3.06 1.65 13.46 0.48 0.5 0.49 

4UWA_A_2751 
        

Helix-75-88 17.37 5.11 1.07 1.18 11.65 0.69 0.38 0.49 

Helix-303-313 6.27 N/A N/A N/A N/A N/A N/A N/A 

Helix-383-386 7.82 N/A N/A N/A N/A N/A N/A N/A 

Helix-394-421 40.98 35.88 0.62 1.44 7.2 0.48 0.81 0.6 

Helix-437-453 23.75 21.6 0.59 0.83 2.06 0.68 0.88 0.77 

Helix-466-496 22.4 48.31 2.91 0.93 25.91 0.34 0.93 0.5 

Helix-508-531 21.47 N/A N/A N/A N/A N/A N/A N/A 

Helix-534-552 10.18 N/A N/A N/A N/A N/A N/A N/A 

Helix-553-592 24.82 24.08 0.48 0.53 0.73 0.64 0.94 0.76 

Helix-864-890 14.74 5.96 0.89 1.07 8.33 0.84 0.5 0.63 

Helix-909-935 9.95 6.65 0.62 0.56 7.1 0.79 0.71 0.75 

Helix-960-973 19.6 18.31 0.4 0.8 0.56 0.63 1 0.77 

Helix-978-1007 11.43 N/A N/A N/A N/A N/A N/A N/A 

Helix-1023-1046 22.58 15.51 1.11 1.12 12 0.73 0.44 0.55 

Helix-1646-1660 34.69 N/A N/A N/A N/A N/A N/A N/A 

Helix-1662-1676 7.86 N/A N/A N/A N/A N/A N/A N/A 

Helix-1705-1725 10.14 N/A N/A N/A N/A N/A N/A N/A 

Helix-1806-1817 11.49 N/A N/A N/A N/A N/A N/A N/A 

Helix-1819-1827 10.09 N/A N/A N/A N/A N/A N/A N/A 

Helix-1835-1863 42.89 N/A N/A N/A N/A N/A N/A N/A 

Helix-1935-1948 6.87 N/A N/A N/A N/A N/A N/A N/A 

Helix-1953-1977 10.24 N/A N/A N/A N/A N/A N/A N/A 

Helix-2003-2020 20.86 5.46 0.64 0.7 14.91 0.84 0.43 0.57 

Helix-2026-2046 20.71 8.57 0.6 0.74 11.62 0.74 0.57 0.65 

Helix-2061-2074 29.79 22.61 0.6 0.7 6.69 0.58 0.75 0.66 

Helix-2093-2109 15.35 N/A N/A N/A N/A N/A N/A N/A 

Helix-2114-2145 11.8 4.62 0.58 0.64 6.96 0.7 0.75 0.72 

Helix-2149-2173 16.06 13.59 0.77 0.83 9.66 0.55 0.32 0.41 
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Simulated Helices 8A 
 

Length True Length Detected 2-way Lateral Longitudinal Specificity Sensitivity F1 

1FLP 
        

Helix-4-19 22.65 22.49 0.61 0.64 0.78 0.41 0.93 0.57 

Helix-21-35 20.02 20.05 0.7 0.78 2.09 0.54 0.86 0.66 

Helix-37-41 5.99 8.75 0.97 0.58 4.44 0.65 1 0.58 

Helix-59-76 25.89 28.67 0.35 0.36 2.78 0.41 1 0.58 

Helix-82-97 22.44 23.31 0.76 0.72 2.96 0.78 0.93 0.85 

Helix-103-116 19.47 24.44 0.94 0.56 7.24 0.57 0.92 0.7 

Helix-124-138 20.94 24.61 0.87 0.71 3.89 0.49 0.93 0.64 

1HG5 
        

Helix-19-30 16.37 22.42 1.09 0.31 11.39 0.58 0.91 0.71 

Helix-38-50 18.27 20.8 0.56 0.27 6.86 0.39 0.92 0.55 

Helix-55-67 18.52 24.13 0.83 0.38 7.08 0.54 1 0.7 

Helix-71-89 25.5 19.92 0.2 0.22 5.1 0.69 0.83 0.75 

Helix-89-100 15.95 11.94 0.54 0.52 6.77 0.64 0.8 0.71 

Helix-114-142 42.22 32.36 0.34 0.42 9.22 0.42 0.79 0.55 

Helix-160-180 31 35.03 0.66 0.44 8.12 0.55 0.85 0.66 

Helix-184-188 7 5.1 1.07 1.3 1.31 0.84 0.5 0.63 

Helix-190-222 47.82 51.36 0.59 0.82 3.54 0.48 0.94 0.64 

Helix-228-258 46.2 45.12 0.51 0.67 2.82 0.19 0.93 0.32 

Helix-260-264 6.98 N/A N/A N/A N/A N/A N/A N/A 

1HZ4 
        

Helix-4-25 31.35 27.31 0.35 0.43 3.54 0.31 0.95 0.47 

Helix-27-41 21.42 N/A N/A N/A N/A N/A N/A N/A 

Helix-46-66 28.7 22.09 0.53 0.66 5.92 0.71 0.79 0.75 

Helix-66-84 27.26 24.35 0.3 0.34 2.32 0.42 1 0.59 

Helix-86-104 27.1 N/A N/A N/A N/A N/A N/A N/A 

Helix-106-124 26.84 24.53 0.24 0.33 1.71 0.54 0.89 0.67 

Helix-130-146 24.25 17.08 0.34 0.45 6.6 0.73 0.81 0.77 

Helix-148-163 22.81 16.84 0.17 0.18 5.38 0.52 0.93 0.67 

Helix-171-186 22.36 16.63 0.68 0.91 5.16 0.78 0.73 0.76 

Helix-187-203 24.09 17.13 0.26 0.29 6.29 0.39 0.88 0.54 

Helix-208-226 27.08 23.03 0.57 0.66 3.37 0.54 0.89 0.67 

Helix-228-239 16.04 N/A N/A N/A N/A N/A N/A N/A 

Helix-250-264 20.95 N/A N/A N/A N/A N/A N/A N/A 

Helix-266-284 27.3 20.11 0.17 0.22 6.5 0.5 0.83 0.63 

Helix-286-306 28.44 N/A N/A N/A N/A N/A N/A N/A 

Helix-306-325 27.63 21.05 0.2 0.22 5.84 0.61 0.79 0.69 

Helix-327-332 8.72 N/A N/A N/A N/A N/A N/A N/A 

Helix-333-347 20.39 11.11 1.08 1.11 9.96 0.75 0.57 0.65 

Helix-351-366 22.36 13.77 0.31 0.34 7.96 0.43 0.8 0.56 

1LWB 
        

Helix-4-12 12.17 12.42 0.31 0.31 1.91 0.97 1 0.99 

Helix-16-29 19.38 15.43 0.49 0.54 3.37 0.32 1 0.48 

Helix-29-37 3.07 N/A N/A N/A N/A N/A N/A N/A 

Helix-57-75 27.17 22.37 0.51 0.84 4.36 0.58 0.83 0.69 

Helix-76-97 32.93 23.69 0.51 0.71 8.75 0.52 0.76 0.61 

Helix-100-120 28.82 28.55 1.63 2.9 6.28 0.46 0.6 0.52 

3C91_H 
        

Helix-48-71 33.95 26.2 0.67 0.71 7.21 1 0.78 0.88 

Helix-75-90 23.16 18.88 0.56 0.85 3.96 1 0.93 0.97 

Helix-130-142 16.77 11.07 1.14 1.25 5.23 1 0.58 0.74 

Helix-147-166 28.22 26.05 0.93 1.16 3.41 0.62 0.74 0.67 

Helix-188-200 18.11 13.69 1.08 1.14 3.77 0.43 0.67 0.52 

1P5X 
        

Helix-12-28 24.05 14.01 0.51 0.53 9.33 0.78 0.69 0.73 



30 

 

 

Helix-34-43 13.81 N/A N/A N/A N/A N/A N/A N/A 

Helix-43-54 17.02 4.89 0.44 0.52 11.4 0.87 0.45 0.6 

Helix-66-70 7.47 9.33 0.75 0.53 4.29 0.86 1 0.93 

Helix-85-103 27.23 25.85 0.43 0.52 1.36 0.64 0.89 0.75 

Helix-105-123 27.67 N/A N/A N/A N/A N/A N/A N/A 

Helix-140-153 19.24 21.04 0.7 0.51 5.61 0.59 0.85 0.69 

Helix-171-186 23.06 21.67 0.3 0.36 1.31 0.59 1 0.74 

Helix-192-202 14.45 6.36 0.72 0.75 7.61 0.7 0.5 0.58 

Helix-205-243 19.49 N/A N/A N/A N/A N/A N/A N/A 

1XQO 
        

Helix-2-15 19.17 11.28 0.2 0.28 7.26 0.57 0.77 0.65 

Helix-18-27 14.4 N/A N/A N/A N/A N/A N/A N/A 

Helix-29-43 19.83 N/A N/A N/A N/A N/A N/A N/A 

Helix-43-57 20.98 18.43 0.38 0.45 2.04 0.68 0.93 0.79 

Helix-64-78 21.38 16.53 0.21 0.24 4.17 0.57 0.93 0.7 

Helix-83-95 17.84 12.14 0.43 0.49 4.99 1 0.75 0.86 

Helix-101-113 17.39 N/A N/A N/A N/A N/A N/A N/A 

Helix-121-134 18.67 11.75 0.33 0.42 6.28 0.65 0.69 0.67 

Helix-139-158 27.93 N/A N/A N/A N/A N/A N/A N/A 

Helix-172-182 14.99 12.82 0.53 0.71 1.76 0.77 1 0.87 

Helix-188-195 11.1 N/A N/A N/A N/A N/A N/A N/A 

Helix-195-211 23.65 17.43 0.43 0.47 5.63 0.5 0.88 0.64 

Helix-213-229 23.49 N/A N/A N/A N/A N/A N/A N/A 

Helix-238-245 12.37 N/A N/A N/A N/A N/A N/A N/A 

 

Table 4. The dataset seen in graph 1. Three error methods used on predicted secondary 

structures. Helices were generated with SSETracer while β -strands were generated by an 

iterative surface fitting program. 

 

4. Conclusion 

It is important to have an accurate method to calculate the discrepancy of predicted 

secondary structures. After examining the results of three popular error methods, we have 

determined that arc-length association is superior due to its sensitivity. Additionally, this method 

provides important information about the lateral and longitudinal discrepancies. We have applied 

this arc-length association method to β –strands and also created an interactive tool used to 

visualize these discrepancies. The interactive tool was developed as a software plugin in 

Chimera, a popular molecular visualization tool to provide easy access to the cryo-EM 

community. 
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