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Metaphors involving motion and forces are a source of inspiration for understanding tonal music and
tonal harmonies since ancient times. Starting with the rise of quantum cognition, the modern interactional
conception of forces as developed in gauge theory has recently entered the field of theoretical musicology.
We develop a gauge model of tonal attraction based on SU(2) symmetry. This model comprises two earlier
attempts, the phase model grounded on U(1) gauge symmetry, and the spatial deformation model derived
from SO(2) gauge symmetry. In the neutral, force-free case both submodels agree and generate the same
predictions as a simple qubit approach. However, there are several differences in the force-driven case. It
is claimed that the deformation model gives a proper description of static tonal attraction. The full model
combines the deformation model with the phase model through SU(2) gauge symmetry and unifies static
and dynamic tonal attraction.

1. Introduction

The phenomenon of tonal attraction has fascinated researchers of music psychology, both empir-
ically and theoretically (Krumhansl and Cuddy 2010). There is a distinction between two types
of tonal attraction, called static and dynamic attraction (Parncutt 2011). Static tonal attraction
refers to how well a probe tone of a given pitch fits with a given tonal center. Dynamic tonal
attraction, by contrast, refers to the level of harmonic resolution a listener feels when hearing a
probe tone following a certain chord.

In a nowadays renowned study, Krumhansl and Kessler (1982) investigated the static type
of tonal attraction. In this experiment, listeners were asked to rate how well each note of the
chromatic octave fitted with a preceding context, which consisted of short musical sequences in
major or minor keys. The results of this experiment clearly show a kind of hierarchy: the tonic
pitch received the highest rating, followed by the pitches completing the tonic triad (third and
fifth), then followed by the remaining scale degrees, and finally followed by the chromatic, non-
scale tones. This finding plays an essential role in the later work of Lerdahl (e.g., Lerdahl 2001,
2015). It clearly counts as one of the main pillars of the structural approach in music theory. A
related approach of the static type is due to Bharucha (1996).
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The dynamic type of attraction was equally investigated by Krumhansl (1990, 1995), and
many other researchers (e.g., Woolhouse 2009). Both types of tonal attraction have not only
initiated an enormous number of empirical studies but also challenged a series of different mod-
els based on static and dynamic forces (see the subsequent section). Most of these models are
close in inspiration to Larson (2012) in that they either explicitly or implicitly refer metaphori-
cally to “musical forces” and build phenomenological models on this basis. These models aim at
describing correlations instead of causal mechanisms which underlie tonal attraction.

The application of physical metaphors is quite common in theories of music. The basic
assumption seems to be that our experience of musical motion is in terms of our experience
of physical motion and their underlying forces. For example, Schönberg speaks about different
forces when he explains the direction of musical movements in cadences where the tonic attracts
the dominant (Schönberg [1911] 1978, 58). In addition, Larson and VanHandel (2005) proposed
three musical forces that generate melodic completions. These forces are called gravity, inertia,
and magnetism, respectively.

Musical gravity is the tendency (attributed by a listener) of a note (heard as ‘above a stable platform’) to descend
(to that platform) [ . . . ]. Musical magnetism is the tendency (attributed by a listener) of an unstable note to move
to the closest stable pitch, a tendency that grows stronger as we get closer to that goal. [ . . . ] Musical inertia is the
tendency (attributed by a listener) of a pattern of motion to continue in the same fashion, where the meaning of
‘same’ depends on how that pattern is represented in musical memory. (Larson and vanHandel 2005, 122)

These forces should be regarded as conceptual metaphors in the sense of Lakoff and Johnson
(1980). They structure our musical cognition in analogy with falling, inert, and attracting phys-
ical bodies. Physical forces are represented in our naïve common sense physics or folk physics.
Analogously, musical forces cause musical dynamics in the naïve sense, that the impact of gravity
yields to either ascending or descending melodic lines, depending on the position of a gravitation
center. Magnetism should be larger, the closer a currently played tone is to a neighboring force
center. And inertia refers to the observation that an already ascending or descending melody will
remain ascending or descending in the sequel. Henceforth we refer to these models as to the
metaphoric view of musical forces.

Yet, in modern physics, forces are closely related to symmetry and symmetry breaking.
According to a famous theorem of Emmy Noether any (continuous) symmetry is accompanied
with a conservation law (Neuenschwander 2017). Conservation of momentum, e.g., is related to
the homogeneity of space: if it is not possible to highlight a distinguished point in space, then
momentum does not change in the course of time. By contrast, the presence of a force center
as a distinguished point breaks the homogeneity of space and momentum evolves according to
Newton’s second law: the particle is either attracted or repelled by the force center, resulting in
positive or negative acceleration, respectively.

In contrast to Larson’s (2012) metaphorical usage of musical forces, Mazzola (1990, 2002)
provides a quite different analogy between music theory and modern (non-folk) physics. Mazzola
was probably the first who saw the close analogy between physics and music in connection with
the existence of symmetries. In music, especially for the domain of modulation:

As force of transformation acts the instrument of modulation. The localization of “particles” is realized by means of
the cadence of modulation. This kind of description is not unfamiliar to musicology: Schönberg, Uhde, and many
others speak in a vague sense about forces between musical structures in order to explain musical changes in a
comprehensible way. (Mazzola 1990, 200; our translation)

In order to codify Schönberg’s ([1911] 1978) modulation theory, Mazzola (1990) invented the
“modulation quantum” as a set of chords mediating musical transposition from one key into
another key as a symmetry operation through exchange during cadences. Although we do not
consider the domain of modulation in the present study, Mazzola’s insights are of highest
importance for our work. His theory sees the whole conception of “musical force” as directly
rooted in the basic symmetry principles of tonal music. To distinguish the phenomenological
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(and metaphoric) idea of forces from the idea based on fundamental symmetries and physical
interaction, we will call the latter view the structural realistic view (in short: realistic view). The
idea is that the force conception plays a causal role in the theory. It is associated with a set of
structural attributes that are necessary for the identity and function of physical and extra-physical
forces within an interactional, symmetry-based theory of tonal music.

In the realistic view, forces are related to symmetry breakings. However, in modern quantum
field theory, they obey a much deeper kind of symmetry, called local gauge symmetry. There,
matter is described by a wave function (governed by a Schrödinger, Pauli or Dirac equation)
and forces result from the coupling of the wave function with interaction fields. Locally gauging
these interactions by the calibration of measurement devices is compensated by an unobservable
phase shift of the matter’s wave function. Therefore, it is always possible to make forces locally
vanishing by means of a local gauge transformation. A decent example for such a gauge sym-
metry is provided by Einstein’s general relativity theory where gravity vanishes in a free-falling
reference system which is described by rulers and clocks whose calibration depends on space
and time. In quantum field theory, matter wave functions and interaction fields are quantized,
resulting into the exchange of virtual interaction particles that mediate the exertion of forces as
local gauge transformations.

The present paper is concerned with the realistic view, which explains the existence of musical
forces in terms of gauge transformations.1 We suggest a universal model with SU(2) local gauge
symmetry acting on two-dimensional complex spinor fields. This symmetry comprises two sub-
groups: first, U(1), the abelian group of local phase transformations in quantum theory. We call
the corresponding model the phase model. And second, SO(2), the group of vector rotations in a
two-dimensional (real) Hilbert space, which is related to the spatial deformation model of beim
Graben and Blutner (2019). The combined model makes full use of the group SU(2).

We aim to demonstrate empirically that the spatial deformation model gives a proper descrip-
tion of static tonal attraction (tonal hierarchies as described in generative music theory, e.g.
Lehrdahl 1988). In contrast, the phase model alone does not give much empirical support. How-
ever, in tandem with the deformation model it gives a fair description of dynamic attraction data,
as investigated by Woolhouse (2009). The primary intent of this article is to present the novel
idea of how to apply gauge theory in cognitive music theory. A detailed verification of the offered
theory is outside of the scope of the present work.

The structure of the paper is as follows. The subsequent Section 2 explains basic experimental
findings and their modeling by the metaphoric conception of musical forces. Section 3 presents
the realistic view in terms of quantum cognition models. Section 4 explains the general idea of the
structural realistic view and develops our gauge theory, which is subsequently applied to music
cognition. Both static and dynamic attraction phenomena are discussed. Further, we explain how
the hierarchic model of tonal attraction (Lerdahl 1988, 2001) can be remodeled within gauge
theory. Section 5, finally, draws some general conclusions and raises issues for future research.

2. Metaphoric accounts to tonal attraction

Based on the experiments on static and dynamic tonal attraction, several authors proposed com-
putational models that metaphorically refer more or less explicitly to notions of “musical forces.”
Here, we briefly discuss two of the most influential models of those accounts, namely Lerdahl’s
hierarchical model of static attraction (Lerdahl 1988, 2001) and Larson’s regression model of

1 This suggests a causal role of musical forces and their effects on musical perception and cognition. Obviously, we
can find the relevant symmetries both in physics and musicology – supposing the basic traits of applying the mechanism
of quantum mechanics for the area of cognitive psychology are accepted (Busemeyer and Bruza 2012).
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dynamic attraction (Larson 2012). Other important approaches are the interval cycle model of
Woolhouse (2009) and Gaussian Markov chains (Temperley 2007).

In the following, we make use of the notion of a tonal pitch system. Such a system con-
sists of a number of pitches which are sounds with a certain fundamental frequency. In this
paper, we assume octave-equivalence resulting in twelve pitch classes, also called tones. Fur-
ther, we assume a tuning system based on equal temperament, i.e. a tuning system in which the
fundamental frequencies between adjacent notes have the same ratio.

The following numeric notation is used for defining the twelve tones of the system (“scale
degree” j, with j running from 0 to 11), in ascending order Table 1:

Table 1. Pitch classes as chromatic scale degrees.

interval j 0 1 2 3 4 5 6 7 8 9 10 11 12
tone C D� D E� E F G� G A� A B� B C

2.1. Static attraction

Lerdahl (1988, 2001) and Lerdahl and Krumhansl (2007) have developed a model of tonal attrac-
tion based on a tonal hierarchy. Forerunners of this approach are Krumhansl (1979), Krumhansl
and Kessler (1982) and Deutsch and Feroe (1981). A numerical representation of Lerdahl’s basic
space for C-major is given in Table 2. It shows the twelve tones at their levels in the tonal
hierarchy. In all, five levels are considered:

A: octave space (defined by the root tone, C in the present case)
B: open fifth space
C: triadic space
D: diatonic space (including all diatonic pitches of C-major in the present case)
E: chromatic space (including all twelve pitch classes).

Table 2 also shows the tonal attraction or anchoring strength s(j) for pitch class j around the
chroma circle. This measure simply counts the number of degrees that are commonly shared
across levels A to D (omitting level E that is common for all tones).

Temperley (2008) proposed the following formula to calculate the attraction probability:

p(j) = s(j)∑
j s(j)

. (1)

The predictions of the hierarchical model are in excellent agreement with the experimental data
in the case of major keys. In case of minor keys (based on the natural or harmonic minor scale),
however, there are significant deviations (Blutner 2017; beim Graben and Blutner 2019). Regard-
ing the function of the tonic hierarchy in tonal music, we refer to the insights of Philip Ball, which
crucially address the tonal dynamics:

Table 2. The tonal pitch space as given in Lerdahl (1988).

A: octave C
B: fifth G
C: triadic C E G
D: diatonic C D E F G A B
E: chromatic C D� D E� E F G� G A� A B� B
Anchoring strength s 4 0 1 0 2 1 0 3 0 1 0 1

Note: Pitch classes as chromatic scale degrees.
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Although it is normally applied only to Western music, the word ‘tonal’ is appropriate for any music that recognizes
a hierarchy that privileges notes to different degrees. That’s true of the music of most cultures. In Indian music, the
Sa note of a that scale functions as a tonic. It’s not really known whether the modes of ancient Greece were really
scales with a tonic centre, but it seems likely that each mode had at least a ‘special’ note the mese, that, by occurring
most often in melodies, functioned perceptually as a tonic. This differentiation of notes is a cognitive crutch: it helps
us interpret and remember a tune. The notes higher in a hierarchy offer landmarks that anchor the melody, so that
we don’t just hear it as a string of so many equivalent notes. Music theorists say that notes higher in this hierarchy
are more stable, by which they mean that they seem less likely to move off somewhere else. Because it is the most
stable of all, the tonic is where melodies come to rest. (Ball 2010, 95)

The probe tone techniques used in the experiments by Krumhansl and Kessler (1982) and others
ask listeners directly to judge how well a single probe tone or chord fits an established context,
and the relevant data collected by this technique represent the static tonal attraction.

2.2. Dynamic attraction

The finding that some tones are more stable than others invites some speculation about the
dynamics of attraction. When considering sequences of pitches, “a melody is then like a stream
of water that seeks the low ground” (Ball 2010, 95). The dynamic forces stipulated by Ball (2010)
are forces that are directed towards the chromatically closest tones that are higher in the static
attraction hierarchy than the trigger. For the present purposes, it is enough to understand that
dynamic attraction phenomena cannot be understood without their static counterparts. The mod-
els of Lerdahl (1996) and Lerdahl and Krumhansl (2007) realize this idea in an indirect way by
requiring static attraction as one constituent of their dynamic attraction algorithm. In Section 4,
we will review ‘realistic’ models that create a more direct connection.

Following Bharucha (1984), it is important to distinguish between “event hierarchies” and
“tonal hierarchies” – the former reflecting melodic tension (dynamic attraction) and the latter
reflecting harmonic tension (static attraction).2 The dynamic type of attraction was investigated
by Krumhansl (1990, 1995), Lerdahl and Krumhansl (2007), Lake (1987), Bharucha (1996),
Lerdahl (1996), Larson (2004), Larson (2012), and in a study by Woolhouse (2009).

An interesting type of dynamic attraction data was collected in a probe-tone experiment based
on the resolution of different chords (Woolhouse 2009). This experiment limits analysis to only
the first new element after the presentation of the context chord. In the original experiments, five
different context chords are considered: major triad {C, E, G}, minor triad {C, E�, G}, dominant
seventh {C, E, G, B�}, French sixth {C, E, G�, B�}, or half-diminished seventh {C, E�, G�, B�}.
Probe tones are all twelve tones of the chromatic scale. The subjects had to decide (on a 7-point
Likert scale) “the level of attraction and/or resolution they felt from the chord to the probe tone:
seven for a high level of attraction, one for a low level of attraction” (Woolhouse 2009). In
Section 4, we will come back to these data to evaluate our dynamic attraction model.

3. Realistic accounts to tonal attraction

What we call the realistic view in this article is due to ideas borrowed from theoretical physics.
According to Penrose (2004, 289), all physical interactions are governed by “gauge connections”
which crucially depend on exact symmetries. We assume these gauge connections as the funda-
mental principle of our realistic view of tonal forces. From the perspective of quantum physics,
the idea of gauge symmetry has been applied by pioneers such as Schrödinger, Klein, Fock,
and others (for an overview, see Jackson and Okun 2001, see also Supplement I for an intuitive
introduction and for an outline of the standard example of electrodynamics).

2 Note that Lerdahl’s (1988) model does not provide a corresponding quantification of melodic, as opposed to
harmonic, tension.



6 R. Blutner and P. beim Graben

Figure 1. Group structure Z12 of Western music in equal temperament for C major key. (a) Chroma circle of C major
scale as generated by minor seconds. (b) Circle of fifths as generated by perfect fifths (clockwise) and perfect fourths
(counterclockwise). Open bullets indicate scale (diatonic) tones; closed bullets denote non-scale (chromatic) tones.

Symmetries are mathematically formalized by group theory (e.g. Alexandroff 2012). For
applying basic ideas of group theory to music (Balzano 1980; Mazzola 2002; Mazzola, Mannone,
and Pang 2016), it is essential that there are certain operations that allow the transformation of
tones into other tones. For instance, one can increase the tones by a certain number of steps 0, 1,
2, . . . ,11. Such operations are called transpositions. The 1-step transposition transforms C into
D�, D� into D, and so on.

Operations can be concatenated. For example, one can combine the transposition of a 2-step
increase (a major second) with a 3-step transposition (a minor third), resulting in a 5-step trans-
position (a perfect fourth). We denote these operations likewise with the numbers 0, 1, 2, . . . ,
11. Normally, the context makes clear what the numbers denote: a pitch class or the transposition
operation, increasing tones by a number of elementary steps. It is obvious that the concatenation
of transpositions can be described by addition modulo 12: i = j + k mod 12; e.g. 2 + 3 mod
12 = 5, 7 + 6 mod 12 = 1.

In the case of music based on twelve tones, we have to consider the set of group elements
0, 1, 2, . . . ,11, and the group operation is j ◦ k = j + k mod 12. The neutral element is the
element denoted by 0, (0 + j) mod 12 = (j + 0) mod 12 = j. For the inverse element we have
j−1 = (12 − j) mod 12. The group consisting of the 12 tones is the cyclic group G = Z12. Note
that a group G is called cyclic if there exists a single element g ∈ G such that every element in
G can be generated as a composition k g mod 12. The element g is hence called a generator of
the group.

In the numerical representation of the cyclic group Z12 there are four generators represented
by the numbers 1,11,7, and 5. Hence, 1 (one minor second upward) and 11 (one minor second
downward) generate the sequence of semitones. In addition, the elements 5 and 7 enumerate
the group elements in successive fourths or fifths, respectively, thereby generating the circle of
fifths. Figure 1 gives a visual representation of the group Z12 using the two basically different
generators 1 or 11 (Figure 1(a)), and 7 or 5 (Figure 1(b)). The group G = Z12 describes the
fundamental transposition symmetry of Western tonal music in equal temperament (Balzano
1980).

3.1. Qubit model

Next, we construct a simple geometric representation of the symmetry group Z12 of Western tonal
music. Such a representation is given by matrices as studied in linear algebra. More specifically,
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Figure 2. Qubit model in two-dimensional Hilbert space based on the circle of fifths.

the group Z12 is isomorphic to a particular group of real rotation matrices for vectors in a two-
dimensional real vector space.

For instance, we consider the vector

T0 =
(

1
0

)
(2)

indicating the tonic j = 0 in Figure 1. Henceforth, we refer to such a particular vector as to the
tonic vector in our exposition.

From the tonic vector T0, all tones of the circle of fifths can be generated through 12 successive
rotations by means of an elementary rotation matrix,

R =
(

cos ϑ −sin ϑ
sin ϑ cos ϑ

)
, (3)

with basic rotation angle ϑ = π /12. Iterating these rotations j times (j ∈Z12), we obtain all
tones:

�j = Rj · T0 =
(

cos jϑ
sin jϑ

)
. (4)

Particularly, we have �0 = R0 · T0 = T0 and �6 = R6 · T0 =
(

cos( π2 )
sin( π2 )

)
=
(

0
1

)
. Thus, the

circle of fifths is represented in a two-dimensional quantum bit (“qubit”) Hilbert space spanned
by the tonic vector �0 = T0 and its orthogonal complement �6, representing the tritone G� in
Figure 2 (Blutner 2017).3

3 In order to avoid confusion: In the circle of Figure 2, the angle runs from 0 to 2π such that tonic and tritone are on
opposite sites of the circle. The ‘real’ angles of the Hilbert-space vectors must be half of this such that tonic and tritone
become orthogonal to each other. Thus, in the ‘real’ rotation matrix (3) we have to divide the angles by the number 2 in
order to get the angles in the rotation matrix.
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In the qubit model, tonal attraction is evaluated through projections. A tone j ∈ Z12 at the
circle of fifths is represented through its state vector � j. Then, its attraction value exerted by the
tonic is given as the squared modulus of the scalar product,

p(j) = |�j · T0|2 = cos2jϑ = cos2 jπ

12
. (5)

The probabilities calculated in (5) describe the attraction between a probe tone j and the tonic
context T0 (single tone) alone. In order to account for complex chord contexts as well, Woolhouse
(2009), Woolhouse and Cross (2010), and Blutner (2017) suggested to average the attraction
profiles of individual pairs of tones over all possible pairings between probe tone and context
tones.

For N context tones ki ∈ Z12 in a chord C = {ki ∈ Z12|i = 1, . . . , N} with individual weight
factors ρ(ki), we have a discrete convolution,

pC(j) =
N∑

i=1

ρ(ki) · p(j − ki), (6)

with kernel p(j) given in (5).

3.2. Scalar wave model

So far, we have considered tones as isolated entities, which are represented by vectors in a two-
dimensional Hilbert space. From the point of view of information processing in the cochlea and in
the auditory cortex this is not a very plausible assumption. Already the phenomenon of frequency
separation across the basilar membrane suggest a field model of tonal perception, which is closely
related to the “place theory” of acoustic information processing based on Helmholtz (1863) and
his followers. The basic idea is the existence of a (one-dimensional) manifold and the assumption
that the different tones correspond to topologically different parts of this configuration space.
Specifically, we choose the unit circle, parameterized by a single continuous variable x ∈ [0,
2π ], as tonal configuration space and embed the discrete circle of fifths by real numbers x = jπ /6
(j ∈ Z12, with C(0) ∼= C’(12) one octave higher).

The free quantum model suggested by beim Graben and Blutner (2017, 2019) comprises a
tonic wave function,

ψ(x) = 1√
π

cos
x

2
(7)

such that the quantum probability density

p(x) = |ψ(x)|2 = ψ(x)∗ψ(x) (8)

for a given interval x yields the tonal attraction value

p(x) = 1

π
cos2 x

2
(9)

is in agreement with the qubit model of Section 3.1 for x = jπ /6.4 The dashed line of Figure 3
shows the attraction profile corresponding to (9).

4 Of course, this choice of discrete values for the twelve tones corresponds straightforwardly with the choice of equal
temperament system of tuning. In a microtonal context or other systems of tuning, different systems of discrete values are
expected (Gómez-Téllez, Lluis-Puebla, and Montiel 2017). In principle, such values can be represented by the present



Journal of Mathematics and Music 9

Figure 3. Quantum models of tonal attraction. It shows the qubit kernel (dashed), the static deformation kernel (solid),
and the kernel function resulting from the classical hierarchic model (dotted). Note that the endpoints correspond to the
tonic tone (0 ∼= 12). Due to the chosen normalization, the maximum of the profiles is 1 in all cases.

The formalism of quantum mechanical wave functions allows the application of the opera-
tor calculus from functional analysis in order to assess the contributions of musical forces in a
realistic account. To this end, we first derive a field equation from (7) that can be interpreted
as a Schrödinger equation of a “force-free particle” (Busemeyer and Bruza 2012) moving along
the circle of fifths. In a second step, we introduce a spatial deformation of the phases in (7). This
deformation leads to another field equation involving several differential operators which assume
a straightforward interpretation as musical forces. Finally, these forces are related to gauge fields
of a continuous symmetry. Differentiating (7) twice yields an ordinary differential equation of
second order:

− ψ′′(x) = 1

4
ψ(x) (10)

which can be interpreted as an eigenvalue equation Hψ(x) = Eψ(x) with Hamilton operator
H = (−∂2/∂x2) and eigenvalue E = 1/4. Hence, equation (10) turns out to be the quantum
mechanical stationary Schrödinger equation for the motion of a “free particle” with kinetic
energy E = 1/4 along the circle of fifths. The operator

H = − ∂2

∂x2
(= T) (11)

must therefore realistically be interpreted as the operator of inertia force or kinetic energy.
In order to improve the concordance between model and the tonal attraction data of Krumhansl

and Kessler (1982) and Woolhouse (2009), beim Graben and Blutner (2017, 2019) introduced a

mechanism. However, authors such as Burns (1999) argue that the basic scale structure even in Indian and other non-
Western cultures is likewise due to the 12-tone chromatic structure. So-called microtones (shrutis) are normally slight
variations of certain intervals. There is evidence that in real musical practice these microtonal variations are not played
as discrete intervals but relate to a variability in intonation such as a slow vibrato. The present quantum model is also
supported by experimental findings of Krumhansl and Shepard (1979) who augmented a tonal attraction experiment
by additionally using quartertones besides the chromatic scale as probes. They reported that tonal attraction ratings at
quartertones interpolate the ratings measured at scale tones. Thus, tonal attraction at semi- or quartertones can be seen as
a discrete sampling of the underlying continuous wave function.
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suitable deformation of the distances along the circle of fifths by the ansatz

ψ(x) = 1√
π

cos γ (x) (12)

for the stationary wave function where γ (x) is an arbitrary spatial deformation function. The
wave function (12) yields the following probability density.

p(x) = |ψ(x)|2 = 1

π
cos2γ (x) (13)

Differentiating (12) twice again and eliminating trigonometric terms, we then obtain the
differential equation,

− ψ′′(x)+ γ
′′
(x)

γ ′(x)
ψ′(x)− γ ′(x)2ψ(x) = 0. (14)

In order to get the standard form of the stationary Schrödinger equation, we decompose the
Hamiltonian into three parts.

H = T + M + U with T = − ∂2

∂x2
, M = γ ′′(x)

γ ′(x)
∂

∂x
, U = E − γ ′(x)2 (15)

Then equation (14) becomes again an eigenvalue problem: Hψ(x) = Eψ(x). In equation (15),
the first term T is the operator of inertia as for the free model. The second term M could
realistically be interpreted as magnetic interaction energy. Supplement I gives the physi-
cist’s motivation for connecting it with the magnetic force. Finally, the last term in the
Hamiltonian (15), which is simply a scalar multiplication operator, receives its usual inter-
pretation as potential energy U = E + V (x), which might be seen as the potential of the
electrostatic force – with the static potential V (x) = −γ ′(x)2. Note that the expected total
energy density is ψ(x)∗ · Hψ(x) = E · p(x). Hence, we can identify it with the static attraction
profile.5

Next, one can ask for suitable choices of the deformation function γ (x). beim Graben and
Blutner (2019) argue that plausible interpolation conditions imply that γ (0) = 0 and γ (π) =
π/2. A consequence of this choice is that the tonic (at 0) should not be deformed while the
tritone (at π ) receives maximal deformation. A simple polynomial of fourth order that satisfies
the two interpolation conditions is as follows.

γ (x) = π

2
− (x − π)4

2π3
(16)

With this deformation function, beim Graben and Blutner (2019) found excellent agreement with
the static attraction data of Krumhansl and Kessler (1982). Figure 3 also presents the comparison
between our two quantum models and the kernel function reconstructed from Lerdahl’s (1988)
classical hierarchical model (dotted line).

5 The terms “inertia,” “magnetism,” or “electrostatic force” of the emergent terms in the Schrödinger equation (14)
are not at all related to the metaphorical intuitions in musicology, inspired by interpreting these concepts in terms of folk
physics (Larson and VanHandel 2005; Larson 2012). In the present, realistic interpretation only the sum of these terms
has a musical interpretation (as static attraction). This contrasts with the metaphoric models, were the single terms of the
regression analysis are interpreted musically. Earlier research (beim Graben and Blutner 2017) has explicitly calculated
the three terms “inertia,” “magnetism,” and “electrostatic force.” However, these authors found that only the sum of these
terms has a proper musical interpretation and not the shape of the single functions.
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There is a simple, intuitive argument for the choice of a non-linear deformation function such
as in equation (16). As Figure 3 reveals, the kernel function for static tonal attraction (solid
line) assigns the maximum value to the target tone, in our case the tonic C. The two neighbours
on the circle of fifths (i.e. G and F) receive an attraction value that is about half of it. The
attraction values of all other tones is very low such that they are negligible. Hence, constructing
the attraction profiles for a certain context given by a triad, e.g. CEG, we obtain an approximate
reconstruction of the hierarchic model. The three tones of the triad CEG receive a very high
value, C and G a bit larger than E because of the convolution operation. Next, the neighbours of
the triadic tones (C: G, F; G: D, C; E: B, A) are all diatonic tones and get an attraction of about
50%. Hence, we can account for all levels of the hierarchic model shown in Table 2 besides the
octave level (resulting in four different degrees of attraction).

3.3. Spinor wave model

Qubits, as introduced by Blutner (2017) into mathematical musicology, live in a two-dimensional
complex vector space. Therefore, in the next step we combine the qubit model from Section 3.1
with the scalar wave function models of Section 3.2 for obtaining a two-dimensional spinor field
theory. This structural complication has several advantages: (i) it allows including the deforma-
tion idea in a novel, more systematic way; (ii) it provides a closer connection between static and
dynamic attraction; (iii) it gives an explanation for certain asymmetries that underlie the distinc-
tion between major and minor modes of tonality.6 We come back to the first two issues in Sect. 4;
the last issue is outlined in the final part of supplement I.

Replacing the scalar tonal attraction equation (13) by an equation for a spinor field,

�(x) =
(

ψ1(x)
ψ2(x)

)
, (17)

we obtain the so-called Pauli equation (Pauli 1927) in its most general form,

−� ′′(x)+ M(x) ·� ′(x)+ V(x) ·�(x) = 0, (18)

with coupling matrices M(x) and V(x) for magnetic interaction and (electro-)static potential,
respectively (see Supplement I). The Pauli equation is a not a scalar wave equation such as
the Schrödinger equation but rather a wave equation governing a two-dimensional vector field,
called the spinor field, where every spinor component essentially obeys a separate Schrödinger
equation with additional coupling terms between spinor components.7

For the force-free case, the Pauli equation (18) decouples into a pair of free Schrödinger equa-
tions with M(x) = 0 and a diagonal matrix V(x) = v(x)1, v(x) = − 1/4. Then equation (18) has
the fundamental solution

�(x) = 1√
π

(
cos x

2

sin x
2

)
. (19)

The probability that a probe tone is attracted by the tonic with constant spinor T0 of equation (2)
is then obtained by the projection

p(x) = |�(x) · T0|2. (20)

6 See Stolzenburg (2015) for a recent review of many relevant empirical and theoretical issues.
7 We should stress again, that in both cases – Schrödinger equation and Pauli equation – we consider the stationary

case only. Of course, one can argue that their time-dependent counterparts are required in order to analyse the temporal
development of the wave functions and, thus, the development of melodies and chordal sequences. In the classical setting
(using Bayesian probabilities and Markov chains) such time-dependencies in fact have been considered – for instance in
the work of Temperley (2008). However, a quantum approach for time-dependent phenomena goes far beyond the scope
of the present article.
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For the free-particle solutions (19) we obtain

p(x) = |�(x) · T0|2 = 1

π
cos2 x

2
, (21)

i.e. the same attraction ratings as for the qubit and the free scalar wave function models. In
the next section, we will see the advantages of the spinor approach in connection with the
introduction of gauge forces.

4. Realistic models based on gauge symmetry

For the force-free case, the three quantum models discussed above, namely the qubit model,
the scalar Schrödinger wave function model and the spinor Pauli wave function model yield
identical predictions for static and dynamic tonal attraction. Using different kinds of spatial
deformations, such as the polynomial one in (16), beim Graben and Blutner (2019) were able
to improve the empirical agreement between the scalar wave model and data from static and
dynamic tonal attraction experiments. However, in both settings different deformation functions
had to be employed. For static attraction, the deformation (16) rendered the kernel reconstructed
from the hierarchical model of Lerdahl (1988) – see Figure 3 (dotted line). Yet, for dynamic
attraction another deformation had to be constructed by hand from Woolhouse’s interval cycle
model (Woolhouse 2009).

In this section, we demonstrate how a realistic approach to musical forces in terms of musical
gauge symmetry can provide a parsimonious and unifying picture of static and dynamic attrac-
tion. Additionally, several other advantages will become obvious. We start with the hypothesis
that all musical forces are gauge forces and that any gauge force is founded in a symmetry group
and a gauge field (for technical details, see Supplement I). Gauge symmetry is essentially related
to the distinction between overt and covert physical quantities. The value of a wave function is
covert as it cannot be directly observed in physical measurement. Measurable are only proba-
bilities and expectation values. Both elements are based on scalar products – see equation (20).
Hence, they must be invariant under unitary transformations. The standard example of a uni-
tary transformation is a shift of the wave function’s phases. In case of spinors, another unitary
transformation is the rotation of the spinor (see Section 3.1).

4.1. SU(2) gauge symmetry: three gauge models of tonal attraction

For investigating the general case of the spinor wave model, we consider here the non-abelian
group SU(2) of special unitary 2 × 2 matrices U with unit determinant. This group is generated
by the Pauli matrices (22),

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (22)

It is possible to construct the unitary matrix by the generating expression

U = e
− i

2

3∑
j=1
δj(x)·σj

, (23)
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for an arbitrary local gauge transformation with real phase functions δ1(x), δ2(x), and δ3(x).
Evaluating the matrix exponential in (23) entails the general SU(2) transformation matrix

U(ϑ ,ϕ, τ) =
(

cos ϑe−iϕ −sin ϑeiτ

sinϑe−iτ cos ϑeiϕ

)
(24)

where we distinguish ϑ = δ1(x),τ = δ2(x), ϕ = δ3(x).
In the force-free case, we have used the spinor�(x) of equation (19). Gauge forces are realized

by applying the unitary transformation U to the spinor:

�(x) → �̃(x) = U(ϑ ,ϕ, τ)�(x). (25)

In Supplement II, some technical details are explained. In this section, we consider the calcu-
lation of probability densities only, which is similar to equation (20). Instead of projecting the
spinor�(x) to the tonic spinor, we now project the gauge-transformed spinor �̃(x) and calculate
the square of its length. For simplicity, we assume that the phase functions ϕ(x) and τ(x) are
identical.

In order to get an optimal agreement of our model with the experimental evidence on both
static and dynamic attraction, we exploit some additional freedom by suitably rotating the tonic
spinor introduced in (2). Using

T3 = 1√
2

(
1
1

)
(26)

instead of (2), we apply the gauge transformation U(ϑ ,ϕ,ϕ) to the force-free solution (19). Then,
a simple calculation gives the following probability density:

p̃(x) = |�̃(x) · T3|2 = 1

2π
(1 + cos x sin 2ϑ(x)+ sin x cos 2ϑ(x) cos 2ϕ(x)). (27)

In order to compensate for the rotation of the tonic, we transpose the kernel function as follows.

p(x) = p̃
(

x + π

2

)
(28)

In the density function p(x), the tonic corresponds to x = 0 and the tritone to x =π . The definition
of the matrix (24) allows for several special cases. We consider three cases, for which we obtain
three different kernel functions.

4.1.1. Deformation SO(2) model

First, we consider the setting τ =ϕ= 0 which provides the SO(2) gauge group, described in
Section 3.1, equation (3), therefore U(ϑ ,0,0) = R. We demonstrate now that this gauge symme-
try leads to the deformation model describing static tonal attraction for the particular gauge (16).
From equation (27) we regain the SO(2) deformation model.

p̃D(x) = 1

2π
(1 + cos x sin 2ϑ(x)+ sin x cos 2ϑ(x)). (29)

Performing the substitution (28) yields

pD(x) = p̃
(

x + π

2

)
= 1

2π

[
1 + cos

(
x + π

2

)
sin 2ϑ

(
x + π

2

)
+ sin

(
x + π

2

)
cos 2ϑ

(
x + π

2

)]

= 1

2π

[
1 + sin

(
x + π

2
+ 2ϑ

(
x + π

2

))]

= 1

2π

[
1 + cos

(
x + 2ϑ

(
x + π

2

))]
= 1

π
cos2

( x

2
+ ϑ

(
x + π

2

))
. (30)
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When we compare the result of (30) with equation (13) (scalar wave model) we see that both
accounts agree assuming the following gauge function ϑ(x).

ϑ
(

x + π

2

)
= γ (x)− x

2
orϑ(x) = γ

(
x − π

2

)
− x

2
+ π

4
(31)

Hereby, the deformation function γ is given as equation (16).

4.1.2. Phase U(1) model

Second, we set ϑ = 0, τ = ϕ, such that

U(0,ϕ, ϕ) =
(

e−iϕ 0
0 eiϕ

)
= e−iϕσ3 . (32)

These matrices belong to an abelian subgroup of SU(2) that is isomorphic to the U(1) phase
model. As kernel, we obtain

p̃P(x) = 1

2π
(1 + sin x cos 2ϕ(x)). (33)

Again, we apply the transformation (28). This results in the superposition of two phase-shifted
kernels:

pP(x) = 1

2π

[
cos2

(x

2
+ ϕ

(
x + π

2

))
+ cos2

(x

2
− ϕ

(
x + π

2

))]
. (34)

In the next subsection, we give a graphical representation of this function for a particular phase
gauge.

It should be noted that it is important to take T3 (see equation (26)) to get this form of the
kernel function. In case we take the tonic T0, which is the spinor

(
1
0

)
, we obtain a rather trivial

result, namely the free particle solution of equation (21) – a solution that does not depend on the
form of the phase gauge ϕ(x).

4.1.3. Combined SU(2) model

Finally, we consider a combination of phase model and deformation model. Again, we assume
that both phase functions are identical, i.e. τ = ϕ. The corresponding transformation matrix is

U(ϑ ,ϕ,ϕ) =
(

cos ϑe−iϕ −sin ϑeiϕ

sinϑe−iϕ cos ϑeiϕ

)
(35)

where the SO(2) gauge function ϑ(x) refers to the static deformation model, while the U(1)
gauge function ϕ(x) will be deployed as a phase model of dynamic attraction in the sequel. The
calculated kernel function is defined by equation (27), repeated here:

p̃D+P(x) = 1

2π
(1 + cos x sin 2ϑ(x)+ sin x cos 2ϑ(x) cos 2ϕ(x)). (36)

The index D + P refers to the combination of Deformation and Phase model. After applying the
transformation (27), the variable x is running from 0 to 2π . The gauge function ϑ(x) is given by
(31). For the phase gauge we assume

ϕ(x) = x. (37)

Hence, the first derivation of this gauge function is a constant. Obviously, this is the simplest
case of a gauge field with a constant potential function.
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Figure 4. Kernel function for (a) deformation gauge, (b) phase gauge, (c) the equal combination of both gauge fields.

Figure 4 shows the kernel functions of the three gauge models. Deformation and phase model
are mirror-symmetric around the tritone.8 Interestingly, the combination of both models is not
mirror-symmetric. As a matter of fact, the combination is not simply the sum of the two terms
given in (29) and (33). Rather, it contains interference terms that violate the mirror-symmetry.

The three models are based on (a) the deformation field alone, (b) the phase field alone, and
(c) a combination of both fields. Interestingly, the combination shows a breaking of the mirror
symmetry resulting from the interference of the two involved gauge fields.

4.2. Dynamic attraction

As outlined in Section 2.2, several authors have proposed a connection between static and
dynamic attraction. The present SU(2) gauge model equally establishes a close connection
between static and dynamic attraction. Hence, the combination of the deformation model and the
phase model (even in its simplest form with a constant phase field) supplies a novel description
of the dynamic attraction data of Woolhouse (2009). We already noted that the combined model
violates the mirror symmetry (relative to the position of the tritone). In other words, it breaks
the mirror symmetry of the dynamic kernel function. Since the deformation model itself satisfies
mirror symmetry, we recognize that the combination with the phase gauge field is responsible
for the broken mirror symmetry.

We have calculated the correlation functions of different models with the dynamic attrac-
tion data of Woolhouse (2009). The predictions of the combined model are shown in Table 3.
We considered two variants of the combined model: (i) deformation and phase model are cou-
pled equally (assuming ϕ(x) = x), (ii) the phase model is weakened (assuming ϕ(x) = .85 x).9

Further, we show the correlations for the ICP model of Woolhouse (2009).10

The ICP model exhibits a similar quality for describing the dynamic attraction data as the
combined model (second variant). However, the ICP model is not able to describe the static
attraction data.11

8 Of course, it is an easy exercise to calculate the energy densities for kinetic energy, magnetism, and electrostatics
separately for the two gauges and their combination. Unfortunately, we do not see any empirical ideas yet that could
profit from such a detailed analysis.

9 The weakening of the coupling lifts the right peak in Figure 4(c) and shrinks the center one.
10 Assuming twelve-tone equal temperament, the interval-cycle proximity (ICP) of a tonal interval is defined as the

smallest positive number such that the product with the interval length (i.e. the number of half tone steps spanned by the
interval) is a multiple of 12 (maximal interval length). For example, the ICP for the tritone is 2 and the ICP for the fifth
is 12.

11 In a recent article, Quinn (2010) reviewed Woolhouse’s ICP hypothesis. There, he suggested another hypothesis
better fitting the empirical data, called “Melody Harmonic Proximity” (MHP). However, Quinn did not realize that
the ICP hypothesis is based on a principled, systematic approach, whereas the MHP model only provides a purely
phenomenological description. Hence, the ICP is not fitted on empirical data, while the MHP is. This is achieved by
explicitly constructing its kernel function from phenomenal properties of the data. According to Woolhouse and Cross
(2011) this procedure provides a “self-fulfilling prophecy.” In our opinion, the methodological position of Woolhouse
and his colleagues is largely appreciated. Yet we believe it might be too rigid. In our own approach, we have at least one
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Table 3. Correlation of the ICP model and the combined gauge model with dynamic attraction data
(Woolhouse 2009).

Correlation with dynamic attraction data ICP model
Combined model

(φ(x) = x φ(x) = .85x)

C-major .69 .11 .55
C-minor .78 .29 .7
dominant seventh .75 .37 .76
French sixth .79 .9 .86
half-dimin. seventh .89 .6 .78

Correlations with ICP 0.4 0.6

Note: For the combined gauge model we consider two variants. In the first case, deformation and phase model are coupled
equally. In the second case, the phase model is coupled with 85% only. The dynamic attraction data concern (a) major
triad CEG, (b) minor triad CE�G, (c) dominant seventh CEGB�, (d) French sixth CEG�B�, and half-diminished seventh
CE�G�B�. For all models, including the ICP model, the correlation with dynamic attraction data has been shown.

5. Discussion

In this article, we have contrasted the metaphoric and the realistic conceptions of musical forces.
Both approaches provide interesting perspectives to study static and dynamic tonal attraction
profiles, including their structure, use, and acquisition. The metaphoric conception is taken from
mainstream cognitive psychology initiated by work of Lakoff (1987) and Lakoff and Johnson
(1980, 1999). The realistic conception of musical forces is a new development within the evolv-
ing field of quantum cognition and regards musical forces as gauge forces. The present study
discussed both approaches.

We have started with the metaphoric conception. Notably, a conceptual metaphor refers to the
understanding of one conceptual field in terms of another one. Famous examples illustrating the
idea are “life is a journey” or “time is money.” According to this concept, musical forces are
constructs in analogy to our understanding of physical forces in folk physics. Various authors
have proposed different forces, which are assumed to be important for music perception. Linear
regression analysis has been applied in order to find the total effect of musical forces. Unfor-
tunately, the fits achieved with empirical data are not really convincing. A sound grounding of
forces does not seem feasible in this way (see Supplement III).

In contrast, the realistic conception of musical forces constructs tonal attraction as gauge
forces, which can be derived from fundamental symmetries of the underlying theory and a
gauge field. In the present case, we model tones by vectors of a two-dimensional spinor Hilbert
space. Hence, the basic symmetry is the group of special unitary transformations SU(2) and their
subgroups.

In a sense, the proposed realistic conception is a fresh implementation of Kepler’s 400-year-
old vision of Harmonices Mundi (Kepler 1619) — the vision unifying physics and musicology.
Recognizing the failing of Kepler’s ideas — mainly for reasons that concern certain astronomical
facts, unknown yet 400 years ago — the present approach is based on a totally different scenery
centred around the insights of modern quantum cognition (Busemeyer and Bruza 2012).

empirical parameter that cannot be theoretically derived (the strength of coupling between deformation and phase model).
Table 3 illustrates that a suitable choice of the parameter can yield predictions similar to that of the ICP hypothesis. In
order to avoid misunderstandings: the present paper does not aim to give a detailed empirical verification of the present
model. Hence, we did not provide a serious parameter fitting, and the important work of empirical verification is left for
future enterprises.
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We have identified the symmetry group SU(2) as the fundamental group that directs the gauge
theoretic approach.12 This symmetry can be described by matrix transformations acting on a
two-dimensional spinor space. This transformation group is determined by three generators. In
general, they relate to three independent gauge fields. Here, we have identified the deformation
model of static tonal attraction (beim Graben and Blutner 2019) with one of the three gauge fields
of the SU(2) symmetry, on the one hand. On the other hand, a combination of deformation and
phase model accounts for dynamic tonal attraction.

Concerning the results of the gauge theoretic modeling attitude, we stress three aspects that
we regard as the central pillars of the present study. First, the idea of discrete convolution — an
operation describing the modification of a kernel function by a distribution of several contextual
elements (for instance, the tones of a single chord). Second, in contrast to a related study (beim
Graben and Blutner 2019) where two different deformation functions have been constructed for
independently describing static and dynamic attraction, the present approach unifies both kinds
of musical forces in a single theoretical framework. The basic idea of connecting static and
dynamic attraction goes back to several authors. Our unifying gauge model establishes a close
connection between static and dynamic attraction in a novel way. The gauge field of the defor-
mation model explains static attraction. By adding the gauge field of the phase model, we are
able to explain dynamic attraction data. Third, the combined model — in its simplest form with
a linear gauge field — breaks the mirror symmetry of the dynamic kernel function. This gauge
field has further consequences. Even with a very weak coupling of 3%, the mirror symmetry of
the static attraction kernel is already broken. This may provide an unusual explanation for the
fundamental asymmetry between major and minor modes. It goes without stressing the point, of
course, that capital efforts are needed for providing a proper verification of the present theory.
The primary intent of the present article has been the presentation of a novel theory, while its
verification will be postponed to subsequent research in mathematical musicology.

In Section 2 we have introduced the hierarchical model of tonal attraction and in Section 4
we have explained how it can be reconstructed within the quantum framework. There are two
important facts that can be described by the hierarchical model: First, for both major and minor
profiles, scale tones have higher values of tonal attraction than non-scale tones. Second, all tones
of the tonic triad have higher values than other tones of the scale.

In the hierarchical model, these two important empirical facts are directly stipulated in a rather
ad hoc way by assuming a “diatonic space” (level D) which includes all scale notes and by
assuming a higher order “triadic space” (level C) that includes the tones of the triadic space.
Importantly, the present quantum model starts from very general assumptions about symmetries
and has only to stipulate the tonic triad in order to explain all the mentioned facts (Blutner 2017).
Further, as has been pointed out in Section 4.2, the present model but not the hierarchical model
is able to explain the close connection between static and dynamic attraction.

Finally, yet importantly, we mention an unresolved issue, which could be an essential point for
future research. It concerns the highly debated issue of innateness. Already Leonard Bernstein
has vehemently disputed this issue by expressing and stressing that musical apperception is not
possible without an innate cognitive background. At the end of his Norton lectures (Bernstein
1976), he formulates his deep belief in the tonal system through the following magical phrases.

I believe that from that Earth emerges a musical poetry which is by the nature of its sources tonal.
I believe that these sources cause to exist a phonology of music, which evolves from the universal known as the

harmonic series,
And that there is an equally universal syntax, which can be codified and structured in terms of symmetry and

repetition. (Bernstein 1976)

12 See Supplement II for outlining the role of SU(2) in modern particle physics.
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In the present context, this innate background is mainly constituted by fundamental symmetries
of tonal music. They give rise to the proposed tonal kernel function and operations such as
discrete convolution that are not acquired during learning.13

The phenomenon of tonal attraction and the phenomenon of graded consonance/dissonance are
closely related according to several authors (e.g., Large 2010; Parncutt 1989, 2011; Krumhansl
1990). However, for building the distinction between consonance and dissonance, learned param-
eters seem to play a much more important role than usually assumed (McDermott et. al., 2016).
Other authors still see potential for biological explanations (Bowling and Purves 2015; Bowling
et al. 2017). Hence, the empirical debate is still open and novel theoretical ideas that illumi-
nate how biology and culture interact to shape how we experience tonal music are of continued
interest.
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