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Hybrid PMC (HPMC) fault model and diagnosability of interconnection networks

Qiang Zhua,b, Krishnaiyan Thulasiramanb, Min Xuc, and Sridhar Radhakrishnanb

aDepartment of Mathematics and Statistics, Xidian University, Xi’an, Shaanxi, China; bSchool of Computer Science, University of Oklahoma,
Norman, OK, USA; cSchool of Mathematical Sciences, Beijing Normal University, Beijing, China.

ABSTRACT
System level diagnosis, an area pioneered by Preparata, Metze and Chien, has been a dominant
area of research in the broader area of fault-tolerant computing since the proposition of the PMC
model. In this paper, we study the fault diagnosis problem for systems in hybrid fault circumstan-
ces where both node and link faults may occur. Under our diagnosis model, a test involves two
adjacent processors and the link between them. We propose the definition of consistent faulty
pairs and distinguishable faulty pairs. Given an assignment of testing links, we establish necessary
and sufficient conditions for distinguishable faulty pairs. Finally, we introduce parameters to meas-
ure the fault diagnosis capability of multiprocessor systems under this model and as an applica-
tion the fault diagnosis capability of hypercubes under this model has been evaluated.
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1. Introduction

High performance computing has been receiving increasing
attentions in recent years. Nowadays some super computers
even have hundreds of thousands of processors. With so
many processors and communication links, it’s inevitable
that processor or link faults occur in such systems. The
demand for high availability requires automatic fault diagno-
sis for the maintenance of such systems. In 1967 [17], F.P.
Preparata, G. Metze and R.T. Chien introduced a graph-the-
oretical model for the purpose of automatic fault diagnosis
in multiprocessor systems, the model was later called PMC
model after the last names of the three authors.

Under the PMC model, it is assumed that only node
faults can occur. But in real circumstances, both node and
link faults may exist. So it’s important to study the fault
diagnosis of multiprocessor systems under hybrid fault cir-
cumstances. Based on the PMC model, we introduce a
graph-theoretic model to adapt to hybrid fault patterns.
With this model, it’s possible to explore the fault diagnosis
in circumstances with both node and link faults. We charac-
terize diagnosable fault patterns in this model. Fault diagno-
sis capability measure is also proposed in this paper and the
fault diagnosis capability of hypercubes under the hybrid
diagnosis model is studied.

The rest of this paper is organized as follows: In
Section 2, we first introduce the basics of the PMC model
and then introduce the hybrid PMC(HPMC) model. In
Section 2, we also introduce the notion of distinguishable
fault pairs. In Section 3, we first define h-restricted vertex
diagnosability and r-restricted edge diagnosability to

measure the diagnosis capability of interconnection net-
works. In Section 3, we also presented a necessary and suffi-
cient condition for two hybrid fault patterns to be
distinguishable and present certain basic results on the diag-
nosability of interconnection networks assuming the nodes
and links of the networks are used as testing processors and
test links. In Section 4, we present results on the diagnos-
ability of n-dimensional hypercubes under the HPMC
model. We conclude in Section 5.

2. Hybrid fault diagnosis model

In this section, we present a graph-theoretic model for fault
diagnosis in hybrid fault circumstances. The model is based
on the famous PMC model [17]. So we first introduce the
basics of the PMC model, then we propose the hybrid PMC
model for fault diagnosis in hybrid fault circumstances.

2.1. Notations and terminologies

For notations and terminologies not defined here, we follow
[3]. Given a simple undirected graph G ¼ ðV, EÞ, V(G) and
E(G) are used to denote the vertex set and edge set of G,
respectively. If there is an edge e ¼ uv in G, u, v are said to
be adjacent to each other and e is said to be incident
to both u and v. Given u in V(G), we use N(u)(resp. NE(u))
to denote the set of all its adjacent vertices (resp. incident
edges) in G. d(u) is defined to be the number of vertices in
N(u), called the degree of u. dðGÞ is defined to be the min-
imum degree over all vertices in G.
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2.2. Basics of the PMC model

System level diagnosis is an important approach for the fault
diagnosis of multiprocessor systems. In this approach, diag-
nosis is performed by mutual tests of processors in the sys-
tem. The set of all test results is called a syndrome of the
system. Then based on the assumptions on the test results,
the faulty processors are located according to the syndrome
of the system. Different definitions of tests and different
assumptions on test results lead to different diagnosis mod-
els [5, 6, 8, 12–14, 21, 23].

Proposed by Preparata, Metze and Chien [17], PMC
model is the most famous and most widely studied model in
the system level diagnosis of multiprocessor systems. Under
the PMC model, it’s assumed that there is no link faults and
only adjacent processors can test the status of each other.
All node faults are permanent, and a node fault can always
be detected by a fault-free vertex. Under the PMC model, a
test can be represented by an ordered pair (u, v) where u is
the tester and v is the testee. The result of the test (u, v) is
denoted by r(u, v). It is 0 if u evaluates v as fault-free and 1
if u evaluates v as faulty. Under the PMC model, it is
assumed that test result r(u, v) is reliable if and only if the
tester u is fault-free. That is, if u is fault-free, then rðu, vÞ ¼
0 means that v is fault-free and rðu, vÞ ¼ 1 means that v is
faulty; If the tester u is faulty, then the status of v is irrele-
vant to the test result r(u, v). See Figure 1 where the arrow
points to the testee.

Given a multiprocessor system, the set of all test results
is called a syndrome of the multiprocessor system. Under
the PMC model, a fault set F is said to be consistent with a
syndrome r if r can arise in the circumstance that all nodes
in F are faulty and all nodes not in F are fault-free. Since
the test result of a faulty tester is unreliable, a fault set can
be consistent with many syndrome. The set of all syndromes
consistent with F is denoted by rðFÞ: Two faulty sets F1, F2
are distinguishable if and only if rðF1Þ \ rðF2Þ ¼ ;:
Otherwise, they are indistinguishable. Since the test result of
a faulty vertex is unreliable, V(G) is consistent with any syn-
drome of G. Thus to locate faulty vertices, it’s often assumed
that there exists an upper bound for the number of faulty
vertices. A multiprocessor system G is t-diagnosable if and

only if all the faulty vertices can be guaranteed to be located
provided that the number of faulty vertices does not exceed
t. The diagnosability of G is the maximum integer t such
that G is t-diagnosable. The diagnosability of a multiproces-
sor system measures its fault diagnosis capability. The diag-
nosability of many interconnection networks have been
explored [1, 4, 7, 9, 10, 16, 18, 19].

2.3. HPMC: PMC model based hybrid fault
diagnosis model

Like in PMC model, we assume that in the HPMC model
test happens between adjacent processors. That is, a test
ðu, v; eÞ can be assigned if and only if u, v are the two end-
vertices of the edge e for a given multiprocessor system G.
Unlike the PMC model, the test result of a test ðu, v; eÞ may
be impacted by the status of all of the 3 elements in it. In
the following, we define test in the new model and make
justified assumptions to develop the model to adapt to the
hybrid fault circumstances. See Figure 2 for test results in
HPMC model.

� Definition of test
Similar to the PMC model, under the HPMC model, it is
assumed that a test tðu, v; eÞ involves two adjacent pro-
cessors u, v and the edge e ¼ uv between them. In the
test tðu, v; eÞ, u is called the tester, v is called the testee
and e is called the test edge.

� Assumptions:
1. The links incident with any faulty processors are good.
The assumption is justified based on the following analysis:
(a) When a link has a faulty end-vertex, it’s of no use;
(b) When a faulty processor is replaced or removed, all its
incident links have to be rechecked or removed. So it’s
not necessary to determine their status.
(c) When a link has a faulty end-vertex, it’s not possible
to determine which causes the failure of the test, so it’s
impossible to determine the status of both.
2. The test result of a good tester is reliable and test
result of a faulty tester is unreliable.

Figure 1. PMC Model: F-Faulty, FF- Fault-free, X- Faulty or Fault-free.

Figure 2. Test results under the Hybrid PMC model.
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That is, for a test tðu, v; eÞ, if u is good, the test passed
if and only if v, e are both good. If u is bad, the test
result is irrelevant to the status of v, e. See Figure 2 for
illustration. This assumption is similar to the corre-
sponding assumption in the PMC model. When a link
fails, the test must fail, but considering assumption 1,
the justification of this assumption is obvious.

Based on these assumptions, we propose the definition of
consistent faulty pairs in hybrid fault circumstances.

Definition 2.1. Given a multiprocessor system G, we call (F,
S) a consistent faulty pair of G if all vertices in F cannot be
incident to any edge in S.

Similar to the PMC model, a syndrome in the HPMC
model is the set of all the test results. A syndrome r is said to
be consistent to a faulty pair (F, S) if the syndrome can arise
in the circumstance that all vertices in F and all edges in S are
faulty and all the other vertices and edges are faulty-free. Since
the test result of a faulty tester is unreliable, syndromes consist-
ent with a faulty pair (F, S) may not be unique. We use
rðF, SÞ to denote the set of all syndromes consistent with (F,
S). Given a syndrome r of a multiprocessor system G under
the HPMC model, the purpose of diagnosis is to find a desired
consistent faulty pair (F, S) consistent with r.

3. Fundamental properties of HPMC model

In this section we define the notion of distinguishable faulty
pairs and present a necessary and sufficient condition for
distinguishable faulty pairs.

Definition 3.1. Two faulty pairs (F1, S1) and (F2, S2) are dis-
tinguishable if and only if rðF1, S1Þ \ rðF2, S2Þ ¼ ;:
Otherwise, they are indistinguishable.

The diagnosis of a multiprocessor system is the process
of locating faulty processors and faulty links according to
a syndrome of the system. If all processors in a multipro-
cessor system are faulty, then any syndrome can arise. So
under the HPMC model any syndrome is consistent with
ðVðGÞ, SÞ where S is any edge subset of G. For a syn-
drome r, we use FSðrÞ to denote the set of all faulty
pairs consistent with it. In this circumstance, how to
judge which faulty pair is the desired faulty pair is a chal-
lenging problem. Under the PMC model, some researchers
suppose that there exists an upper bound for the number of
faulty vertices. A system is called t-diagnosable under the
PMC model if all the faulty processors can be guaranteed to
be located provided that the number of faulty processors
does not exceed t. The diagnosability of a system G is the
maximum integer t such that G is t-diagnosable. Under the
HPMC model, we propose the definition of (t, s)-diagnosable
systems and h-restricted vertex diagnosability and r-restricted
edge diagnosability to measure the diagnosis capability of
interconnection networks.

Definition 3.2. Let t, s be two positive integers, a multipro-
cessor system G is (t, s) diagnosable if and only any two

distinct faulty pairs (F1, S1) and (F2, S2) with jF1j, jF2j � t
and jS1j, jS2j � s are distinguishable.

Definition 3.3. Given a multiprocessor system G and two
integers h, r, the h-restricted vertex diagnosability of G is
the maximum integer t such that G is (t, h)-diagnosable,
denoted by tehðGÞ; Similarly, the r-restricted edge diagnos-
ability of G is the maximum integer s such that G is (r, s)-
diagnosable, denoted by svrðGÞ:

The h-restricted vertex diagnosability and r-restricted
edge diagnosability under the HPMC model can be viewed
as a generalization of the diagnosability under the PMC
model, and thus can reflect the fault diagnosis capability of
interconnection networks under the HPMC model. The fol-
lowing lemma gives a relation of the two measures:

Lemma 3.4. Given an interconnection network G and two
positive integers h, r, if thðGÞ � r, then srðGÞ � h:

Proof. If thðGÞ � r, then G is (r, h) diagnosable, so srðGÞ � h: w

To locate faulty processors and faulty links, we need to
characterize distinguishable faulty pairs. The following
lemma characterizes two distinguishable faulty pairs.

Theorem 3.5. Given a multiprocessor systems G(V, E),
F1, F2 � VðGÞ and S1, S2 � EðGÞ. Two distinct consistent
faulty pairs (F1, S1), (F2, S2) are distinguishable under the
HPMC model if and only if one of the following four condi-
tions are satisfied.

� A) There exists an edge e¼ uv satisfying

u 2 F1 � F2 (1)

v 2 V � F1 [ F2 (2)

e 62 S2: (3)

� B) There exists an edge e¼ uv satisfying

u 2 F2 � F1 (a)

v 2 V � F1 [ F2 (b)

e 62 S1 (c)

� C) There exists an edge e¼ uv satisfying

e 2 S1 � S2 (4)

u, v 62 F2: (5)

� D) There exists an edge e¼ uv satisfying

e 2 S2 � S1 (d)

u, v 62 F1 (e)

Proof. 1) Sufficiency:
We prove sufficiency by showing that when condition A,

B, C or D is satisfied, then the results of a particular test
tðv, u; eÞ are different in the two fault circumstances and
thus (F1, S1) and (F2, S2) are distinguishable.

Sufficiency of A:

AKCE INTERNATIONAL JOURNAL OF GRAPHS AND COMBINATORICS 757



By (1) and (2), tðv, u; eÞ ¼ 1 since v 62 F1 and u 2 F1
when (F1, S1) is the fault circumstance.

By (1), (2) and (3), tðv, u; eÞ ¼ 0 when (F2, S2) is the fault
circumstance since v, u 62 F2 and e 62 S2:

Sufficiency of C:
By (4) e 2 S1, then u, v 62 F1 since by our assumption

that the end vertices of a faulty link is good. So tðv, u; eÞ ¼ 1
when (F1, S1) is the fault circumstance.

By (4) and (5), when (F2, S2) is the fault circumstance
tðv, u; eÞ ¼ 0 since v, u 62 F2 and e 62 S2:

The sufficiency of B and D can be proved similarly.
2) Necessity:
Suppose ðF1, S1Þ and ðF2, S2Þ are distinguishable, in the fol-

lowing we will show that at least one of the above 4 conditions
holds. Since ðF1, S1Þ and ðF2, S2Þ are distinguishable, there
must exist a test tðv, u; eÞ whose result rðv, u; eÞ must be differ-
ent in the two fault circumstances (F1, S1) and (F2, S2).

� Case 1) rðv, u; eÞ ¼ 1 in (F1, S1) and rðv, u; eÞ ¼ 0 in (F2,
S2).
Since rðv, u; eÞ must be 0 in the fault circumstance (F2,
S2), u, v =2 F2 and e =2 S2:
Since rðv, u; eÞ must be 1 in (F1, S1), v =2 F1, for otherwise
the test outcome maybe 0. Since rðv, u; eÞ ¼ 1 and v 62
F1, either u 2 F1 or e 2 S1:
If u 2 F1, this is condition A;
If e 2 S1, this is condition C.

� Case 2) rðv, u; eÞ ¼ 0 in (F1, S1) and rðv, u; eÞ ¼ 1 in (F2,
S2).
Since rðv, u; eÞ must be 0 in the fault circumstance (F1,
S1), u, v =2 F1 and e =2 S1:
Since rðv, u; eÞ must be 1 in (F2, S2), v =2 F2 otherwise the
test outcome maybe 0. Since in (F2, S2) rðv, u; eÞ ¼ 1 and
v =2 F2, either u 2 F2 or e 2 S2:
If u 2 F2, this is condition B;
If e 2 S2, this is condition D. w

In the following Lemma we present some basic results
about the h-restricted vertex diagnosability and r-restricted
edge diagnosability of an interconnection network G.

Lemma 3.6. Given a multiprocessor G with minimum degree
dðGÞ and m edges, let t(G) be the diagnosability of G under
the PMC model, we have

1. t0ðGÞ ¼ tðGÞ, thðGÞ � dðGÞ � h for 0 � h � dðGÞ:
2. s0ðGÞ ¼ m, s1ðGÞ � dðGÞ � 2 if G has two adjacent verti-

ces both of degree dðGÞ:

Proof. By the definition of tsðGÞ, it’s obvious that t0ðGÞ ¼
tðGÞ: Let u be a vertex of G with dðuÞ ¼ dðGÞ: Suppose
NðuÞ ¼ fu1, u2, :::udðGÞg,NEðuÞ ¼ fe1, e2, :::edðGÞg Z NðuÞ ¼
fu1, u2, :::udðGÞg,NEðuÞ ¼ fe1, e2, :::edðGÞg where ei ¼ ðu, uiÞ:
Let F1 ¼ fu, uhþ1, uhþ2, :::udðGÞg, F2 ¼ fuhþ1, uhþ2, :::udðGÞg,
S1 ¼ ;, S2 ¼ fe1, e2, :::ehg: Then it’s clear that both (F1, S1)
and (F2, S2) are consistent faulty pairs. And by Lemma 3.5,
the two pairs are indistinguishable. Thus thðGÞ � dðGÞ � h:

2) When there is no faulty vertices, the status of any faulty
edge can be determined by the test result involving it, so
s0ðGÞ ¼ m; Let e ¼ ðu, vÞ where dðuÞ ¼ dðvÞ ¼ dðGÞ:
Suppose NEðuÞ ¼ fe, e1, e2, :::edðGÞ�1g and NEðvÞ ¼ fe, f1,
f2, :::fdðGÞ�1g: Let F1 ¼ fug, F2 ¼ fvg, S1 ¼ ff1, f2, :::fdðGÞ�1g,
S2 ¼ fe1, e2, :::edðGÞ�1g: It’s clear that the two consistent
faulty pairs (F1, S1) and (F2, S2) are indistinguishable, so
s1ðGÞ � dðGÞ � 2: w

The above lemma shows that when we explore the
h-restricted vertex diagnosability of G, we only need to
explore the case of h � dðGÞ: And the 1-restricted edge
diagnosability of G may not equal its 1-restricted vertex
diagnosability. We may need quite distinct methods to
explore the r-restricted edge diagnosability of G.

4. Fault diagnosis capability of hypercubes under
the HPMC model

In this section, we will explore the diagnosis capability of
hypercubes under hybrid fault circumstances.

4.1. Preliminaries of hypercubes

Hypercubes are one of the most famous interconnection
networks, due to its many attractive properties such as high
symmetry, good graph embedding and etc. The properties of
hypercubes have been extensively studied [11, 15, 20, 22, 24,
25]. Hypercubes have been used in the design of large multi-
processor systems [2, 15].

Each vertex of an n-dimensional hypercube Qn can be
labeled with an n-bit binary string, two vertices u, v are
adjacent if and only if their labels differ in exactly 1 bit pos-
ition. Thus Qn has 2n vertices and the degree of each vertex
is n. For a vertex u in Qn, we use ui to denote the neighbor
of u which differ with u only in the i-th bit position. That
is, ui ¼ u1 � � � ui�1uiuiþ1 � � � un where ui means the comple-
ment of ui. By the definition of n-cube, two vertices have
common neighbors iff their labels differ in exactly 2 bit posi-
tions. So any pair of vertices either have no common neigh-
bors or have exactly 2 common neighbors. Thus the girth of
an n-dimensional hypercube gðQnÞ is 4 when n � 2:

In [4], Caruso et al. have determined that the diagnos-
ability of n-dimensional hypercube is n when n � 1:

Lemma 4.1. For n � 1, the diagnosability of an n-cube Qn

under the PMC model is n.

4.2. H-restricted vertex diagnosability and 1-restricted
edge diagnosability of hypercubes

Theorem 4.2. Let Qn be an n-dimensional hypercube,
1 � h � n� 2, then tehðQnÞ ¼ n� h:

Proof. 1) Let u ¼ 0n, F1 ¼ fuhþ1, :::ung, F2 ¼ fu, uhþ1, :::ung,
S1 ¼ fuu1, uu2, :::uuhg S2 ¼ ;, . It’s obvious that (F1, S1) and
(F2, S2) are both consistent faulty pair with jmaxðjS1, S2jÞj ¼
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h: By Lemma 3.5, (F1, S1), (F2, S2) are indistinguishable.
Thus tehðQnÞ � maxðjF1j, jF2jÞj � 1 ¼ n� h:

2) Next we use contradiction to prove that tehðQnÞ �
n� h: Suppose not, that is, tehðQnÞ < n� h: So there exist
two indistinguishable consistent faulty pairs (F1, S1) and (F2,
S2) with maxðjS1j, jS2jÞ � h and maxðjF1j, jF2jÞ � n� h:
Since(F1, S1) and (F2, S2) are two distinct consistent faulty
pairs, either F1DF2 6¼ ; or S1DS2 6¼ ;:

Case 1) F1DF2 6¼ ;: Then either F1 � F2 or F2 � F1 has at
least 2 vertices or maxfjF1 � F2j, jF2 � F1jg ¼ 1:

Subcase 1. 1) jF1 � F2j ¼ 1, jF2 � F1j ¼ 1:
Suppose F1 � F2 ¼ fug, F2 � F1 ¼ fvg: For any vertex w

in NV�F1[F2ðuÞ, (u, w) must be in S2 since (F1, S1), (F2, S2)
are indistinguishable consistent pairs. Since jS2j � h, u has
at least n – h vertices in F2. Considering jF2j � n� h, we
have F2 � NðuÞ and jF2j ¼ n� h: Similarly, we can prove
that jF1j ¼ n� h and F1 � NðvÞ: Thus u, v are adjacent and
they have n� h� 1 > 1 common neighbors. This is impos-
sible since gðQnÞ ¼ 4:

Subcase 1. 2) jF1 � F2j ¼ 1, jF2 � F1j ¼ 0 or jF1 � F2j ¼
0, jF2 � F1j ¼ 1:

Without loss of generality, suppose jF1 � F2j ¼
1, jF2 � F1j ¼ 0: Suppose F1 � F2 ¼ fug, then as in the
above analysis, we can prove that jF2j ¼ n� h, so jF1j ¼
n� hþ 1 contradicting jF1j � n� h:

Subcase 1. 3) jF1 � F2j � 2 or jF2 � F1jg � 2:
Without loss of generality, let jF1 � F2j � 2: Suppose

u, v 2 F1 � F2: For any vertex w 2 NV�F1[F2ðu, vÞ, the edge
between w and u or v must be in S2 since (F1, S1) and (F2,
S2) are indistinguishable consistent pairs. So jNF1[F2ðu, vÞj ¼
jNðu, vÞj � jNV�F1[F2ðu, vÞj � 2n� 2� h: Thus jF1 [ F2j �
2þ ð2n� 2� hÞ ¼ 2n� h > jF1j þ jF2j, a contradiction.

Case 2) S1DS2 6¼ ;
Without loss of generality, suppose S1 � S2 6¼ ;: Suppose

e ¼ ðu, vÞ 2 S1 � S2: Since (F1, S1) and (F2, S2) are indistin-
guishable consistent pairs, u, v 62 F1 and at least one of u, v
is in F2. That is, F1DF2 6¼ ;, so as in case 1) we obtain a
contradiction. w

Theorem 4.3. Let Qn be an n-dimensional hypercube,
n� 1 � h � n, then tehðQnÞ ¼ 0:

Proof. Let u ¼ 0n and v ¼ 0n�11 be two vertices. Let e ¼ uv,
suppose the other n – 1 incident edges of u and v are
e1, e2, :::, en�1 and f1, f2, :::fn�1, respectively. Let F1 ¼ fug,
S1 ¼ ff1, f2, :::, fn�1g F2 ¼ fvg, S2 ¼ fe1, e2, :::, en�1g, then
according to Theorem 3.5, (F1, S1) and (F2, S2) are indistin-
guishable. Since jS1j ¼ jS2j ¼ n� 1, ten�1ðQnÞ < 1 and it has
to be 0. Since tenðQnÞ � ten�1ðQnÞ, tenðQnÞ ¼ 0 too. w

Theorem 4.4. Sv1ðQnÞ ¼ n� 2 for n � 2:

Proof. 1) By Lemma 3.6 S1ðQnÞ � n� 2:
2) We use contradiction to prove that S1ðQnÞ � n� 2:

Suppose S1ðQnÞ < n� 2, that is, there exist two indistin-
guishable consistent pairs (F1, S1), (F2, S2) with jF1j, jF2j �
1, jS1j, jS2j � n� 2: Since S0ðQnÞ ¼ n � 2n�1, at least one of

F1, F2 is not empty. Without loss of generality, sup-
pose F1 ¼ fug:

Subcase 2. 1) F2 ¼ ;: In this case any edge in NE(u) must
be in S2 since (F1, S1), (F2, S2) are indistinguishable. Thus
n� 2 � jS2j � n, a contradiction.

Subcase 2. 2) F2 ¼ F1. By Lemma 3.6, this is impossible.
Subcase 2. 3) F2 ¼ fvg, any edge in NE(u) other than uv

must be in S2 since (F1, S1), (F2, S2) are indistinguishable.
Thus jS2j � n� 1, contradicting our assumption that
jS2j � n� 2: w

Theorem 4.5. SvrðQnÞ ¼ n� r for n > r � 2:

Proof. 1) Let u ¼ 0n, F1 ¼ fu1, u2, :::ur�1g, F2 ¼ fu, u1, u2, :::
ur�1g, S1 ¼ fuur , uurþ1, :::uung, S2 ¼ ;, . It’s obvious that (F1,
S1) and (F2, S2) are both consistent faulty pair with
jmaxðjF1, F2jÞj ¼ r: By Lemma 3.5, (F1, S1), (F2, S2) are
indistinguishable. Thus SvrðQnÞ �maxðjS1j, jS2jÞj � 1¼ n� r:

2) Let h ¼ n� r, then h � n� 2 since r � 2: By
Theorem 4.2, tehðQnÞ ¼ n� h ¼ r: By Theorem 3.6,
SvrðQnÞ � h ¼ n� r:

By 1) and 2), we have SvrðQnÞ ¼ n� r for n > r � 2: w

5. Conclusions

In this paper, we make two contributions: (1) To adapt to
the hybrid faulty circumstances, we generalize the well-
known PMC model to define the HPMC model. Based on a
justified assumption that all incident edges of a faulty vertex
is good, we propose the definition of consistent faulty pairs
and characterize distinguishable consistent faulty pairs. Thus
the foundation of HPMC model is established. (2) We
then generalize the notion of diagnosability to establish the
h-restricted vertex diagnosability and r-restricted edge diag-
nosability for measuring the fault diagnosis capability of
interconnection networks under hybrid fault circumstan-
ces. We then explore the h-restricted vertex diagnosability
and r-restricted edge diagnosability of hypercubes. The
result is important for understanding the fault diagnosis
capability of hypercubes under hybrid fault circumstances.
The method used here may be used to explore the two
parameters of other interconnection networks under the
HPMC model.

Here we give some advice for possible future work:

1. the r-vertex restricted diagnosability of hypercubes
when r � 2 may be explored.

2. Similar methods used here may be used to explore the
h-edge restricted diagnosability and r-vertex-restricted
diagnosability of other interconnection networks.

3. The HPMC model may be used to the fault diagnosis in
wireless sensor networks.
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