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ABSTRACT
Land cover classification of large geographic areas over multiple decades at an annual time step is
now possible based upon free and open access to the Landsat data archive. Annual gap-free, best-
available-pixel, surface reflectance, image composites and annual forest changemaps have been gen-
erated for Canada for the years 1984 to 2012. Using these data, we demonstrate the Virtual Land Cover
Engine (VLCE), a framework for change-informed annual land cover mapping, over the 650 million ha
forested ecosystemsof Canada, toproduce a 29-year data cubeof land cover. Post-processing aimed to
reduce spurious class transitions is undertaken integrating change information, land cover transition
likelihoods, and year-on-year class membership likelihoods. Validation was assessed for a single year
(2005) using independent data for an overall accuracy of 70.3% (± 2.5%). Key results are the detailed
capture of trends in land cover, illustration of land cover links to disturbance processes, and insights
related to the general stability of land cover over time with stand replacing disturbance followed by
regeneration of forests. The portable mapping framework and resultant data products offer an inte-
grated, long baseline, disturbance-informed and detailed depiction of land cover tomeet science and
program related information needs.

1. Introduction

Land cover is a biophysical indicator that refers to both the
observed biotic and abiotic assemblage of Earth’s surface,
including the vegetation and anthropogenic structures
covering the land (Hansen and Loveland 2012;Meyer and
Turner 1992). Changes in land cover have a strong influ-
ence on hydrology, climate, and global biophysical and
biogeochemical cycles of the terrestrial surface, occurring
at a range of spatial scales and at a variety of temporal
rates (Pielke et al. 2011; Skole et al. 1997). Mapping land
cover and quantifying related changes in physical charac-
teristics is critical to understand and monitor the status
and conditions of ecosystems (Henderson-Sellers and Pit-
man 1992). Both land cover and land cover change are key
information needs when monitoring terrestrial ecosys-
tems, informing on status and trends for reporting, as
well as providing criticalmodel inputs for carbon budgets,
habitat, biodiversity, and resource management activities.

Remote sensing has emerged as a mature technol-
ogy for mapping land cover across a range of spatial
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scales. Many nations have established operational land
cover mapping and monitoring programs using moder-
ate resolution satellite data in order to fulfill key infor-
mation needs related to science, policy, and management,
e.g., CORINE (Bossard et al. 2000); NLCD (Homer et al.
2004); EOSD (Wulder et al. 2008). These programs rely
on remotely sensed data to produce detailed, temporally
updated, spatially explicit, maps of land cover (Foody
2002). Land cover is typically mapped using signature-
extension methods, which involve portable signatures
from known geographic locations (i.e., training sample
units) to extrapolate the relationship at the known pixel
to the unknown, located at specific distances in time and
space (Olthof et al. 2005; Woodcock et al. 2001).

The opening of the United States Geological Survey
(USGS) archive of Landsat imagery (Woodcock et al.
2008) has provided free access to high-quality geometri-
cally and spectrally analysis-ready imagery at spatial and
temporal resolutions that are appropriate to depict both
natural and anthropogenic land cover changes in terres-
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trial ecosystems (Wulder and Coops 2014; Wulder et al.
2012). This has facilitated an increased focus on mapping
of large areas, from regional to global scales (Griffiths et al.
2013; Roy et al. 2015; White et al. 2014), as well as novel
robust time-series approaches focused on spectral-trend
analysis to detect, describe, and identify changes in vege-
tation and vegetation condition (Hermosilla et al. 2015a;
Huang et al. 2010; Kennedy et al. 2010; Schroeder et al.
2017; Verbesselt et al. 2010; Zhu and Woodcock 2014).
Azzari and Lobell (2017) link the increase in computing
capacity for storage and analysis (i.e., cloud-based plat-
forms) with opportunities for increasingly customized
and application-specific land cover maps. A remaining
challenge for development of new methods for mapping
of land cover and land cover change over space and time
is the meaningful integration of the temporal dimension
and the incorporation of logical class transitions as well
as knowledge of succession and disturbance processes
(Gómez et al. 2016).

The expectation underpinning classification algo-
rithms is that Landsat’s surface reflectance values will be
the same for features presenting the same physical charac-
teristics (Hansen and Loveland 2012). This understand-
ing can also be extended across time, allowing for an
expectation that the same features at a different time will
have the same reflectance characteristics. At a given loca-
tion, the reflectance can be expected to change due to
disturbance or successional processes, or remain largely
the same, such as for non-vegetated features. The consis-
tency of surface reflectance values over space and time
supports the application of statistically driven mapping
approaches. This implies that spectral conditions for a
specific class at a given location can be mapped to that
class with similar spectral conditions elsewhere—over
both space and time (Song et al. 2001).

Though not recommended, land cover change detec-
tion has often been addressed via thematic or post-
classification comparisons (for cautions against see Fuller
et al. 2003), where any error or uncertainty present in
either of the individual date land cover classifications
will be multiplied and propagated in the final land cover
change map (Coppin et al. 2004; Fuller et al. 2003). Spec-
tral time-series analysis approaches can provide metrics
to describe land cover change and vegetation dynamics
to assist in the generation of multiple, integrated, sequen-
tial, land cover products, which—when combined with
knowledge of ecological succession—can support tempo-
rally consistent land cover mapping (Gómez et al. 2016).
Land cover and land cover change have typically been esti-
mated separately andnot necessarily integrated, especially
for projects over large areas. Integrating land cover and
land cover change allows for the development of algo-
rithms that are temporally informed and that control for
change. Knowledge of a given category (and associated

class likelihoods) through time allows for quantitative
refinement of spectrally estimated land cover classes for
a multi-decadal temporal stack of images (Abercrombie
and Friedl 2016). Knowledge of where, when, and what
land cover changes have occurred allow for algorithm
developments that improve class allocations, class transi-
tions, and the incorporation of class transition logic and
successional expectations (Cai et al. 2014). Forest ecosys-
tems comprise many features that are largely invariant,
such as water bodies. Conversely, there are other land-
scape features not subject to disturbance that retain a
given land class over time yet vary qualitativelywithin that
category, such as a maturing forest of a given cover type.
Fire and harvesting activities result in a change in land
cover, but also in expected trajectories of development
or succession through a given set of land cover classes
(Bergeron and Harvey 1997). The thematic land cover
products generated with this framework provide valuable
information on land cover dynamics and changes, which
are required to meet national science, monitoring, and
reporting information needs, as described in White et al.
(2014).

Annual land cover maps are useful for supporting
a broad range of science, monitoring, and reporting
objectives. Automated methods that use Landsat time
series to estimate annual land cover products over
large areas are nascent (Gómez et al. 2016). In this
paper, we present an automated framework to integrate
change information estimated from the analysis of Land-
sat time series with knowledge of ecological succession
to produce a temporally consistent annual series of land
cover maps for Canada’s forested ecosystems for the
period 1984 to 2012. The Virtual Land Cover Engine
(VLCE) framework is based upon the efficient and trans-
parent generation of land cover and allows for flexibility
of inputs such as calibration data that are representative of
a given land cover legend. Herein, we describe each com-
ponent of the methodological framework, including data
inputs, training data, classification algorithm, and data-
driven post-classification refinements. We also report the
results of an independent national accuracy assessment of
the land cover products generated, and characterize land
cover dynamics of Canada’s forested ecosystems from
1984 to 2012. The VLCE is an integrated workflow that
enables change-informed land cover to be generated on an
annual time step, underpinned by best-available pixel sur-
face reflectance image composites, change information,
a target land cover legend, knowledge of ecological tran-
sitions between target classes, and suitable training data
for model development. Due to the open access nature
of the Landsat archive, the VLCE framework presented is
portable and can be adapted to specific information needs
of differing user communities (e.g., classification schema)
and is also flexible to differing training data sources.
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Figure . False color (bands: SWIR, NIR, R) Landsat best-available-pixel (BAP) composite of Canada in  overlaid with Canada’s forest-
dominated ecozones.

1.1. Study area

Canada is 998.5 million hectares in area, with forested
ecosystems occupying ∼650 million ha, or 65% of the
national area (Wulder et al. 2008). The forest-dominated
ecosystems are identified following the ecozone stratifica-
tion of Canada (Ecological Stratification Working Group
1995) shown in Figure 1. These forest-dominated eco-
zones are mainly a mixture of trees, shrubs, wetlands, and
lakes (Wulder et al. 2008). Within the forested ecosys-
tems, Canada’s National Forest Inventory reports that
forests (treed and other wooded land) in Canada occupy
347.1 million ha (National Resources Canada 2016).

2. Methods

In this research, we present the VLCE: an automated
framework to enable annual land cover mapping using a
time series of Landsat surface reflectance, and informed
by spatially explicit forest change and a priori knowledge
of ecological succession. The VLCE framework, summa-
rized here and detailed below, is transferable and flexible,
so users can adapt the desired land cover legend based
upon their training data availability and intended use of

maps produced. Figure 2 shows the conceptual work-
flow of the annual land cover classification framework
proposed. We used the Canada-wide seamless surface-
reflectance composites and time-series forest change
information products from 1984 to 2012 generated with
the Composite-2-Change (C2C) approach presented in
Hermosilla et al. (2016). To offer additional classification
discrimination, we utilized elevation information derived
from the ASTER Global Digital Elevation Map (GDEM)
product. Based on the Earth Observation for Sustain-
able Development of forests (EOSD) land cover product
classes, initial annual land cover classifications were gen-
erated by extending the training signatures to the surface
reflectance values from each year using Random Forests
classifier. Based upon the class probabilities provided
by Random Forests votes, the post-classification process
was informed by forest change and ecological succession.
This post-processing step comprises the application of a
Hidden Markov Model to stabilize land cover transition
predictions through time in order to produce temporally
consistent land cover maps, as well as the application
of logical land cover transition rules to restrict unlikely
land cover transition predictions. We assessed the land
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Figure . Conceptual workflow of the Virtual Land Cover Engine (VLCE) framework for producing annual land cover classifications using
the image composites and forest change information produced using the Composite--Change (CC) approach (Hermosilla et al. ).

cover classification accuracy with an independent set
of validation sample units, and enumerated on the par-
ticulars of land cover transitions before and after the
post-classification step. While the VLCE theoretically
enables national mapping of Canada’s land cover, our
special focus is on the forested ecosystems, hence we
reported and analyzed land cover and land cover changes
in Canadian’s forest-dominated ecosystems from 1984
to 2012, characterizing land cover dynamics following
wildfire and harvesting events.

2.1. Data

... Landsat time-series data and derived forest
change information

Data inputs included a time series of Landsat derived
best-available pixel (BAP) image composites (1984–2012)
and forest change information estimated using the C2C
approach (Hermosilla et al. 2016). In brief, the C2C
approach involves the generation of annual BAP image
composites by choosing the optimal observations for
each pixel from all available archived Landsat-5 TM and
-7 ETM+ imagery. The input Landsat images are atmo-
spherically corrected using LEDAPS (Masek et al. 2006;
Schmidt et al. 2013) to convert their digital numbers into
surface reflectance values using LEDAPS algorithm. Best
pixels are determined based on the scoring functions
defined by White et al. (2014), including proximity to
mid-summer target date (Julian day 213 ± 30 days),
presence and distance to clouds and their shadows
(detected using Fmask algorithm, Zhu and Woodcock
2012), atmospheric quality, and acquisition sensor (pri-
ority to Landsat-5 TM over -7 ETM+ after scan line

corrector failure in 2003). Once the annual composites
are generated, they are further refined to remove noisy
observations (unscreened clouds and haze) and to infill
data gaps with synthetic values by applying spectral
trend analysis to each pixel time series (Hermosilla et al.
2015a). Following this temporal refinement step, the
outcome is the production of seamless annual surface
reflectance composites (proxy BAP composites; hereafter
BAP composites) for all of Canada from 1984 to 2012, as
well as the detection and characterization of forest change
events. Finally, following the object-based image analysis
approach presented in Hermosilla et al. (2015b), forest
change was attributed to a change type (i.e., fire, harvest,
road, or non-stand-replacing), based on the spectral,
temporal, and geometrical characteristics of the change
objects. Validation of the attributed change using inde-
pendent data derived via manual interpretation indicated
an overall accuracy of 92% (Hermosilla et al. 2016).

... EOSD land covermap
The Earth Observation for Sustainable Development ini-
tiative produced a c. 2000 land cover map of the forested
ecosystems of Canada (Wulder et al. 2008). The EOSD
map was produced using an unsupervised hypercluster-
ing approach, followed by cluster merging and labeling
(Wulder et al. 2004). The EOSD land cover map is com-
posed of 23 land cover classes in a hierarchical classi-
fication structure following that of the National Forest
Inventory (NFI). For this project, we identified 12 target
classes from the EOSD/NFI hierarchy for annualmapping
(Figure 3). Based upon a regional study, themap accuracy
was found to be 77% at the vegetation level (Figure 3),
(Wulder et al. 2007).
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Figure . EOSD land cover hierarchy and the  classes mapped in
this study.

... ASTER global digital elevationmap
Topographic variables are known to be important pre-
dictors for land cover mapping (Wulder et al. 2004).
Knowledge of landscape position (elevation) or exposure
(aspect) combined with spectral data provides additional
information to partition between spectrally similar yet
physically different land cover types or vegetation com-
munities (Franklin 1995; Strahler et al. 1978). Version 2 of
the ASTER Global Digital Elevation Map was employed
to derive topographic variables for use as predictors in
our classification approach (Tachikawa et al. 2011). The
first version of the ASTER GDEM was released in June
2009 and was generated using stereo-pair images col-
lected by the ASTER instrument onboard the Terra satel-
lite. The improved GDEM v2 included 260,000 additional
stereo-pairs, which enhanced the coverage of the product
and reduced the occurrence of artifacts. The refined pro-
duction algorithm improved the spatial resolution of the
product (∼ 30 m), and increased horizontal and vertical
accuracy. GDEMwas used to calculate slope (in degrees),
and the Topographic Solar Radiation Aspect (TRASP)
index after Roberts and Cooper (1989).

... Summary of data inputs and outputs
For processing purposes, Canada was partitioned in
41 processing tiles, as result of dividing the country
longitudinally–corresponding to the UTM zones from
7 to 22—and latitudinally—South (southern border,
60° N), North (60–70° N), and Arctic (70–83° N) –
(Hermosilla et al. 2016). Forested ecosystems resulted in
a spatial tessellation of over 7 billion 30-m pixels. The

Table . Summary of data inputs and outputs. Section .. lists the
spectral indices used as input layers.

Dataset Data type Bands Years Size (TB)

Input layers Spectral bands integer   .
Spectral indices float   .
DEM integer   .
Slope and aspect float   .
Change year integer   .
Change type byte   .

Result layers Initial classification byte   .
Random Forests votes byte   .
Final classification byte   .

Total 24.21

input layers comprised >17 Tb for 29 years of spectral
data and spectral indices, topographic variables, and
forest change layers. The output layers required 6.7 Tb of
storage and included initial classification, votes per class,
and post-processed land cover classification layers for the
29 years analyzed (Table 1). To generate a time series of
land cover representing 29 years, the VLCE framework
used the input layers to generate interim outcomes and
final classifications, resulting in the processing of over a
trillion pixels.

2.2. Training data selection

Training data are a key component for signature gener-
ation in supervised land cover classification approaches.
Training data collection, however, is difficult in large
jurisdictions and over remote areas (Inglada et al. 2017).
Moreover, access to spatio-temporally consistent his-
torical data with suitable information, classes and/or
spatial distribution to train multi-temporal land cover
classification models is especially challenging. In this
research, we build upon Zhu et al. (2016) and generate
training signatures using pixels derived from the c. 2000
EOSD land cover map (Section 3.1.2). Note that our
validation approach is described below and is based upon
purpose-collected and independently interpreted sample
units using high spatial resolution satellite data, not on
reserved sample units derived from the EOSD. Since
land cover products intrinsically include some level of
error, precautions were considered to minimize errors
in our training data. Thus, we aimed to avoid the use
of border pixels, ensuring the sample units were located
�90 m away from other land cover classes (Pelletier et al.
2016). We selected a large random sample of 300,000
pixels per class, resulting in 3,600,000 training pixels
(representing 0.05% of the EOSD land cover map’s pop-
ulation). The calibration sample units were distributed
proportionally across the spatial extent of Canada’s forest
ecosystems to enable the capture of each classes’ regional
particularities.
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2.3. Selection of predictors for classification

From the year 2000 BAP composite, we generated a set
of potential spectral metrics to use as predictors in our
land cover modeling (with the year 2000 BAP corre-
sponding to the EOSD c. 2000 training sample). These
predictors included surface reflectance for bands 1–5
and 7, Normalized Vegetation Index (NDVI) (Tucker
1979), Normalized Burn Ratio (NBR) (Key and Ben-
son 2006), Enhanced Vegetation Index (EVI), Automated
Water Extraction Index (AWEI) (Feyisa et al. 2014), and
Tasselled Cap components including Greenness (TCG),
Brightness (TCB) and Wetness (TCW) (Crist 1985).
Additionally, we included the topographic metrics gen-
erated from the ASTER GDEM: elevation, slope, and
TRASP (Section 3.1.3). To avoid any negative impacts
on model definition and subsequent classification results
(Brosofske et al. 2014), we evaluated the degree of multi-
collinearity among the candidate predictors and removed
those having a Pearson’s R> 0.80. This reduced the num-
ber of candidate predictors from 16 to 7. The final set
of inputs therefore included surface-reflectance values of
bands 4 and 7, EVI, TCG, elevation, slope, and TRASP.
Values for these 7 predictors were extracted for each of
the training pixel locations for development of the land
cover model.

2.4. Classification algorithm and preliminary
annual land cover classification

A Random Forests classifier (Breiman 2001) was used to
define a model that classified each pixel to 1 of 12 land
cover classes (Figure 3). Random Forests is an ensemble
learning algorithm that produces multiple decision trees
(50 in this implementation) based on a random subset
of the training sample units, and where splits within
each decision tree are based on a random subset of the
input predictors (Belgiu and Drăgu 2016). When the
model is applied to an unclassified pixel, Random Forests
will assign the pixel to the land cover class that gets the
most votes from all the trees in the ensemble. Random
Forests allows for the votes received by each class to be
recorded and carried as an additional attribute on the
classification output. These votes can be used as analo-
gous to class membership likelihoods, providing enriched
information on land cover class uncertainty for use in
modeling.

As we used surface reflectance as the source for all
our spectral metrics, our land cover classification model,
developed using year 2000 data, was considered portable
through time (Gómez et al. 2016). Thus for each year in
the times series (1984–2012), pixels were labeled with the
most voted class (Lawrence et al. 2006; Pal 2005). The
result was a preliminary annual land cover classification

for each year from 1984 to 2012, according to the 12
classes identified in Figure 3. Of note, to reduce classifica-
tion confusion, agricultural zones were identified, labeled
as herbs, and excluded from further processing and analy-
sis using a mask provided by Agriculture and Agri-Foods
Canada (2011 data1 ).

2.5. Time-series post-classification processing

Multi-temporal land cover classification generally results
in (i) ecologically unrealistic large levels of year-to-
year land cover label change (Abercrombie and Friedl
2016) and in the occurrence of (ii) unlikely land cover
transitions (e.g. forested to built-up, and then back to
forested) (Clark et al., 2010; Gómez et al. 2016). This
implies that further processing in the temporal domain
is required to produce coherent multi-temporal land
cover layers. To this end, we implemented some specific
post-classification steps to stabilize our land cover trajec-
tories and mitigate the potential for unrealistic land cover
transitions.

... HiddenMarkovModel
To distinguish real from spurious land cover changes
and produce stable land cover transitions for each pixel
through time, we applied a Hidden Markov Model
(HMM). HMM is a statistical modeling technique based
on state (land cover class, in our case) transition prob-
abilities on a given time-series sequence. An HMM is
characterized by 3 probability density functions: the ini-
tial state probabilities, the transition probabilities, and
the state probabilities. The initial state probabilities den-
sity function defines the probabilities that the system is
in each state at the initial time. The transition prob-
abilities between states are designed to be dependent
on the time interval between the 2 subsequent obser-
vations, and are defined by a transition matrix. The
state probability density function at each observation
time step is based upon the transition probability dis-
tribution, which in turn depends on the previous and
following states (forward–backward algorithm) (Gader
et al. 2001; Lee et al. 2013; Trier and Salberg 2011;
Yu 2010).

In each year we defined the initial probabilities for
each pixel using the land cover votes generated by the
Random Forests model following the approach described
in Abercrombie and Friedl (2016). We applied the
forward–backward HMM algorithm (Yu and Kobayashi
2006) using transition class probabilities defined based on
knowledge of forest vegetation development, as explained
below in this section. This resulted in class probabilities

 ftp://ftp.agr.gc.ca/pub/outgoing/aesb-eos-gg/CEN_CA_AG_INTRP/
AgrMask/AgriculturalMask_AAFC.gdb.zip
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Table . Successional land cover transition probability matrix.

To

Rock/ Exposed/ Barren Wetland-
Water Snow/Ice Rubble Land Bryoids Herbs Wetland Shrubs treed Coniferous Broadleaf Mixedwood

From Water . . . . . . . . . . . .
Snow/Ice . . . . . . . . . . . .
Rock/Rubble . . . . . . . . . . . .
Exposed /Barren Land . . . . . . . . . . . .
Bryoids . . . . . . . . . . . .
Herbs . . . . . . . . . . . .
Wetland . . . . . . . . . . . .
Shrubs . . . . . . . . . . . .
Wetland-treed . . . . . . . . . . . .
Coniferous . . . . . . . . . . . .
Broadleaf . . . . . . . . . . . .
Mixedwood . . . . . . . . . . . .

for each pixel for any given year in the time series. Pixels
were then labeled with the most likely land cover class for
a particular year. The land cover transition probability
matrix defines the probability that a pixel will change
between land cover classes from 1 year to another. Our
matrix (see below) was defined based on forest succes-
sion knowledge, with the premise that stand-replacing
changes (i.e., fire and harvesting) reset and reinitiate
the successional land cover transitions of forest vegeta-
tion development. Thus, stand-replacing disturbances
lead to various phases of forest vegetation development
following disturbance, including the establishment and
regeneration phase, young forest regrowth phase, mature
and transition phase, and old-growth phase (Bartels et al.
2016; Oliver 1981). The transition probability matrix is
presented in Table 2 and scores the land cover transition
probabilities as likely (0.90), probable (0.10), possible
(0.025), or not likely (0.001); see Gómez et al. (2016)
for information regarding transition probabilities. We
defined stable cases where the land cover stays unchang-
ing from year to year as the most likely situations (Pouliot
et al. 2014). “Probable” transitions comprise forest veg-
etation development successions. “Possible” transitions
are those land cover changes that are less frequent in the
frame of a vegetation successional environment, but can
still happen. “Not likely” transitions are defined for unex-
pected land cover conversions (Gómez et al. 2016). Forest
changes informed land cover transitions. Thus, we con-
sidered the stand-replacing changes (i.e., fire, harvesting)
determined by C2C forest change attribution product
(Hermosilla et al. 2016) as hard lines in the transition
probabilities. This implied that the temporal depen-
dency between land covers defined by the successional
transition probabilities was broken in the years before
and after a change event. In practice, this worked as a
piecewise application of the HMM, where the land cover
transition probability matrix was independently applied
to the temporal segment defined by the stand replacing
changes.

... Logical land cover transition rules
In this step, we focused only on the unlikely land cover
transitions. Although theoretically a wide variety of land
cover transitions may be possible, there are natural and
logical limitations that may be used to improve the accu-
racy of the land cover classification process (Liu and Zhou
2004). In this sense, unlikely land cover transitions were
constrained by exploiting the temporal consistency of
pixels in the same location through time (Pakzad 2002;
Radke et al. 2005). Land cover transition rules based on
prior knowledge can be defined to restrict unlikely land
cover transitions (e.g. Bater and Coops 2011; Clark et al.
2010; Liu and Cai 2012). We defined transition rules to
prevent the presence of water after fire wildfire events,
snow/ice after harvesting events, and rock/rubble after
both wildfire and harvest.

2.6. Land cover validation

Following the sampling methodology identified in Wul-
der et al. (2007) we implemented a stratified random
sampling approach to select validation points from high
spatial resolution imagery. A common challenge of time
series land cover information is validation (Gómez et al.
2016). Based on our use surface reflectance, and the con-
comitant portability of our land cover model, we chose
to validate a single annual land cover map as per Franklin
et al. (2015). The year 2005was selected for validation as it
was the year with the greatest number of high spatial res-
olution satellite images (QuickBird) available in Google
EarthTM, which was the primary reference data source for
validation. For the response design, each land cover class
was considered as a stratum, and sample units were ran-
domly selected from each stratum. An overall sample size
of 1,200 was selected using Equation 1 (Cochran 1977).

n =
[( z

m

)2
]

× p × (1 − p) (1)
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Table . Validation sample allocation.

Stratum (Class) Area (ha) % of total area Number of sample units Sample covered area (ha) % of total sample units

Water ,, .  . .
Snow/ice ,, .  . .
Rock/rubble ,, .  . .
Exposed/barren land ,, .  . .
Bryoids ,, .  . .
Shrubs ,, .  . .
Wetland ,, .  . .
Wetland treed ,, .  . .
Herbs ,, .  . .
Coniferous ,, .  . .
Broadleaf ,, .  . .
Mixedwood ,, .  . .

where n is the total sample size, z is the percentile of the
standard normal (1.96 for 95% confidence interval), m is
the margin of error (0.02), and p is the assumed popula-
tion proportion (0.85).

As per Czaplewski and Patterson (2003), we allo-
cated half of the sample units proportional to the area
of each land cover stratum in 2005, and allocated the
remaining half to improve estimates for rare classes using
Equation 2.

ni =
[
pi ×

(n
2

)
+

(
1
k

)
×

(n
2

)]
(2)

where ni is the sample size allocated to stratum i, pi is the
proportion of the total areamapped as i, n is the total sam-
ple size, and k is the number of land cover classes (12). The
final sample allocation is presented in Table 3. To address
concerns of spatial autocorrelation, we checked the mini-
mum distances between sample units to ensure each sam-
ple was �500 m from the nearest sample unit. No sample
units were found to violate this assumption, so no reme-
dial action was required.

For the evaluation protocol, a spatial support region
approximately equivalent to a 30-m pixel was used for
interpretation and was defined by buffering each sample
point by 17 m. Each sample was manually interpreted
from the high spatial resolution imagery by the same
interpreter, who was trained to visually recognize the
land cover types using a reference interpretation key as a
guide. The interpreter was instructed to identify the most
likely class, with an option to also specify a second choice
if there were clearly 2 dominant lands covers foundwithin
the spatial support region and/or if the sample fell within
a transition zone between land cover classes. The use of
second choice accommodates both thematic ambiguity
and spatial accuracy (Stehman and Czaplewski 2003).
Agreement was defined if the predicted class for 2005
matched either the interpreter’s primary or secondary
land cover class. The results of the accuracy assessment
were then summarized in a confusion matrix based on
estimated class area proportions, from which overall
accuracy, and user’s and producer’s accuracies for each

class were computed as well as 95% confidence intervals
(Olofsson et al. 2014).

2.7. Assessing the impact of post-classification
processing

We assessed the effect of HMM by mapping and report-
ing on the number of per-pixel land cover transition
predictions resulting from the preliminary annual land
cover classification, and following the post-classification
process. To provide additional insight on the classifica-
tions generated, we tested the attribution confidence of
the pixels whose class was modified by the HMM and
compared them to the pixels where the class was not
modified. We used the distance to second voted class
by the Random Forests classifier as indicator of attribu-
tion confidence (Mitchell et al. 2008). This confidence
indicator is computed using Equation 3:

C = 1 − v2

v1
(3)

where v1 is the proportion of votes of the assigned class
and v2 is the proportion of votes of the secondmost voted
class. The values of C range between 0 (low confidence
attributions) and 1 (high confidence attributions).

3. Results

3.1. Impacts of post-classification processing

The per-pixel distribution of land cover transitions result-
ing from the initial, annual, land cover classifications is
shown in Figure 4a (recalling that agricultural areas
have been masked). The map shows a large number
of transitions across the boreal forest, in contrast with
mountainous areas on the west coast and eastern Que-
bec. As a result of the HMM post-classification process
(Figure 4b), the number of land cover transitions is
notably reduced across Canada, with the pixels that per-
sist with greater numbers of transitions distinguishable
at this scale located in the areas more prone to wildfires.
We also produced cumulative histograms comparing the
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Figure . Number of land cover transitions before (a) and after (b) time series post-processing; and cumulative histograms of the num-
ber of land cover transitions for all pixels and pixels with stand-replacing changes (fire and harvesting detected with the CC approach,
(Hermosilla et al. )) before (c) and after (d) time series post-processing.

frequency of land cover transitions for all pixels and for
those pixels with stand-replacing changes before (Figure
4c) and after the post-processing (Figure 4d).

The initial annual land cover classification resulted
in a majority of pixels frequently changing their land
cover class across the analyzed period, with an average
of 7.1 transitions (σ = 6) per pixel. 44% of the pixels
accounted for �5 transitions and 25% presented no land
cover changes. The use of HMM in the post-classification
processing resulted in 0.6 transitions (σ = 1) on aver-
age per pixel. 63% of the pixels presented no land cover
changes, and only 0.04% of the total population exhib-
ited more than 5 transitions. Pixels undergoing stand-
replacing changes along the analyzed period (8.8% of the
total) had on average 9.8 (σ = 4.7) initial land cover tran-
sitions, which resulted in 2.1 (σ = 1.2) transitions fol-
lowing the application of HMM. Figure 5 compares the
attribution confidence distribution of pixels which class
was modified and not modified by the HMM process.
Pixels where the land cover class was not modified were
attributed with higher confidence (median = 0.80) than
those pixels modified by the post-processing (median =
0.36), and only 5.9% of themodified pixels presented con-
fidence attributions >0.80.

3.2. Land cover validation results

The annual land cover output for 2005 was evaluated
using independent reference data. The resulting confu-
sion matrix for the preliminary land cover classification

considering all 12 classes is shown in Table 4, and the
assessment of the HMM post-processed classification is
shown in Table 5. The results indicated that the applica-
tion of the HMM improved the classification by increas-
ing the overall accuracy from 64.7% (95% confidence
interval± 2.7%) in the preliminary classification to 70.3%
(± 2.5%) in the post-processed land cover product. This
overall accuracy value is partially boosted by the higher
accuracies of spectrally distinct classes, such as snow and

Figure . Box-and-whisker plots showing median, interquartile
range, and extreme values of the attribution confidence of pixels
where the land-cover class has been modified or not by the post-
processing process.
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water. On the other hand, classes with spectral overlap
resulted in the lowest (bryoids) and more unbalanced
(rock/rubble, exposed/barren land) user’s and producer’s
accuracies. Within the treed classes, the wetland-treed
class had the smallest user’s and producer’s accuracies,
while the coniferous class had the largest values. Using
the HMM post-processing, overall accuracy at the most
generalized level of the land cover classification hierarchy
(Figure 3; land-base level: vegetated vs. non-vegetated)
was 94.8% (± 1.2%). At the subsequent land-cover level
(Figure 3; non-vegetated, vegetated non-treed, vegetated
treed), the overall accuracy was 82.5% (± 2.1%).

3.3. Annual land covermaps

We produced Canada-wide annual land cover thematic
maps for 1984–2012 following the change-informed time-
series land cover classification framework introduced
here. The land cover classification map for 2005 is shown
in Figure 6 as an example. To produce these time-
consistent land cover products, we used the votes of the
Random Forests model as class likelihood in the Hidden
Markov Model. The class likelihoods in 2005 for the 12
land covers considered are shown in Figure 7. Mapping
these likelihoods can offer further insights and enrich the
classifications results.

3.4. Characterization of Canada
forested-ecosystem’s land cover dynamics from
1984–2012

From the annual land cover maps, we summarized the
land cover distribution and dynamics information for
Canada forested-ecosystem’s (comprising 649,981,522 ha,
as reported by White et al. 2017) between 1984 and 2012
(Table 6 and Figure 8). On average, coniferous is the most
common land cover (29.2%), followed by shrub (11.7%),
wetland (10.8%), and water bodies (10.5%). Rock/rubble

Table . Summary of relative distribution of land cover per class in
the forested ecozones of Canada for –.

Minimum Maximum Mean St. deviation Coefficient of
Class (%) (%) (%) (%) Variation (%)

Water . . . . .
Snow/Ice . . . . .
Rock/Rubble . . . . .
Exposed/Barren . . . . .
Bryoids . . . . .
Herb . . . . .
Wetland . . . . .
Shrub . . . . .
Wetland-Treed . . . . .
Coniferous . . . . .
Broadleaf . . . . .
Mixedwood . . . . .

(0.9%) and snow/ice are markedly less frequent land
cover categories. Coefficient of variation values were
under 0.1 for every land cover type, with broadleaf (0.09)
and bryoids (0.08) as the most variable classes, and
water (0.001) as the most stable land cover. Figure 8a
shows the land cover distribution annually in the forested
ecosystems.

Land cover dynamics before and after the stand-
replacing change events caused by harvesting and fire
are shown in Figure 8b and Figure 8c, respectively.
These figures uniquely represent the area affected by
harvesting, which represented 16,856,857 ha or 2.59%
of Canada’s forested ecozones, and wildfires, which rep-
resented 40,627,872 ha or 6.25% of Canada’s forested
ecozones, as reported by White et al. (2017). Note that
the sample population across the analyzed period is
variable, with a greater number of pixels with a shorter
time since disturbance and a lesser number of pixels with
longer periods of time since disturbance. The sample
population is indicated by the respective histograms
representing the percentage of pixels used to generate
the land cover distribution at each time step. This distri-
bution produces more unstable trends at the beginning
and end of the analyzed period (i.e., in the tails of the
distribution). Thus, results produced with lower pixel
populations are noted and consequently more cautiously
interpreted.

The pre-harvesting scenario (Figure 8b) is clearly dom-
inated by treed classes (i.e., wetland-treed, coniferous,
broadleaf, and mixedwood) and coniferous is markedly
the most common class (60%). Harvest activities result in
a mosaic of land cover types post-disturbance, principally
composed of exposed/barren land, herbs and shrubs,
immediately following the change event. As the time since
disturbance increases, the presence of these land cover
classes is gradually reduced and replaced by treed classes.
Thus, right after the disturbance treed land cover classes
account for 6%of pixels, while>20 years after disturbance
on average, treed classes account for 78% of pixels. Har-
vesting entails a change on the tree species distribution in
comparison with this early pre-disturbance scenario, with
increased presence ofmixedwood and broadleaf classes in
the years following the harvest event. An example of the
land cover dynamics following harvesting events is dis-
played in Figure 9a.

Beforewildfire events (Figure 8c), treed classes account
for 71% of disturbed pixels. Coniferous is the most fre-
quent land cover class (57%), and wetlands (15%) and
shrubs (6%) are the most frequent non-treed classes
affected by fires. Fires result in a major removal of veg-
etation. Immediately after wildfire events, the majority
of pixels belong to exposed/barren land (58%) and
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Figure . Resulting land cover classification map of Canada for the year .

shrub (23%) classes. In the years following the distur-
bance event, the presence of treed-class pixels gradually
increases, at a considerably lower rate than after harvest-
ing events. Thus, 1 year after the fire, treed classes account
for 7% of the pixels, while 20 years after a wildfire, treed
classes account for 36% of pixels. These results echo the
differences in post-disturbance recovery trends reported
for harvest and wildfire by White et al. (2017). Figure 9b
shows an example of land cover succession after a wildfire
event.

4. Discussion

In this research, we presented the Virtual Land Cover
Engine—a spatially extensive, temporally dense, and flex-
ible framework for the mapping of land cover. The VLCE
framework combines a time series of image classifications
and disturbance information, with knowledge of ecolog-
ical succession to produce temporally consistent maps of
land cover from time series of Landsat surface-reflectance
image composites. A key aim of the VLCE framework is
to be flexible to differing data inputs, with map quality
assessed using a robust sampling design and independent
validation data. We demonstrated this methodological

framework by producing annual 30-m Canada-wide land
cover maps from 1984 to 2012, and describe the land
cover dynamics in the forested ecosystems of Canada,
with special focus on land cover following wildfire and
harvest events.

4.1. Nature of data inputs and outputs: Flexibility of
the VLCE framework

The land cover classification framework herein presented
is transferable to other regions or ecosystems, adaptable
to suitable training datasets, and flexible in the definition
of land cover categories for a range of user needs and
focus domains. This suite of VLCE framework traits
is aimed to offer flexibility in map production and to
accommodate a diversity of user-focused features of
land cover map development and application as outlined
by Comber et al. (2005). We applied this framework
to Canada’s forested ecosystems as proof-of-concept.
While the Landsat archive over Canada is plentiful
both over space and time (White and Wulder 2014),
the number of available observations in some cases
is more limited in other regions and nations globally
(Wulder et al. 2016).
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Figure . Land cover classification likelihoods obtained from the Random Forests votes for the year .

Since access to suitable training observations for large
and remote areas that are comparable through time is
challenging, there are an increasing number of studies
that derive training data from pre-existing land cover
products (Inglada et al. 2017; Wessels et al. 2016; Zhang
and Roy 2017; Zhu et al. 2016). In this research, we
used a land cover product representing c. 2000 conditions
(Wulder et al. 2008). An existing land cover classifica-
tion may not be optimal training data, since its inherent
error can be propagated to the resulting land cover prod-
ucts. However, pre-existing land cover maps do provide
for a large number of training sample units across a broad

range of spectral conditions, and allow for an improved
representation of sample units across the feature space,
both factors that are important for classifiers such as Ran-
dom Forests (Belgiu and Drăgu 2016). Recently, Pelletier
et al. (2017) reported that Random Forests classifier is
not negatively impacted by low levels of random noise in
training data (up to 30%, in some configurations); impor-
tantly, they also stress the impact that noisy training data
can have on out-of-bag (OOB) error assessments. These
findings further support the importance of independent
validation data and assessment procedures and to not rely
on OOB assessments to relate map quality.
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Figure . Land cover distribution in (a) Canada’s forested ecosys-
tems from  to , and before and after (b) harvesting and
(c) wildfire change events detected with the CC approach (Her-
mosilla et al. ) over all Canada. Histograms show the sample
population (i.e., percentage of pixels) through time.

As a component of the VLCE framework, class mem-
bership likelihood maps are generated (Figure 7). These
class membership likelihoods served to inform post-
classification procedures (see below) and also provide a
unique source of independent mapping information. The
spatial trends present in class membership likelihoods

have a spatial cohesion to the mapped features. Concep-
tually, these class likelihoods are similar to the “distance
to second cluster” metric put forward by Mitchell et al.
(2008).

It is worthwhile to note that many applications require
relatively generalized land cover masks to enable mod-
eling or stratification layers to constrain analyses or for
reporting activities (White et al. 2014). In the case of the
mapping outcomes related here, we report accuracies for
relaying higher-order summaries of the land cover classi-
fication system used, for example treed versus non-treed
(82.5%) and vegetated versus non-vegetated (94.8%). As
noted by others, accuracies for land cover products typ-
ically increase with increasing levels of generalization
(Remmel et al. 2005). These more generalized land cover
outputs provide additional information products of use
for a variety of applications.

4.2. Post-classification processing

The use of the annual gap-free, seamless, Landsat surface
reflectance composites produced following the C2C pro-
tocol (Hermosilla et al. 2016) promotes the spatial conti-
nuity of the land cover product generated with the VLCE
framework. Prior to the opening of the USGS Landsat
archive in 2008, land cover products often required the
use of images from different seasons or multiple years
in order to realize the required spatial coverage for a
single-year land covermap, and despite these efforts, often
included areas with persistent data gaps (Vogelmann et al.
2001; Wulder et al. 2008). The VLCE framework enables
the simultaneous generation of a series of annual land
cover maps, thereby ensuring temporal consistency both
in land cover transitions and technical specifications (e.g.,
spatial resolution, land cover classes). Land cover prod-
ucts intended to update earlier versions of remote-sensing
land cover maps were generally designed to take advan-
tage of methodological and technological advances, while
at the same time maintaining reasonable compatibility
with the initial version (EEA 2002; Homer et al. 2004).
During those updating processes, change detectionmeth-
ods were generally used to bound the potential areas to be
relabeled, limiting the spatial extent of the new classifica-
tions (Xian et al. 2009).

In the VLCE, forest change data is used in combination
with known ecological succession processes to inform
the land cover transition process. This improves the
temporal consistency of the annual land cover products,
and prevents ecologically unrealistically high levels of
year-to-year land cover change that can often result with
post-classification comparison (see Fuller et al. 2003).
In the VLCE framework, we used HMM, which rely on
spectral evidence of land cover types provided by initial
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Figure . Examples of land cover sequence before and after (a) harvesting and (b) fire change events; y represents the year of change.

probabilities of a Random Forests model, to define land
cover changes (Abercrombie and Friedl 2016). HMM
primarily focus on pixels with low confidence and mod-
ify the attributed land cover class (Figure 5), resulting in
a reduction in the number of spurious land cover tran-
sitions. As a result, HMM precludes the need to specify
elaborate rules governing all possible class transitions.We
therefore restricted our use of transition rules to avoid
very unlikely land cover transitions resulting from known
spectral confusion, such as burned areas misclassified as
water (Frolking et al. 2009).

4.3. Land cover dynamics over Canada’s forested
ecosystems

Overall, the land cover distribution in Canada’s forest
ecosystems remains largely stable through time (Figure
8a), and the distribution of land cover categories exhibits
limited variability at this scale (Table 6). Post-disturbance
trends in successional development are evident. Our
land cover cube demonstrates how stand-replacing dis-
turbances alter the relative proportions of forest type
composition with regards to the pre-change scenario.
Thus, while coniferous forest is the most frequently har-
vested land cover class in Canada (Figure 8b), broadleaf
and mixedwood types can be more prevalent post-
harvest. While some harvested areas are replanted with

coniferous species in the years immediately following
harvesting; other areas are left to regenerate naturally and
the dominance of coniferous species might be delayed,
followed instead by the transition from initial herb and/or
shrub vegetation, to deciduous, and then gradually to
coniferous (Oliver 1981). Moreover, harvesting activities
can leave a significant amount of residual forest on site,
including advanced regeneration (tree seedlings and
saplings) and also mature seed trees (Jarron et al. 2017;
Seedre et al. 2014). Similarly, after wildfires there is an
increasing relative dominance of mixedwood forest and–
to a lesser extent– broadleaf, compared with the pre-fire
distribution (Figure 8c). Traditionally post-fire dynamics
are summarized as gradual transition of broadleaf species
by mixedwood, and then coniferous stands (Bergeron
and Harvey 1997). Nevertheless, this idealized transition
varies depending on both the nature of the disturbance,
and the composition of the disturbed forest stand and
its surroundings (e.g., soil moisture, climate) (Bergeron
et al. 2014; Johnstone et al. 2010). With under 10% of
Canada’s forested ecosystems subject to stand replacing
disturbance, via harvest or fire, during the near 3-decade
analysis period, natural ecosystem processes are domi-
nant over the majority of the ∼ 650 million ha region of
analysis. These natural ecosystem processes can include
stable non-vegetated features (e.g., water, rock/rubble),
stable vegetated features (e.g., climax shrubs, bryoids),
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through to the successional processes active over treed
lands (e.g., maturing forest). The land cover present early
in the time series are the product of previous disturbances
and ongoing successional processes. Figure 8b and Figure
8c illustrate the nature of successional development over
time that can be expected for each disturbance type. Plus,
the pre-disturbance conditions relate the nature of the
land cover present, ongoing successional insights, and
the developments from disturbances occurring before
the dates captured in this study. The harvesting of mature
forests and the return to forest land cover categories on
productive sites is well related in Figure 8b. The more
categorically broad impacts present related to wildfire
are evident in Figure 8c, with the land cover transitions
present beginning to resemble the pre-disturbance land
cover conditions over time.

4.4. Time-series land cover insights and
considerations

We presented a framework to produce an annual land
cover classifications for a near 3-decade period. The
integrity of the land cover maps over time is achieved
by considering the annual land cover as temporal steps
in a data cube. Each individual element (year) of the
cube independently has the utility and functionality of a
traditional single-year land cover map. The disturbance-
informed nature and the ecological-succession processes
based on annual membership likelihood values inform
the land cover transition process. Changes in land cover
over time are present through both change detection pro-
cedures (largely focused on depletions) and successional
development over time. Our results illustrate that when
used with the HMM, the annual likelihood values serve
to improve both map accuracy and the temporal consis-
tency of land cover products. In addition, annual likeli-
hood values provide spatially explicit information useful
for refined mapping of individual classes, offering further
local information for specific classes and as understood
over sub-regions of interest, with unique and enhanced
modeling opportunities possible beyond purely categori-
cal classification outcomes (Khatami et al. 2017).

Approaches that integrate temporal information in
the land cover classification process have been demon-
strated as superior to single-date methods (Gómez et al.
2016). In the framework presented herein, the temporal
domain is incorporated by integrating forest disturbance
information and ecological succession knowledge plus
the HMM over preliminary land cover classification
results produced with Random Forests. Other strate-
gies to integrate the temporal domain of annual time
series may involve analyzing the spectral values of pixels

through time to inform land cover change transitions
during the attribution process or in a post-classification
step (Franklin et al. 2015). This implies partitioning
those temporal trajectories into linear segments (as per
Kennedy et al. 2010) which are individually described via
spectro-temporal metrics describing the duration (i.e.,
long term, short term) and the magnitude (i.e., subtle,
abrupt; Hermosilla et al. 2015a) for characterizing vege-
tation stability, change, and recovery (Gómez et al. 2016).

The VLCE framework was tested over Canada’s
forested ecosystems, where an annual frequency is an
appropriate analysis period for capture of the dominant
disturbance processes. Further, the annual frequency
aids in image compositing through enabling an acqui-
sition window large enough for the necessary data yield
without introducing phenological artifacts (White et al.
2014). Also noted in White et al. (2014) is that different
information needs or ecosystems (and disturbance or
management processes present) may require different
image processing and analysis strategies. For instance,
regions subject to agricultural activities could benefit
from finer analysis frequencies (i.e., seasonal, monthly)
and the development of agricultural specific land cover
transition probabilities.

The analysis span considered (1984–2012) limits the
depiction of post-disturbance vegetation development to
initial stages of post-disturbance regrowth, with a max-
imum period of 28 years. Note that collection of 30 m
Landsat measures commenced in 1982 with Landsat-4
MSS, although coverage was initially sparse (Wulder et al.
2015). With the launch of Landsat-5 TM in 1984, the era
with increasingly broad global coverage of 30-m Landsat
begins. Based upon spatial and temporal image coverage
for Canada (White and Wulder 2014), national wall-to-
wall analysis based upon calibrated surface-reflectance
Landsat-5 TM and -7 ETM+ data is possible from 1984
onwards. Now designated as operational programs,
Landsat-8 OLI and Sentinel-2 are expanding the obser-
vation period up to the present day (Hermosilla et al.
2017; Roy et al. 2014;Wulder et al. 2015). Retrospectively,
there is also potential to integrate Landsat MSS data
(Braaten et al. 2015) to characterize conditions prior to
1984. Incorporation of Landsat MSS data would serve to
extend the length of time-series land cover information
products back to 1972, providing a longer baseline for
understanding forest dynamics, including disturbance
regimes and subsequent forest recovery. From a land
cover perspective, the differing spectral content and
coarser spatial resolution of the MSS can be expected to
reduce the effectiveness of spectral classifiers and capac-
ity for detecting change. Landsat MSS data combined
with the 30-m era imagery, and image processing and
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backcasting may be used to inform on broad scale change
and aid in generation of land cover (Gómez et al. 2016).

5. Conclusions

There is an increasing need for automated methods that
exploit the open access to Landsat time-series data to
meet the broad demand for land cover products.Mapping
and quantifying land cover changes is critical for ecosys-
temmonitoring. Disturbance informed annual land cover
maps provide valuable information on land cover dynam-
ics at a spatial and temporal resolution suitable tomonitor
both natural and anthropogenic changes in forested and
other ecosystems. Thematic annual land cover products
provide a practical implementation for science-based
support of a wide range of objectives, such as systematic
monitoring and subsequent reporting on historic land
cover patterns that are otherwise difficult to obtain from
non-harmonized products. Having an approach that is
flexible to data inputs and that can be implemented uti-
lizing high-performance computing allows for exploiting
a range of purpose collected or pre-existing training
data sources. The annual national land cover data cube
produced with the Virtual Land Cover Engine frame-
work presented herein constitutes valuable information
for enhancing Canada’s National Forest Inventory and
Carbon Accounting programs as well as supporting
sustainable forest management activities. Through the
VLCE framework, we presented a methodology to pro-
duce annual land cover maps informed by disturbance
events, controlled for logical transitions, and that queries
year-on-year class membership likelihoods via a Hidden
MarkovModel to reduce the presence of superfluous land
cover class transitions. The disturbance-informed annual
land cover classification framework presented is flexible
to differing calibration data inputs (and related legends)
to meet disparate mapping objectives and the interests of
different user communities.

The proposed methodology was applied over Canada-
wide annual gap-free surface reflectance composites, and
forest change and change type attribution layers pro-
duced with the Composite-2-Change (C2C) approach.
Land cover changes and class transitions resulting from
disturbance events are identified as key attributes for car-
bonmodeling (White et al. 2014). The use of annual time-
consistent land cover products can contribute to avoid
simplistic “from–to” land cover changes by providing a
comprehensive land cover evolution of a pixel through
time. The resulting 30-m annual land cover cube provides
detailed information on the land cover dynamics and for-
est development following disturbance events to support
science-based policies and forest inventory activities, as

well as the enrichment of carbon accounting and forest
management programs.
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