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Abstract

Computational chemistry has grown into a large field and is continuing to grow every year

in both number and variety of applications. This dissertation will give a few such applications rel-

evant to cleaner energy production from coal, catalytic degradation of renewable agricultural and

forest waste into valuable chemicals, and extending the reach of electronic structure methods to

systems of biological and macromolecular interest. The first two studies presented in this disser-

tation are concerned with the remediation of trace elements released into the environment through

the combustion of coal for power production. In flue gases, arsenic and antimony exists most often

as oxides. Despite the prevalence and importance of remediating these oxides, critical informa-

tion on the thermodynamics of plausible intermediates and transition states in reaction pathways

have been missing prior to these studies. Several of the intermediates, and essentially all transition

states, were found to be electronically multiconfigurational for the arsenic oxides. In this work, the

electronic structures of several oxides of arsenic, AsxOy, where x = 1, 2 and y = 1–5, were investi-

gated using the second-order generalized van Vleck variant of multireference perturbation theory

(GVVPT2), using the cc-pVTZ basis set, with comparison to multi-reference configuration inter-

action (MRCISD) and the linked completely renormalized coupled cluster through perturbative

triple excitations (CR-CCSD(T)L or CR-CC(2,3)) when relevant. Calculated oxidation reaction

energies for the formation of AsO2 and AsO3 from AsO were predicted to be energetically fa-

vorable and formation energies of the lowest energy compounds containing two metalloid atoms,

xiii



called dimers for brevity, from the monomers were also predicted to be energetically favorable.

The energetics of the monomers, five isomers of As2O3 and eleven isomers of As2O5 were charac-

terized using a composite methodology along with the key transition states between the isomers.

Geometry optimizations as well as harmonic vibrational frequencies of AsxOy were obtained at

the B3LYP/6-311G* level of theory and gave satisfactory agreement with experimental data when

available. It was discovered that several isomers of As2O3 and As2O5 have comparable energies

and relatively low barrier heights. Therefore, we expect these isomers to be chemically relevant.

The antimony oxides were also found to be electronically multiconfigurational. The elec-

tronic structures of several antimony oxides, SbxOy, where x = 1, 2 and y = 1–5, were investi-

gated using GVVPT2 and the SBD-aug-cc-pVTZ basis set. The oxidation reaction energies of

elemental antimony toward the formation of SbO and SbO2 was found to be energetically favor-

able, while the further oxidation of those species to SbO3 was found to be unfavorable. It was

found that the accretion of the monomers into Sb2O3 was highly energetically favorable at both the

B3LYP/SBD-aug-cc-pVTZ and GVVPT2/SBD-aug-cc-pVTZ//B3LYP/SBD-aug-cc-pVTZ levels

of theory. However, while the reaction of SbO2 and SbO3 toward Sb2O5 was found to be favorable,

it was found to be unfavorable for Sb2O5 to form from the oxidation of Sb2O3.The energetics of

the monomers, three isomers of Sb2O3 and four isomers of Sb2O5 were characterized using the

same composite methodology as the arsenic oxides. Geometry optimizations and harmonic vibra-

tional frequencies of all antimony oxides were obtained at the B3LYP/SBD-aug-cc-pVTZ level of

theory. Several of the dimeric antimony oxide isomer structures were found to be quite similar to

the arsenic dimers and are also expected to be chemically relevant.

The third study is pertinent to the catalytic degradation of lignin, one of the most renewable

carbon sources on Earth. Unfortunately, it has only seen limited industrial use due to its chemical
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stability and complex structure; thus lignin is typically disposed of as non-commercialized waste

product. However, if a viable path could be found for the decomposition of lignin, the by-products

could be used to replace high-value petrochemicals. Catalytic decomposition by amorphous silica-

alumina (ASA) based catalysts may be a viable path, but the mechanisms and the effects of metal

doping are not strictly known. In this work, DFT calculations with the B3LYP hybrid functional, as

implemented in the NWChem software package, are used to elucidate this information. A cluster

model of an amorphous silica-alumina catalyst has been studied and a monomer and β–O–4 linked

dimer have been adsorbed to the surface. They were both found to have a favorable interaction with

the surface and, for the dimer, a favorable cleavage of the β–O–4 bond. The desorption energy of

the cleaved monomers was also shown to be favorable when compared to the free dimer, suggesting

ASA is a viable catalyst.

The fourth study, the Cu2O2+
2 core, has both biological and computational relevance and

has received much attention over the years. This is due to its importance in biological systems and

to the computational difficulties associated with modeling its relevant isomers. The complexity

for computation arises, inter alia, to both a varying degree of biradical character as it isomerizes,

as well as a rapidly changing degree of dynamic and static electron correlation effects along the

isomerization coordinate. In this work, the two dominant isomers, bis(µ-oxo) and µ-η2:η2 peroxo,

along with four points along the reaction coordinate, were considered. MCSCF and GVVPT2

were used with a variety of active spaces. The starting active spaces were developed using a

recently established approach, in which a valence picture is used rather than the typical Hartree–

Fock description. The active spaces were then modified based on numerical considerations in

an iterative fashion. Finally, a stable active space of 13 electrons in 12 orbitals (13e,12o) was

found and used to obtain results which were then compared to the more expensive methods of
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complete active space second-order perturbation theory (CASPT2) using an active space of (16e,

14o), restricted active space second-order perturbation theory (RASPT2) using an active space

of (24e,28o) which considered up to quadruple excitations, and linked completely renormalized

coupled cluster through perturbative triple and quadruple excitations (CR-CCSD(TQ)L or CR-

CC(2,4)). GVVPT2 was found to agree well with the CASPT2 results. It was also determined that

a larger active space than (13e,12o) will likely be required for it to approach the relative energies

of RASPT2(24e,28o)//4 or CR-CCSD(TQ)L.
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1 INTRODUCTION

1.1 Computational Chemistry

Since the first computational calculations of semi-empirical atomic orbital calculations in

the early 1950s,5 computational chemistry has grown into an increasingly useful tool that has

been brought it into the limelight, having been the topic of several Nobel Prizes in Chemistry

and Physics. The continued advancement of computational chemistry in the broadness and depth

of application, along with its excellent qualitative and quantitative capabilities, shows no sign of

slowing down. One of the pillars of modern computational chemistry, Henry F. Schaefer III, has

accurately predicted this growth by stating that every year there would be another 1% of peer

reviewed chemical publications that have some sort of computational component.

What is the driving force behind this profound proliferation that this field of chemistry has

been experiencing? Computational chemistry has moved from merely a qualitative tool, which

provided validation, into a highly respectable quantitative tool that has been used to predict reac-

tions, provide invaluable insight in ways experimentation is unable to and has even been shown

to overturn established experimental results, as later resolved by further experiment.6 The driv-
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ing force for this shift and maturing of an entire field of chemistry is fourfold. Firstly, the theory

driving the computations has been advancing, allowing for greater accuracy and decreased compu-

tational cost. Secondly, the computational implementation of the theory has vastly improved over

the years with more efficient algorithms and code optimization, allowing for faster calculations,

which make better use of the available computational architecture. Thirdly, computational power

available has grown exponentially, following Moore’s Law.7 It shows no signs of plateauing any-

time soon, with new innovations such as allowing for calculations on GPUs, increasing powerful

massively parallel supercomputers, and even the incredible potential of quantum computers for

certain applications. Fourthly, computational chemists have pushed the field forward by applying

these computational implemented methods to solve chemical problems through the development

of novel computational protocols. This fourth vehicle of growth can provide the scientific com-

munity with both valuable insight, many times previously unobtainable, into chemical problems as

well as with new computational procedures to obtain insights into other similar systems. This is

the avenue which the body of work presented in this dissertation has striven to follow.

The field of computational chemistry has many methods at its disposal. These methods

can be loosely divided into 3 categories: (i) classical methods such as Monte Carlo and molecular

dynamics, (ii) semi-empirical methods, and (iii) ab initio quantum mechanical methods. Though

there have been many great advances in both development and application in all of these areas, the

methods used in this dissertation all fall under the category of ab initio methods and will therefore

be the focus of further discussion.

Ab initio methods, also known as first-principle methods, are named as such because they

do not need any experimental parameters in their pure form. They operate fully from the theoretical

methods that drive them, the mathematical description of the atomic orbitals, and the geometrical
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arrangement of the atoms. Ab initio methods are powerful in that they can provide the electronic

structure of the system, from which nearly all relevant chemical information and useful properties

can be derived. Just a few examples are geometries of stable species and reaction intermediates,

reaction pathways and mechanisms, NMR shifts, harmonic vibrational frequencies, spectroscopic

constants, potential energy curves, and with the help of some statistical mechanics, various kinetic

and thermodynamic quantities.

However, in order for the electronic structure of a system to be obtained, the well-known

Schrödinger equation must be solved, which unfortunately is solvable exactly only for the hydro-

gen atom and hydrogen-like atoms. Because of this, each of the ab initio methods must use various

techniques of approximation with varying degrees of accuracy and computational efficiency. Typi-

cally, the methods that are used can be categorized as either a variational or a perturbation method.

They can also be further categorized as single-reference (SR) or multireference (MR) methods,

depending on whether they assume the energy of system can be qualitatively described by a single

Slater determinant reference state (which, in simplest cases, can be thought of as a single electron

configuration reference state), or whether it allows for more than one reference state.

The most foundational methods used in modern quantum chemistry use a variational ap-

proach and are either known as the Hartree–Fock (HF) approximation (or self-consistent field

(SCF) method) or Density Functional Theory (DFT) depending on whether correlation energy is

neglected or approximated. HF is a highly efficient method that owes its favorable scaling with re-

spect to system size primarily to two approximations, it neglects both dynamic and static electron

correlation. This is because HF is a mean field method (neglects dynamic) and a SR method (ne-

glects static). However, both static and dynamic electron correlation are important for accurately

describing the electronic structure of a system. Therefore, in practice, HF is typically only used
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as a starting point for other, higher-level methods. These methods aim to add electron correla-

tion onto the HF wavefunction, and are therefore aptly named as post-HF methods. These include

SR variational methods, such as configuration interaction (CI); MR variational methods, such as

multiconfigurational self-consistent field (MCSCF),8,9 multireference configuration interaction in-

cluding single and double excitations (MRCISD); SR perturbation methods, such as second order

Møller–Plesset perturbation theory (MP2);10 and MR perturbation methods, such as second-order

Generalized Van Vleck Perturbation Theory (GVVPT2).11–14 There is another exceedingly popular

method known as density functional theory (DFT), which is also considered a mean field method.

However, practical implementations of DFT includes dynamic electron correction through the use

of parameterizations and considers the wavefunctions as functionals of electron density rather than

as functions of electron coordinates. Descriptions of each of these above-mentioned methods are

given in Chapter 2, including the rationale for when and how to use them.

1.2 Theoretical Investigations of Metalloid Oxides

The combustion of coal for power production is one of the primary ways by which the

trace elements such as arsenic and antimony are released into the environment.15 In flue gases,

these trace elements exist most often as oxides.16,17 Because of high temperatures, low concen-

trations, and complex environments, experimental results are difficult to obtain. Consequently,

little is known of the activity of these oxides in flue gases, especially soon after they are formed.

Despite the prevalence and importance of mitigating these trace element oxides, critical informa-

tion on the thermodynamics of plausible multiconfigurational intermediates and transition states
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in reaction pathways have been missing prior to these studies.18–20 Therefore, in this work, reac-

tion and isomerization thermodynamics, as well as the potential pathways for gas phase accretion

were investigated. Studies that have been conducted to date have all used single-reference ab initio

methods, thus the multireference character of these trace metal oxides needed to be assessed.

In this work, the electronic structures of arsenic oxides, AsO, AsO2, AsO3, their dimers,

As2O3 and As2O5, along with the corresponding antimony monomeric and dimeric oxides, were

investigated using GVVPT2 with comparison to MRCISD when possible. Geometry optimizations

as well as harmonic vibrational frequencies of both the monomers and dimers were obtained using

DFT. One of the chief challenges of this work was to develop active spaces (i.e., the molecular

orbitals (MOs) and electron configurations that are considered important to bonding and describing

the molecule) that could be used to describe all isomers within a given series of the oxide. The

difficulty was due, inter alia, to the complex variations in bond formation and breaking along

the isomerization coordinates while keeping the active spaces small enough to allow for timely

calculation convergence. The rationale behind developing the active spaces used in these studies

is given in Chapter 2. The results along with the computational details are presented in Chapter 3.

This study was recently extended to a new series of oxides also relevant to coal combustion, SbO,

SbO2, SbO3, their dimers, Sb2O3 and Sb2O5 presented in Chapter 4.

1.3 Computational Studies of the Catalytic Degradation of

Lignin
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Though lignin is one of the most renewable carbon sources on earth,21 it has only seen

limited industrial use due to its chemical inertness and complex structure; thus lignin is typically

disposed of as non-commercialized waste product. However, if a viable path could be found for

the decomposition of lignin, the by-products could be used to replace high-value petrochemicals.

Because of this, much research has gone into the search for a catalyst that provides a low energy

degradation pathway. Catalytic decomposition by amorphous silica-alumina (ASA) based catalysts

may be a viable path. However, there have been no computational studies on the mechanisms of

catalytic bond cleavage of lignin. Moreover, the effects of metal doping of ASA on its catalytic

activity toward lignin have not been investigated computationally.

In this work, DFT calculations with the B3LYP hybrid functional, as implemented in the

NWChem software package, were used to elucidate this information. First, a cluster model of

an ASA catalyst was developed and used, being that the band gap of ASA is sufficiently large

that periodic boundary conditions are not required. Secondly, in an effort to successfully model

a cluster of an amorphous catalyst, a new computational protocol needed to be developed. This

protocol was used to study the adsorption of a monomer and a β–O–4 linked dimer to the surface.

The catalytic activity was then adjusted by doping the ASA with various metals.

One of the key goals of this research was to aid experimentalists in the design of novel

catalysts for lignin decomposition by developing a protocol, which could be used to screen various

catalysts and elucidate a deeper mechanistic understanding of the catalytic process. For this, the

above DFT protocol was developed. This work was set up as part of the DakotaBioCon collabora-

tion, in which four institutions across North and South Dakota participated.
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1.4 Theoretical Studies of Isomerization of the Cu2O2+
2 Core

The various bonding motifs of Cu2O2+
2 have drawn considerable attention over the years

for several reasons. It is known to play an important role in various metalloenzymes such as oxy-

tyrosinase, which oxidizes tyrosine residues to their corresponding o-quinones. In oxy-tyrosinase

the Cu2O2+
2 core is thought to rapidly interconvert between the bis(µ-oxo) and side-on µ-η2:η2-

peroxo isomers.22 Understanding this rapid equilibrium then becomes crucial in the study of the

oxidation mechanism of tyrosine. Therefore, several computational studies have been devoted to

attempting to better understand this interconversion. This then brings us to the other key reason

for the considerable attention this system has received.

During the isomerization from bis(µ-oxo) to side-on µ-η2:η2-peroxo there is a rapid change

in both dynamic and static electron correlation while possessing a variable amount of biradical

character. These properties are very difficult for one single method to adequately model. Thus, this

system has become a type of benchmark “torture track” for various theoretical models.3 Though

some methods, e.g. CR-CC(2,3),23,24 have shown that they can do fairly well on this system,

multireference perturbation theories, e.g., CASPT2,25 have had limited success. This comes, in

part, due to the difficulty of selecting a physically reasonable, balanced active space which cap-

tures all the important chemistry that happens along the isomerization coordinate. Along with that

difficulty, the proper perturbative treatment of the electron correlation effects for transition metal

complexes is needed. The GVVPT2 method has shown itself to provide a high level of accuracy

for difficult systems comparable to the Cu2O2+
2 core while still enjoying favorable scaling (i.e. N5,

where N is the number of basis functions). This task is accomplished while not suffering from

7



the well-known intruder state problem that vexes most of the other multireference perturbation

theories which possess similar scaling.

Despite the advantages of GVVPT2, it has been limited in the case of Cu2O2+
2 due to the

limitations of MCSCF. It was previously thought that a very large active space was required in

order to correctly describe transition metal complexes, for which MCSCF had a difficult time

converging. However, work recently conducted in our group by Dr. Patrick Tamukong showed that

a small valence picture active space can capture the important chemistry of transition metals.26,27

In these active spaces, it is assumed that the most important contributors to bonding are the MOs

derived from the valence shells of the participating atoms. Although atomic sub-shells just above

or below the valence may contribute, such contributions are generally minimal. These MOs are

often further partitioned into subspaces in which bonding and antibonding orbitals of the same

kind are in the same subspace (e.g., grouping pi orbitals together). An active space like this had

not been previously attempted in a calculation on Cu2O2+
2 . Using this valence picture, an active

space was developed as a starting guess and converged MCSCF results were obtained at a few

geometries. These results were then used to develop a numerically-based technique for active space

refinement that improves the active space in an iterative fashion (more detail of this technique is

given in Chapter 2). After several iterations, a stable active space that had excellent MCSCF

convergence behavior for the entire isomerization coordinate was obtained using both triple and

quadruple excitations. GVVPT2 was then run using those orbitals and compared to other, more

expensive methods.
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1.5 Structure of Dissertation

This dissertation continues with Chapter 2 laying the theoretical foundations followed by

an introductory section for the various methods used in the body of this work. The descriptions of

the methods are given in a way that highlights the advantages and disadvantages of each and shows

how they can be used together to gain chemical insight. Important methodological development

or manipulation that was useful for completing the work presented in this dissertation (e.g., active

space development) will also be discussed. In Chapter 3, the application of these methods in

gaining insight into the chemistry of various monomeric and dimeric arsenic oxides is presented.

The study was then extended in Chapter 4 to various antimony oxides in which relativistic effects

were required. The computational prediction of the catalytic degradation of lignin is presented in

Chapter 5. Lastly, the results obtained from the calculations of the isomerization of the biologically

and theoretically relevant system of Cu2O2+
2 as well as a description are presented in Chapter 6.

Finally, the overall conclusion and future directions are given in Chapter 7.
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2 METHODS OF ELECTRONIC

STRUCTURE

2.1 Theoretical Foundation

In order to understand and fully appreciate the results presented in this dissertation, the

development of computational protocols, and the manipulation of existing techniques presented in

later chapters, an introductory knowledge of the theoretical methodology must be provided. This

chapter is written in an effort to accomplish that goal. It is with that spirit that we shall begin with

one of the most important equations in all of quantum chemistry, the time-independent Schrödinger

equation. When written using bra–ket notation, it is given as

Ĥ|Ψ〉 = E|Ψ〉 (2.1)

It is with this equation, if correctly solved, all of the time-independent information about

the system in question can be obtained. Here, Ĥ is the Hamiltonian operator for electrons and
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nuclei interacting via Coulomb interactions, |Ψ〉 is the wave function of the system and E is the

corresponding energy of that system. |Ψ〉 can be thought of as an oracle of sorts, where if one could

figure out the ‘right question’ to ask, one would be able to find out any information one could ever

need to know about that system. Typically, we are most interested in finding the energy of the

system, but many other useful quantities can be found. The nonrelativistic Hamiltonian operator

for one particle, which corresponds to the total energy of the system, consists of a kinetic energy

operator, T̂ , and a potential energy operator, V̂ , and is given by

Ĥ = T̂ + V̂ = − ~
2m
∇2 + V(r) (2.2)

Here ~ = h/2π, m is the mass of the particle and ∇2 is the Laplacian operator. When the

Hamiltonian operator is expanded, applied to a system of M atoms and N electrons, and atomic

units (a.u.) are used (i.e., e2 = ~ = me = 1, energies are in Hartrees and distances are in Bohr

radii), Eq. 2.2 then becomes1

Ĥ = −
N
∑

i=1

1
2
∇2

i −
M
∑

A=1

1
2MA

∇2
A −

N
∑

i=1

M
∑

A=1

ZA

riA

+

N
∑

i=1

N
∑

j>i

1
ri j

+

M
∑

A=1

M
∑

B>A

ZAZB

RAB

(2.3)

The first and second terms represent the contributions from the kinetic energy operators for

the electrons and nuclei, respectively. The last three terms make up the potential energy operator

of the system in the form of the Coulombic attraction between electrons and nuclei, the repulsion

potential between electrons, and the repulsion potential between the nuclei, respectively. Here,

∇2
A, MA, and ZA denotes the spatial gradient, the ratio of the mass of the nucleus to the mass of

an electron, and the charge of nucleus A, respectively; and ∇2
i is the second spatial derivative of

electron i. Lastly, the three variables, riA, ri j, and RAB represent the distances between electron
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i and nucleus A, electrons i and j, and nucleus A and B. These interactions are each described

pictorially below in Figure 2.1 and are each described formally as

riA =
∣

∣

∣~riA

∣

∣

∣ =

∣

∣

∣

∣

~ri − ~RA

∣

∣

∣

∣

, (2.4)

ri j =
∣

∣

∣~ri j

∣

∣

∣ =
∣

∣

∣~ri − ~r j

∣

∣

∣ , (2.5)

RAB =

∣

∣

∣

∣

~RAB

∣

∣

∣

∣

=

∣

∣

∣

∣

~RA − ~RB

∣

∣

∣

∣

. (2.6)

Figure 2.1. Descriptions of various interaction variables in a system consisting of nuclei A and B

along with electrons i and j (Image taken from Szabo and Ostlund).1

As mentioned in Chapter 1, approximations must be taken in order to solve the Schrödinger

equation (Eq. 2.1) for anything larger than 1-electron hydrogen-like atoms. The most well-known

of these is the so-called Born–Oppenheimer approximation.28 The fundamental assumption behind

the Born–Oppenheimer approximation is that the motions of the electrons and of the nuclei can be
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separated. This is because the much slower speeds of the relatively massive nuclei can be approxi-

mated as stationary when compared to the relatively light and fast moving electrons. Therefore, the

electrons are thought of as moving in a stationary potential generated by the nuclei fixed at a given

geometry. This greatly simplifies the evaluation of the Schrödinger equation. An example of this

can be seen by considering the computation of the energy and wave function of ethanol with its 9

nuclei and 26 electrons. Without the Born–Oppenheimer approximation, the Schrödinger equation

becomes a partial differential eigenvalue equation with 105 variables to solve for, due to the three

spatial coordinates of each particle. However, with the Born–Oppenheimer approximation, the

problem can be divided into two separate, easier to solve partial differential eigenvalue equations

and combined later. This can be accomplished because the wave function of the electrons and the

nuclei can be treated separately from each other as

|Ψ〉 � |Ψel〉|Ψnuc〉 (2.7)

and the Hamiltonian, Eq. 2.3, can be modified by neglecting the second term, i.e., the kinetic

energy term of the nuclei, and the fifth term, i.e., the repulsion potential between the nuclei, is

considered constant. This is known as the electronic Hamiltonian and is given by

Ĥel = −
N
∑

i=1

1
2
∇2

i −
N
∑

i=1

M
∑

A=1

ZA

riA

+

N
∑

i=1

N
∑

j>i

1
ri j

(2.8)

Then, the electronic wave function and the corresponding electronic energy are determined

by the electronic Schrödinger equation, which can be written as
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Ĥel|Ψel〉 =
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∑
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|Ψel〉 = Eel|Ψel〉 (2.9)

where the electronic kinetic energy, the electron-nuclear attraction, and the electron-electron re-

pulsion have been denoted as T̂ el
i

, V̂
el,nuc

i,A , and V̂
el,el

i, j , respectively. Once Eq. 2.8 is solved, the total

energy of the system, Etot can be obtained by adding on the constant potential resulting from the

fixed nuclei to the electronic energy, Eel, giving

Etot = Eel +

M
∑

A=1

M
∑

B>A

ZAZB

RAB

(2.10)

Here, Etot can be thought of as the potential energy of the system at a given molecular

geometry. If Eq. 2.8 is solved at a sufficient number of geometrical points, the potential energy

surface that influences the motion of the nuclei will be obtained. This is useful in many ways

with respect to chemistry, e.g., when attempting to find equilibrium and transition state molecular

geometries or vibrational frequencies.

Unfortunately, Eq. 2.8 can only be solved exactly for a few very simple systems due to the

problematic term, V̂
el,el

i, j (i.e., the electron-electron repulsion term). Solving and approximating this

term in various ways in order to solve Eq. 2.8 has been much of the focus of quantum chemists

since the formulation of the Schrödinger Equation. These various approximations of Eq. 2.8,

which intrinsically hold various degrees of accuracy and computational efficiency, will be the focus

of the rest of the methods presented in this chapter.
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2.2 Hartree–Fock Approximation

It will serve us well to begin our discussion of the various ways to solve Eq. 2.7 by starting

at the same place most modern day computational calculations in quantum chemistry begin, the

well-known Hartree–Fock (HF) approximation.

One simple way to approximate V̂
el,el

i, j is to replace it with an average or mean electric field

generated by all of the other electrons in the system, V̂
el,el

i, j ≈ Vi(φ1, φ2, ..., φN). Therefore, instanta-

neous interactions of the electrons would be neglected and the electronic Hamiltonian for each elec-

tron along with the corresponding energy could then be separated. Similarly, the electronic wave

function, |Ψel(r1, r2, ..., rN)〉, would become merely the product of N one-electron wave functions,

∏N
i |φel(ri)〉. This mean-field approximation is known as the Hartree approximation. Through the

use of these ‘Hartree products,’ the electronic Schrödinger equation becomes

Ĥel|Ψel〉 =
N
∑

i=1















T̂ el
i +

M
∑

A=1

V̂
el,nuc

i,A + V̂i(φ1, φ2, ..., φN)















N
∏

i

|φel
i (ri)〉 =

N
∑

i

Ei

N
∏

i

|φel
i (ri)〉 = Eel|Ψel〉

(2.11)

However, there a serious problem in the Hartree approximation that is unaddressed at this

point. It does not account for the Pauli exclusion principle or, more generally, the antisymmetry

principle. Electrons are fermions, meaning a wave function of electrons must be antisymmetric

with respect to interchange of any set of spin and space coordinates, denoted as x = {r, ω}. In this

notation, r corresponds to the three spatial degrees of freedom and ω represents the spin coordinate

(i.e., spin α or spin β).
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When including the spin, the Hartree product of orbitals changes from the exclusively

spatial orbital form, φel(ri), into spin orbitals, χel(xi), then we have

Ψel(x1, x2, ..., xN) = χel
i (x1), χel

j (x2), ..., χel
k (xN) (2.12)

In order to satisfy the antisymmetry principle the relation,

Ψel(x1, x2) = −Ψel(x2, x1) (2.13)

must be obeyed. This is accomplished through the use of the so-called Slater determinant. It is the

inclusion of Slater determinants that moved the Hartree approximation into what is now known as

the Hartree–Fock approximation. A Slater determinant is a determinant of spin orbitals, and, for a

system of N electrons, it can be written as

Ψel(x1, x2, ..., xN) =
1
√

N!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

χ1(x1) χ2(x1) ... χN(x1)

χ1(x2) χ2(x2) ... χN(x2)

...
...

. . .
...

χ1(xN) χ2(xN) ... χN(xN)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(2.14)

where the factor 1√
N!

is the normalization factor. The rows of the determinant are labeled by

electron coordinates and the columns are labeled by the spin orbitals. Therefore, if two rows are

interchanged, it would be as if the coordinates of two electrons were interchanged. Due to the

mathematical nature of the determinant, this would change the sign of the wave function, resulting

in satisfaction of the requirements of the antisymmetry principle. Furthermore, if two electrons

with the same coordinates occupy the same spin orbital, there would be two equal columns in the
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determinant, making the determinant equal to zero. This representation fully satisfies the Pauli

exclusion principle.1 By this representation, as an example, the Hartree–Fock wave function for a

simple two electron system is given as

Ψel(x1, x2) � ΨHF(x1, x2) =
1
√

2!

[

χ1(x1)χ2(x2) − χ1(x2)χ2(x1)
]

(2.15)

Typically, in the HF approximation, the electronic Hamiltonian is written as

Ĥel =

N
∑

i=1

[

h(i) + V̂i(φ1, φ2, ..., φN)
]

=

N
∑

i=1

[

h(i) + vHF(i)
]

=

N
∑

i=1

f̂i (2.16)

where f̂i is the Fock operator, vHF(i) is the average potential experienced by the ith electron due

to the electric field from the rest of the electrons, which includes both the classical Hartree term

and the so-called exchange term that takes into account antisymmetry, and h(i) is a Hamiltonian

containing only one-electron terms, given by

h(i) = −1
2
∇2

i −
M
∑

A=1

ZA

riA

(2.17)

In the work presented in this dissertation, the HF method was used to obtain a starting

guess of the MOs from the AOs. The MOs would then be used in some higher levels of theory to

generate a more accurate description of the system. In practice, the MOs are obtained as a linear

combination of basis functions to describe the AOs, which are typically Gaussian-type functions

centered around the atoms.1 Thus, the optimized MOs, denoted by ψi, are given by

ψi =

n
∑

µ=1

Cµiφµ (2.18)
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where φµ is the µth basis function and n is the total number of the basis functions in the basis

set. The way that the HF method obtains the MOs is by iteratively minimizing the energy, EHF ,

where each iteration results in a new, more correct value of the coefficients, Cµi. They are then

used to update the HF wave function for the next iteration. The iterations continuously improve

the energy until the change in energy with respect to the change in the coefficient, Cµi, is negligible.

This method, in which the HF equation is solved, is called the self-consistent field (SCF) method.

When fully converged, the resultant MOs can be a reasonable starting guess for further post-HF

calculations. This minimization process is an example of the variational method. The variational

theorem states that the energy of an approximate wave function is always larger than the true

energy. The HF energy, when the wave functions are normalized, is calculated by

EHF = 〈ΨHF |Ĥel|ΨHF〉 (2.19)

There are two ways the HF approximation can handle spin: unrestricted Hartree–Fock

(UHF) and restricted Hartree–Fock (RHF). The type used in this dissertation is RHF, where the

same set of spatial orbitals are used to describe two electrons that possess opposite spins. Though

the HF method is computationally inexpensive and can give adequate starting estimates for MOs,

neglecting electron correlation can lead to large deviations from experimental results. There have

been a number of approaches developed in an attempt to overcome this limitation, collectively

these methods are known as post-HF methods. These methods have been formulated in a way to

include electron correlation into the wave function. One of these approaches, 2nd order Møller-

Plesset perturbation theory (MP2),10 treats correlation as a perturbation of the HF wave function,

and a summary of that method is given below.
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2.3 Second Order Møller–Plesset Perturbation Theory

Møller–Plesset (MP) perturbation theory improves on the Hartree–Fock method by adding

electron correlation effects by means of Rayleigh-Schrödinger (RS) perturbation theory using an

unperturbed Hamiltonian of Slater determinants and one-electron energies. In practice, this per-

turbational correction is usually to second order, i.e., MP2. MP2 is considered the simplest and

computationally least expensive ab initio method for including electron correlation effects.29,30 In

the work presented in this dissertation, MP2 was used to take the HF solution, including the ba-

sis set and molecular geometry information, and create a rough estimate of the unoccupied MO’s

energy and give the relative occupancies of the occupied MOs (i.e., it gives natural orbitals). This

information was then used to develop an active space, i.e., the MOs which are considered as the

most chemically relevant.

In MP2, rather than approaching the system variationally, like the HF treatment of orbitals,

the total Hamiltonian of the system is expanded into two parts. The first part, Ĥ0, is called the

zero-order term, while the second part, λV̂ , is called the perturbation term. The form of the MP

Hamiltonian is then

Ĥ = Ĥ0 + λV̂ (2.20)

where λ is an arbitrary real parameter between 0 and 1 and Ĥ0 is given by

Ĥ0 =

N
∑

i=1

[

h(i) + vHF(i)
]

(2.21)
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and the perturbation, V , is given by

V =

N
∑

i< j

1
ri j

−
N
∑

i=1

vHF(i) (2.22)

MP perturbation theory is a special case of RS perturbation theory. In RS perturbation

theory the perturbed wave function and perturbed energy are expressed as a power series in λ. The

perturbed wave function of the system is

Ψ = lim
n→∞

n
∑

i=0

λiΨ(i) (2.23)

and the perturbed energy of the system is given as

E = lim
n→∞

n
∑

i=0

λiE(i) (2.24)

When Eqs. 2.21, 2.23 and 2.24 are substituted into the time-independent Schrödinger equa-

tion (Eq. 2.1), a power series representation of the equation is obtained,

(

Ĥ0 + λV̂
)















lim
n→∞

n
∑

i=0

λiΨ(i)















=















lim
n→∞

n
∑

i=0

λiE(i)





























lim
n→∞

n
∑

i=0

λiΨ(i)















(2.25)

where n → ∞ and λi corresponds to a ith-order perturbation. In the case of MP2, i = 2 for the

energy term (second order energy), but the first order perturbed wave function.

Since the Hartree–Fock Slater determinant, |Ψ(0)
0 〉, is an eigenfunction of Ĥ0, we have

Ĥ0|Ψ(0)
0 〉 = E

(0)
0 |Ψ

(0)
0 〉 (2.26)
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where the corresponding zeroth-order energy eigenvalue is given by

E
(0)
0 =

∑

i

εi (2.27)

in which εi is the orbital energy of the ith electron. The first-order correction to the energy of the

system is given by

E
(1)
0 = 〈Ψ0|V̂ |Ψ0〉 (2.28)

and after the expression for V̂ , given in Eq. 2.22, is substituted in we have

E
(1)
0 = 〈Ψ0|

∑

i< j

1
ri j

|Ψ0〉 − 〈Ψ0|
∑

i

vHF(i)|Ψ0〉 (2.29)

It is now useful to introduce a shorthand notation for two types of integrals over spin orbitals

in which square brackets are used.

[

i|h| j
]

≡
∫

dx1χ
∗
i (1)h(r1)χ j(1)) (2.30)

where the integration variable xi denotes both the spatial and spin coordinates of electron i, as

mention above, and ri denotes only the spatial part, which is used here because we are assuming

the Hamiltonian does not depend on spin. For a two-electron operator we have

[

i j|kl
]

≡
∫

dx1

∫

dx2χ
∗
i (1)χ j(1)

1
r12
χ∗k(2)χl(2) (2.31)

Using this notation and the relation
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〈Ψ0|
∑

i< j

1
ri j

|Ψ0〉 =
1
2

∑

i

∑

j

([

ii| j j
]

−
[

i j| ji
])

(2.32)

Eq. 2.29 becomes

E
(1)
0 =

1
2

∑

i

∑

j

([

ii| j j
]

−
[

i j| ji
])

−
∑

i

[

i|vHF(i)| j
]

(2.33)

and since the expectation value of vHF(i) is given by

∑

i

[

i|vHF(i)| j
]

=
∑

i

∑

j

([

ii| j j
]

−
[

i j| ji
])

(2.34)

it simplifies to give the first-order energy

E
(1)
0 = −

1
2

∑

i

∑

j

([

ii| j j
]

−
[

i j| ji
])

(2.35)

Note that when E
(0)
0 and E

(1)
0 are summed together, the HF energy, EHF

0 is simply obtained. Thus,

in order to obtain the needed correlation energy, second-order or higher is needed.

The second-order correction to the energy of the system is given by

E
(2)
0 =

∑

n

∣

∣

∣〈Ψ0|V̂ |Ψn〉
∣

∣

∣

2

E
(0)
0 − E

(0)
n

(2.36)

where |Ψn〉 is a Slater determinant corresponding to an excited electron configuration relative to

the HF reference state. Only a double excitation determinant, |Ψab
i j
〉, yields a non-zero contribution

to the energy with
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〈Ψ0|
∑

i< j

1
ri j

|Ψab
i j 〉 =

[

ia| jb
]

−
[

ib| ja
]

(2.37)

The zero-order energy eigenvalue of the doubly excited determinant is E
(0)
0 − εi − ε j + εa + εb, i.e.,

Ĥ0|Ψab
i j 〉 = (E(0)

0 − εi − ε j + εa + εb)|Ψab
i j 〉 (2.38)

Therefore, the second-order energy correction is given by

E
(2)
0 =

∑

i< j

∑

a<b

∣

∣

∣

∣

〈Ψ0|
∑

i< j
1
ri j
|Ψab

i j
〉
∣

∣

∣

∣

2

εi + ε j − εa − εb

=
∑

i< j

∑

a<b

∣

∣

∣

[

ia| jb
]

−
[

ib| ja
]

∣

∣

∣

2

εi + ε j − εa − εb

(2.39)

The MP2 energy can then be written as

EMP2
0 = E

(0)
0 + E

(1)
0 + E

(2)
0 = EHF

0 + E
(2)
0 (2.40)

The type of MP2 used in this dissertation is known as Restricted Second Order Møller–

Plesset Perturbation Theory (RMP2) where the same set of spatial orbitals are used to describe two

electrons that possess opposite spins. RMP2 provides an initial approximation of the MOs in the

form of what is known as natural orbitals (NOs) in its output. These NOs give values ranging from

2.00-0.00, where a NO with a value of 2.00 would correspond to an MO that is always doubly

occupied and a NO with a value of 0.00 would correspond to an MO that is never occupied. The

NOs generated from the RMP2 calculations are helpful in devising the active spaces used in later,

higher level calculations.

Since RMP2 is a single-reference method, only a single ground state electron configuration

can be well described, thus not accounting for static electron correlation. However, this limitation
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can be addressed through the use of other post-HF methods, such as the multiconfigurational self-

consistent field (MCSCF) method. MCSCF includes static electron correlation by expanding the

wave function in terms of a linear combination of Slater determinants rather than a single Slater

determinant. MCSCF can also serve as a reference for multireference methods and require the use

of what is known as an active space. MCSCF, active spaces, and macroconfigurations are described

in the next section.

2.4 Multiconfigurational Self-Consistent Field Theory,

Active Spaces, and Macroconfigurations

MCSCF is a multiconfigurational/multireference method since several electron configura-

tions are considered important rather than just one. This is accomplished through the inclusion of

many Slater determinants to describe the ground and possibly low-lying excited state of a system

rather than just a single Slater determinant, which was the approach that the previous methods dis-

cussed have used. In the presented work of this dissertation, MCSCF was used to refine the MOs

and energies obtained from RMP2.

Though there are some systems which can be reasonably described through the use of

single-reference methods (i.e., where Hartree–Fock is a decent zero-order approximation from

which correlation energies can be calculated), there are many cases where a single-reference de-

scription is inadequate to capture the correct chemistry. Processes such as bond breaking and form-

ing as well as many excitations of the electronic state of an atom or molecule require multireference
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methods. This is because the HF Slater determinant may no longer dominate the system’s wave

function due to other important electronic configurations. Several well-known examples where a

single-reference description fails are: diradicals, unsaturated transition metals, excited states and

often transition states. In these cases, the use of a HF wave function as a reference fails to pro-

duce sufficiently accurate results, thereby causing subsequent higher-level, but still approximate,

methods to produce inaccurate results. Therefore, a multiconfigurational method is needed to gen-

erate a reference wave function which can be used by a multireference perturbation theory, such

as GVVPT2. This is particularly true for the work presented in this dissertation, since many of

the systems involve the formation and breaking of one or more bonds and many of the molecules

considered are transition state structures. The MCSCF method has shown itself to be an excellent

way to generate a multireference wave function, the general form of which is given by

|ΨMCS CF〉 =
∑

I

AI |ΦI〉 (2.41)

where AI are the corresponding configuration mixing coefficients of the Ith configuration state

function (CSF), ΦI , which is given by

ΦI = AI















∏

i∈I
ψi















(2.42)

CSFs are linear combinations of Slater determinants that transform as an eigenfunction of S2.

The difference in the arrangement of electrons in the MOs, ψi, and the spin-coupling dif-

ferentiate one electronic configurations from another, where ψi was given earlier in Eq. 2.18 as a

linear combination of basis functions. It is worth noting that in MCSCF the configuration mixing

coefficients, AI , as well as the MO expansion coefficients, Cµi, are variationally optimized. As
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will be seen later on, this is a strategy different from that of other methods (e.g., configuration

interaction (CI)), where only the configuration mixing coefficients are optimized.

Unlike HF and MP2, a user defined active space is required when a MCSCF calculation

is conducted. The active space (or model space) dictates which MOs and electron configurations

are most important to the chemical activity of the system. There are two widely used approaches

to include multiple electron configurations in the chosen active space MOs, the complete active

space SCF (CASSCF)8 approach and the restricted active space SCF (RASSCF).9 In CASSCF the

valence electrons are distributed in all possible ways among MOs in the active space. However, this

can be very computationally expensive, since the number of configuration state functions (CSFs)

rapidly increases with the number of active MOs. In RASSCF, a smaller set of CSFs can be

obtained by restricting the number of electrons in certain orbital groups. More specifically, the

orbitals in a RAS model space are broken up into three categories: orbitals with a limited number

of vacancies (i.e., holes), fully active orbitals and orbitals with a limited number of electrons in

the CSFs used to build up the multiconfigurational wave function. CASSCF and RASSCF are

compared below in Table 2.1.

Rather than being limited to a CAS-type or a RAS-type active space, the work in this dis-

sertation used what is known as the macroconfiguration approach developed in our group.31 In

the macroconfiguration approach, the construction of chemically relevant, physically reasonable

and relatively compact model spaces can be achieved. This method provides far more efficient

treatment of chemically relevant configurations than CAS-type active spaces while providing even

more flexibility than RAS-type active spaces. By using the macroconfiguration approach, when

the active space and excitations are set up by the user in a chemically reasonable way, methods

like MCSCF, MRCISD and GVVPT2 are sped up considerably while still enjoying the high-level
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Table 2.1. Comparison of the orbital classifications for CASSCF and RASSCF.
DESCRIPTION CASSCF RASSCF DESCRIPTION

All orbitals have
occupations of 0

EXTERNAL EXTERNAL
All orbitals have
occupations of 0

Active Space:

Orbitals may
have occupation

number from 0 to 2

CAS

RAS3

Active Space:

Orbitals may have occupation
number from 0 to 2, but there

cannot be more than n electrons

RAS2
Active Space:

Orbitals may have occupation
number from 0 to 2, just like CAS

RAS1

Active Space:

Orbitals may have occupation
number from 0 to 2, but there
cannot be more than n holes

Frozen Core:

All orbitals have
occupations of 2

INACTIVE INACTIVE
Frozen Core:

All orbitals have occupations of 2

post-HF accuracies that these methods are capable of. With this approach, the user is enabled

to construct truncated configuration spaces, which describe the static electron correlation while

still providing good references for obtaining a proper description of the dynamic electron corre-

lation. This can be accomplished due to the macroconfiguration approach’s excellent systematic

flexibility.

Generally, when considering a fixed partitioning, N = (N1,N2, ...,Ng) of N electrons in g

disjoint orbital groups {G1,G2, ...,Gg}, the corresponding macroconfiguration is given by

κ(N) : {GN1
1 ,G

N2
2 , ...,G

Ng

g } (2.43)

Rather than giving the occupancies of separate orbitals as in a conventional electron con-

figuration, a macroconfiguration specifies occupation numbers of fixed groups. Here the user can

choose both the number of groups and which orbitals are in each group. The user is also able to
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specify which occupancies they would like to consider in each group. In MCSCF-type schemes,

when based on macroconfiguration descriptions of configuration spaces, the adequate treatment of

static electron correlation effects for all states considered can be accomplished without suffering

from the steep scaling of CASSCF.

Whether the macroconfiguration approach is used or not, MCSCF still has a few drawbacks.

It requires a computationally intensive iterative procedure which is highly dependent upon the

specified model space. This procedure will fail for sufficiently complex systems using certain

model spaces. Many times, MCSCF has even taken longer to finish than higher-level methods that

use MCSCF results as a starting point. This has led our group to experiment with other alternative

methods to generate starting guesses for the MOs; one such method that was recently developed

was to use DFT orbitals as a starting point. This will be discussed later in this chapter in the DFT

section. The other important drawback of MCSCF is that it is generally only able to account for

static electron correlation, thus missing a crucial amount of dynamic electron correlation energy.

In order to accurately and effectively characterize the species studied in the work presented in this

dissertation, dynamic electron correlation must be accounted for. This can be done very effectively

and efficiently through the use of a method developed in our research group, GVVPT2, which is

described below.

2.5 Second-Order Generalized van Vleck Perturbation

Theory
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Second-Order Generalized Van Vleck Perturbation Theory (GVVPT2) is a multireference

perturbative method developed by Dr. Hoffmann’s group.13,14,32 In GVVPT2 the MCSCF wave

function, which is generally only able to account for static electron correlation, can be used as the

zeroth-order wave function. Then, through a perturbative treatment, dynamic electron correlation

is added to the MCSCF wave function while still allowing the static electron correlation to be

accounted for. It is worth noting that recently GVVPT2 was also shown to produce good results

when starting with DFT orbitals.? Hoffmann2015)

Besides GVVPT2, dynamic electron correlation can be added onto the MCSCF wave func-

tion by other methods as well. The multireference configuration interaction including single and

double excitations (MRCISD) method is one such method and is known to be highly accurate and

it makes for a great benchmarking tool when the systems are small enough. However, MRCISD

scales as approximately N6, where N is the number of basis functions (i.e., a calculation twice as

large takes 64 times longer to complete).1 Thus, it is considered computationally expensive and is

typically only used on relatively small systems, e.g., composed of a few atoms when a potential en-

ergy surface is needed. In this dissertation, MRCISD was used to confirm the validity of GVVPT2

results, and will be described in further detail later in this chapter.

There are techniques like multireference perturbation theory (MRPT) or quasidegenerate

perturbation theory (QDPT), which are significantly more computationally efficient, since they

scale as approximately N5 (i.e., a calculation twice as large takes 32 times longer to complete).

However, these methods have drawbacks, most notably by what is known as the “intruder state”

problem. This problem occurs when the energy of an excited configuration is comparable to that

of the zeroth-order wave function. This results in a denominator of the perturbative correction

having a value close to zero, thus causing a highly divergent behavior in the potential energy
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curve. Because of this “intruder state” problem and the complexity of their removal, the general

applicability of MRPT and QDPT methods have been limited.

GVVPT2, however, is able to generate smooth potential energy surfaces, similar to the

MRCISD method, while still retaining the scalability of MRPT and QDPT (i.e., as approximately

N5).13 GVVPT2 is considered to be of the “diagonalize-then-perturb-then-diagonalize-again” vari-

ant of multireference perturbation theory and it is also an intermediate Hamiltonian variant of

QDPT, making it a subspace selective method. It is worth noting that intermediate Hamiltonians

have been shown to be a useful framework in a variety of both multireference (or quasidegenerate)

perturbation and coupled cluster theories,12,33–40 and they are seeing continued use and develop-

ment.

In GVVPT2, a configuration space, L, that is used to describe the states of interest contains

an expansion of the set of target wave functions,

|~ΨP〉 =
{

|Ψ1〉, |Ψ2〉, ..., |ΨNP
〉
}

(2.44)

where NP is the number of the low-lying electronic states of interest. The reference space, L, is

partitioned into two subspaces: (i) the model space, LM, and (ii) the external space, LQ. The model

space, LM (where the dimension of LM > NP), is usually of the MCSCF-type (i.e., it generally

coincides with the MCSCF space). It describes, semi-quantitatively, the most important configu-

rations needed to describe the state(s) of interest and is further divided into two subspaces: (i) the

primary subspace, LP, and (ii) the secondary subspace, LS .

The primary subspace is composed of a small set of reference functions (e.g., one or more

MCSCF CI vectors or MCSCF wave functions), {ΦP}NP

P=1, which involve internal (doubly occupied
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core plus active) orbitals and are used to generate the LM space. The secondary subspace, LS , is

the orthogonal complement to LP in the model space, so

LM = LP ⊕ LS (2.45)

The external space, LQ, is composed of electron configurations that are connected to and

obtained from the model space, LM, through single and double electron excitations. In order to

generate external configurations that can be expected to have only a perturbative effect on the

lowest MCSCF states of interest, they need to be energetically well separated, which requires a

physically reasonable MCSCF model space. It is also worth noting that the possible problem of

quasidegeneracy between the secondary subspace, LS , and the external subspace, LQ, is entirely

avoided in the GVVPT2 method.12,33,41 The way in which the GVVPT2 method takes into account

the interactions of the perturbed primary states in LP with the unperturbed secondary states in LS

is by a final diagonalization of the effective Hamiltonian, He f f , (which is the same size as the

MCSCF matrix) over the entire model space, LM. This allows for the effects of dynamic electron

correlation on the static electron correlation part. A graphical representation of this process, in

which the Hamiltonian matrix is shown as a box divided up into its various parts, is given in

Figures 2.2a and2.2b.

To gain a deeper understanding of the workings of the GVVPT2 method, consider a more

general construction of an effective Hamiltonian in which the P-Q interactions are taken into ac-

count to the first-order in the system’s wave function using a non-diagonal variant of QDPT41

where the block-diagonal part of the Hamiltonian matrix in the LM space is considered as the

unperturbed Hamiltonian, given by
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(a) (b)

Figure 2.2. The Hamiltonian matrix represented as a box. (a) The HMM matrix has a small number
of electron configurations and neglects dynamic correlation while the full H matrix has
a large number of configurations and includes dynamic correlation. (b) By a final di-
agonalization, dynamic electron correlation is included into H

e f f

MM
by the contributions

from HQM and HMQ while only the diagonal elements of HQQ are kept.

H0 = PHP + QHQ (2.46)

and the off-diagonal block is considered as the perturbation, given by

V = PHQ + QHP (2.47)

Then the expressions for the second-order perturbatively corrected Hamiltonian matrix,

i.e., the intermediate effective Hamiltonian matrix, H
e f f

MM
, is given in the model space LM as

H
e f f

PP
= HPP +

1
2

(

HPQXQP + X
†
QP

HQP

)

, (2.48)
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H
e f f

S P
= HS QXQP, (2.49)

H
e f f

S S
= HS S . (2.50)

In the above equations, the elements of the anti-Hermitian matrix, XQP, (i.e., the P-Q rota-

tional parameters) determine the contributions from the external CSFs to the final wave function.

Without further approximation the P-Q rotation parameters satisfy the system of linear equations

(

HQQ − EP
0

)

XQP = −HQP (2.51)

where P ∈ [1,NP] (i.e., P a member of the primary space), and {EP
0 = 〈ΦP|H|ΦP〉}NP

P=1 are the

corresponding energies of the reference states, i.e., the MCSCF energies within the LM space.

However, in GVVPT2, the above second-order QDPT basic equations are approximated further,

since they are block-diagonal and scale approximately as N6. However, in accord with true QDPT

methods, the effects of the secondary states in LS on the perturbed primary states in LP is allowed

by H
e f f

S P
= HS QXQP. This is not the case in several other widely used multireference second-order

perturbation methods, e.g., MRPT2,42 CASPT243 and MCQDPT.44 It has been shown that these

effects can be important, though they are usually small.13

In the GVVPT2 method, as mentioned above and shown in Figure 2.2b, the off-diagonal

matrix elements of the HQQ matrix are discarded. The required diagonal elements, Hqq − EP
0 of the

matrices
(

HQQ − EP
0

)

are also approximated.11,45 This could be done with conventional, Møller-

Plesset-type, one-electron Hamiltonians,
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(

Hqq − E
p

0

)

≈ εp
q − ε

p

0 . (2.52)

In many cases, this approximation works well. However, in some cases the above men-

tioned “intruder states” problem would occur, where the difference εP
q − εP

0 would be small and in

some cases, even negative. This issue was overcome in GVVPT2;13 “intruder state” are no longer

a problem and smooth potential energy surfaces (PES) can be obtained even when two surfaces

are quite close to one another. This was accomplished through the use of what could be called

stabilized perturbation theory where the rotational parameter, Xqp, can be calculated by

Xqp = −
tanh
(

ε
p
me
− Ẽ

p

0,me

)

ε
p
me
− Ẽ

p

0,me

Hqp (2.53)

where Ẽ
p

0,me
is the degeneracy-corrected zero-order energy of the pth primary state and me repre-

sents a given external configuration. Thus, all external CSFs that are created by a given external

configuration, me (which possesses degenerate energy εp
me

), are considered simultaneously. More

specifically, Ẽ
p

0,me
is given by

Ẽ
p

0,me
=

1
2

(

ε
p
me
− εp

0

)

+
1
2

√

(

ε
p
me
− εp

0

)2
+ 4
∑

q∈me

H2
qp. (2.54)

These new Xqp parameters are continuous for all regions of the PES regardless of how small

the difference εp
q−εp

0 becomes. It is worth noting that where εp
me
≫ ε

p

0 , Eqs. 2.53 and 2.54 reduce to

the same result as the original theory (Eq. 2.52), yet where εp
me
≤ εp

0 , Eqs. 2.53 and 2.54 give small

finite rotation parameters and small negative contributions of the “intruder states” to the correction

energy of a given primary state. Thus, the “intruder state” problem is not an issue with GVVPT2,
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while it still possesses a lower computational cost than MRCISD with a scaling of approximately

N5. This gives GVVPT2 excellent prospects and it is particularly useful for complicated chemical

systems. GVVPT2 can give information on the occupancies of the MOs and the multireference

character of the systems studied while costing significantly less than other methods of comparable

accuracy. Thus GVVPT2 was a natural choice for the flagship method used in the work presented

in much of this dissertation.

It is important to note that GVVPT2, in a similar way to MCSCF and MRCISD, is sen-

sitive to the user-specified active space, so a reasonably accurate, chemically intuitive description

is required. GVVPT2 does not have any restrictions on the model space that can be used and

both complete and incomplete model spaces are supported. The construction of a well-balanced

model space is known to be the main challenge when using multireference methods like GVVPT2.

Fortunately, the macroconfiguration approach, described earlier,31 is available and it can provide

significant aid in this challenge.

In GVVPT2, as well as in other similar multireference methods, the use of the macro-

configuration approach enables: (i) the use of chemical intuition in constructing compact model

spaces and in generating external spaces; (ii) the elimination of the need to store large lists of

external configurations with subsets of such configurations efficiently regenerated during the cal-

culation; and (iii) a drastic decrease of the number of configuration pairs that must be explicitly

calculated, because of the screening of the effective Hamiltonian matrix blocks corresponding to

non-interacting macroconfiguration pairs. Therefore, the macroconfiguration approach was used

in the construction of the active spaces used in GVVPT2.
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2.6 Multireference Configuration Interaction with Singles

and Doubles

As mentioned earlier MRCISD is a highly accurate multireference method that can be

used to add dynamic electron correlation to a MCSCF wave function. MRCISD adds dynamic

electron correlation by substituting occupied orbitals with virtual orbitals in the individual CSFs.

The SD part of MRCISD is a specification of the truncation of the expansion space to single and

double substitutions (SD) which is usually required due to the steep increase in the number of

CSFs as you approach what is known as full configuration interaction (FCI), and consequently

the computational cost. In fact, FCI scales as N!, so it can only ever be used on the simplest of

systems. The SD of MRCISD corresponds to single and double excitations from the occupied

reference CSFs to the unoccupied virtual CSFs. For a |Φ0〉 corresponding to a MCSCF wave

function, the FCI wave function can be expanded out as

|Φ0〉 = c0|Ψ0〉 +
occ.
∑

i

vir.
∑

r

cr
i |Ψr

i 〉 +
occ.
∑

i< j

vir.
∑

r<s

crs
i j |Ψrs

i j 〉 +
occ.
∑

i< j<k

vir.
∑

r<s<t

crst
i jk|Ψ

rst
i jk〉 + · · · (2.55)

where the i, j, k,... indices represent occupied orbitals that electrons are being excited from and r,

s, t,... indices represent unoccupied virtual orbitals that electrons are being excited to. When this

FCI wave function is truncated at the second term, it becomes the MRCISD wave function. This

can be seen by looking at the FCI matrix given below in Figure 2.3.

Though MRCISD scales relatively steeply at N6, it is highly accurate and gives excellent

results for systems small enough to be computationally feasible. Therefore, it works well as a
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Figure 2.3. Schematic representation of the FCI matrix. Here it is explicitly showing up through
triple excitations, but in general, it continues to the right and down till all possible
excitations are accounted for. The location that the FCI matrix is truncated to get
MRCISD is shown by the red box. Drawing is not to scale.

method to compare and validate results with other methods on smaller test case calculations, which

then allows the extrapolation from the test calculations onto larger systems with the method that

was validated. This is a particularly useful strategy when the larger systems are too large for

MRCISD to handle, yet the validated method can handle them. This is the way in which MRCISD

is used in the work presented in this dissertation. It will be seen in Chapters 3 and 4 when it is used

to validate GVVPT2 results as needed.
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2.7 Choice of Active Space

One area that is particularly important to the work presented in this dissertation is the

development of active spaces. The general challenge when developing an active space for a given

system is that the balance must be found in the overall size. It must be large enough to capture

all the necessary chemistry, yet it must be small enough to retain computational feasibility. This

can be quite challenging for any given case, e.g., a single point energy calculation, but when

dealing with isomerization or reaction coordinates, it gets considerably more complex. In the work

presented in this dissertation this was a huge challenge and it was only accomplished through

multiple iterations.

In the arsenic oxide project presented in Chapter 3, the active spaces had the extra require-

ment to fit the above described criteria while also needing to work equally well for all the isomers

considered along relatively complex reaction pathways. Many different active spaces were devel-

oped using various strategies which will be described below. There were also significant challenges

in the infant stages of the Cu2O2+
2 project, presented in Chapter 6, which was so problematic that

we ended up having to bench the study for several years until recently. This was due to a vary-

ing degree of biradical character and a rapidly changing degree of dynamical and static electron

correlation effects along the isomerization coordinate. Therefore, the chosen active space needs to

adequately describe very different chemical environments while still remaining small enough to be

computationally practical.

Finally, another type of challenge arose in the work presented in this dissertation. When

dealing with a large molecule that needs a high-level, multireference method, the difficult choice
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of an active space becomes considerably more challenging. This is due to the fact that only a

small subset of orbitals that appears necessary to adequately describe the chemistry can be realized

because of severe system size constraints. This happened in the arsenic oxide project and may

need to be addressed in the extensions of the antimony project as well (Chapter 4). Originally a

sophisticated high-level single-reference method, CR-CC(2,3) was thought to provide calibration

for our GVVPT2 results. However, the arsenic oxides proved to have a high degree of multi-center

bonding character, necessitating the use of a more flexible high-level multireference method like

MRCISD to validate the GVVPT2 results against. The difficulty arose in trying to reduce the active

space from a single and double (SD) excited (28e,20o) active space (where the common notation of

“e” standing for electrons and “o” for orbitals is used) down to a much smaller SD excited (6e,6o)

active space, while still accounting for all the important chemistry.

Though a lot of active space development is through trial and error, there are several tech-

niques that can aid in the development of good active spaces. One such technique is just the straight

forward use of HF+RMP2, in which the natural orbitals printed out in the RMP2 output file will

give the computed approximate occupancies of the orbitals. When using this technique, it is useful

to make a balanced active space, choosing a similar number of mostly occupied and mostly un-

occupied orbitals. Many times there will be natural divides that can be seen in orbital occupation

rather than a smooth increase or decrease in occupancy of the orbitals. These places have those

sharp changes to occupancies for chemical reasons, so they many times will give a good active

space. This point leads naturally into another technique that takes more time to develop a sense

for.

One of the most important things to consider when constructing an active space is the

chemistry that is attempting to be described. It is here that years of well-developed chemical
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intuition can be highly advantageous. Fortunately, such intuition can be developed, it just takes

time and practice of working with many difference chemical species. This technique is what guided

us to our current successful active space for the arsenic oxide series.

Another important protocol that is available to users of UNDMOL is a highly customiz-

able orbital partitioning scheme through the use of macroconfigurations. Sometimes there will be

several groups of orbitals that should be considered rather than just previously mentioned “mostly

occupied” and “mostly unoccupied” groups. Sometimes it is advantageous to break up orbitals fur-

ther into groups based on symmetry or spatial arrangement. An example of this would be what we

used at one time to break up the active space for Cu2O2+
2 where the orbitals were partitioned based

on whether they were in-plane or out-of-plane from the plane that intersected each of the atoms in

the molecule. Macroconfigurations can be used to specify how many electrons each orbital should

have excited to and from, vide supra. This gives a lot of power in the hands of the user to make

an active space that is too large for a CAS, or even SD, into a something far more manageable by

only considering the excitations and occupancies that are most important.

Another technique that can be used is flexibility in the use of the active core orbitals for

GVVPT2 and MRCISD. This allows the user to have a smaller active space at the MCSCF level

by putting low-lying orbitals, which may partially contribute to the chemical activity of a species,

into the frozen orbitals while still giving them a correlated treatment at the GVVPT2 or MRCISD

levels. This can speed up the MCSCF calculation and even improve overall results in the right

situation.

In the case that was mentioned earlier about significantly truncating an active space, e.g.,

in order to run MRCISD on a large molecule, the technique that was used in this dissertation

involved a few steps. First, a MCSCF+GVVPT2 calculation should be run with the larger active
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space. Then, the printed out configurations for the GVVPT2 calculation will give weights of

each configuration. Typically if there is a weight that is more than ± 0.04 then it constitutes an

important enough configuration that it should be in the active space. Once those are all identified,

the variable occupancy orbitals should be located within the configurations. In order to develop a

minimal active space, the orbitals that have the most hole/excited electron activity should be used.

Again, as in the first technique described, it is important to strive for a balanced active space.

Another recently developed technique that has proven useful for transition metals was dis-

covered by Patrick Tamukong, who showed that a small valence picture active space can still cap-

ture the important chemistry.26,27 The traditional active spaces types (for MO based calculations)

rely on a Hartree–Fock MO picture, which the group has demonstrated success in describing or-

ganic molecules as well as other main group systems. However, the active spaces that were found

to work well for transition metals were based on valence bond theory (similar to a generalized

valence bond (GVB) picture). Here, the chemical bonding results from overlap of atomic orbitals,

which are many times hybridized prior to bonding in order to satisfy geometry constraints. These

types of active spaces also assume that the most important contributors to bonding are the MOs

derived from the valence shells of the participating atoms. Certainly, atomic sub-shells just above

or below the valence may contribute, but such contributions are generally minimal. However, these

MOs are then further partitioned into subspaces in which bonding and anti-bonding orbitals of the

same kind are in the same subspace. The last step would then be to include those atomic sub-shell

orbitals just below the valence MOs into the active core subgroup for the GVVPT2 and MRCISD

calculations. This type of active space was what allowed us to continue work on the benched

Cu2O2+
2 project, presented in Chapter 6. This GVB-derived active space was used to generate an

initial guess for the important Cu2O2+
2 orbitals. Though this gave us a much better start than the
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above mentioned HF-type of active space, the active space had to go under several refinement

iterations through our most recent protocol for active space development.

This final technique is primarily a numerical approach rather than a type of chemical ap-

proach (which both the GVB- and HF-type techniques are) and was developed as a way to get good

orbitals that allow the MCSCF calculations to converge at all points of the Cu2O2+
2 isomerization.

As mentioned above, neither the HF-type or the initial GVB-derived of active space was adequate

for describing the chemistry of the Cu2O2+
2 isomerization. We found this was because it did not fit

with the main block-type of systems (for which the HF-type of active space works well) or with the

transition metal-type of systems (for which the GVB-derived active space works well). Therefore,

it proved quite challenging to get the MCSCF calculations to converge and whenever they did con-

verge, they would not form a smooth energy curve for the entire isomerization. It should be noted

that the GVB-derived active space worked significantly better than the HF-type. However, the MC-

SCF still had a lot of trouble converging due to the active space. In effort to determine what was

going wrong with the active space, we analyzed the MCSCF quasi-canonical orbital energies, the

one-particle density matrix, and both the electron configurations that contribute to the total wave

function and their respective amplitudes. From this analysis we were able to refine the active space

iteratively. In the end the active space was broken up into two subspaces, similar to the HF-type of

active spaces mentioned above: (i) mostly occupied and (ii) mostly unoccupied. The general rules

we enacted, if it was true across the whole isomerization, were as follows: (i) if the quasi-canonical

orbital energy was below -1.0 Ha and it remained doubly occupied for all CSF amplitudes greater

than 0.03 then the orbital would be moved to the frozen core, (ii) if the orbital energy was between

-1.0 Ha and 0.0 Ha the orbital would be moved into the “mostly occupied” subspace, (iii) if the

orbital energy was between 0.0 Ha and about 1.0 Ha and there was at least one configuration that
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showed occupation with an amplitude of greater than 0.03 then the orbital would be moved into

“mostly unoccupied” subspace, and finally (iv) if the orbital energy was above 1.0 Ha and there

was no configuration that showed occupation with an amplitude of greater than 0.03 then the or-

bital would be moved out of the active space and it would be treated as a virtual orbital. There were

a few minor exceptions to these rules that are system dependent that won’t be discussed here, but

one important exception for our study was to rule (iii) and rule (iv). This exception was because

Cu2O2+
2 is a cation, so there will always be a few negative energies for some of the lowest lying

virtual orbitals; however when they are put into the “mostly unoccupied” subspace, their energies

grow past 1.0 Ha and show no significant occupied configurations as expected for virtual orbitals.

Therefore, several iterations were used to test the lowest lying virtual orbitals by placing them into

the “mostly unoccupied” subspace and then taking them out again if they acted as virtual orbitals.

One last step that is only used for the GVVPT2 or MRCISD levels was to take any frozen orbitals

that had a quasi-canonical orbital energy between -2.0 Ha and -1.0 Ha and put them into the active

core subgroup. It was through the above described numerical active space development approach,

along with allowing for triple and quadruple excitations between the active space groups, that we

were able to get MCSCF to converge while also getting a smooth energy curve along the isomer-

ization coordinate. This technique applied to the Cu2O2+
2 system is described in more detail below

in Chapter 6.
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3 THEORETICAL INVESTIGATIONS OF

ARSENIC OXIDES RELEVANT TO COAL

COMBUSTION: A GVVPT2

MULTIREFERENCE PERTURBATION

THEORY STUDY

3.1 Introduction

The production of electricity through the combustion of coal has been widespread histori-

cally and is still being used more extensively than any other fuel to generate electricity.46 This is

due to coal’s availability, relatively high energy density and low costs. However, the emitted flue

gases are known to contain potentially hazardous trace elements.15,47 Since these trace elements
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can be harmful to the environment and human health, as well as have adverse effects on the pro-

duction of power, there has been an increasing interest in their remediation. This requires a more

detailed understanding of their kinetic reactivities and thermodynamic stabilities. This is especially

true for their respective oxides present in the flue gases. A deeper understanding of their chemical

forms, oxidation states and structures present in the flue gases may aid in the development of novel

strategies to combat these trace elements.18–20 One of the particularly hazardous trace elements

found in flue gases is arsenic.15,16,47–49

Arsenic’s level of toxicity depends on its form, concentration and oxidation state. The

oxidation states in which arsenic can be found are -3, +3 and +5, where arsenic in the +3 oxidation

state in an inorganic compound is its most toxic form. Arsenic is a chronic poison and poses a

significant risk to humans, animals and plants alike while it also negatively impacts the production

of power. Specifically, it poisons the catalytic converter used in the selective catalytic reduction

of NOx, thereby increasing the cost of NOx control.50 It is clear that controlling the emission of

arsenic in flue gases is of utmost importance.

In order to control the emission of arsenic, it is necessary to understand the mechanisms

that lead to the formation of the various arsenic containing compounds as well as the relative ener-

gies of their corresponding isomers. Arsenic is likely to occur in flue gases during coal combustion

in either its elemental form or in the form of oxides.16,17 Though there have been a few theoret-

ical studies on the monomeric oxides, AsO, AsO2 and AsO3,51–54 several isomers of As2O3,54,55

and on As4O6,55–57 to the best of our knowledge a potential gas phase accretion mechanism from

monoarsenic oxides has yet to be investigated.

Previously, Sun et al. used B3LYP, B3P86, B3PW91 and MP2 to predict the structural and

bonding properties and the vibrational frequencies of AsO2.51 They also calculated the relevant
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state–state energy separations using CCSD(T) and QCISD(T). They found that the geometrical pa-

rameters determined at several theoretical levels for AsO2 did not deviate significantly from each

other and that the lowest state of cyclic AsO2 was 2B2 with a 2B1 state about 28 kcal/mol higher.

More related to this work, several arsenic and selenium monomeric oxides were studied by Urban

and Wilcox with a variety of methods.52 They showed that the QCISD, QCISD(T), CCSD, and

CCSD(T) methods with small core relativistic effective core potentials (RECP) for arsenic outper-

formed B3LYP/RECP. In a paper with a similar motivation to our work, Monahan-Pendergast et al.

used several ab initio methods to study gaseous arsenic and selenium monomeric oxides released

into the atmosphere due to coal-fired power plant emissions, and they found five thermodynami-

cally favored reactions which were more likely to go to completion under tropospheric conditions

than stratospheric conditions.53 More recently, Rosli et al. used LDA to calculate the structures

and vibrational frequencies of various monoarsenic and diarsenic oxide clusters relevant to arsenic

oxide glass.54 They found that AsO2, AsO3, As2O2 and AsO4 may all be present in the glassy state

due to their calculated vibrational frequencies comparing reasonably well with those found in the

experimental Raman spectra. Even more relevant to our work, da Hora et al. used the chemometric

multivariate technique, principal component analysis (PCA), to select B3PW91/6-311+G(3df) in

the study of nine structures of As2O3.55 They found three of them be stable isomers, and that the

least stable isomer found and its enantiomer were able to form As4O6 spontaneously in the gas

phase.

Though each of these studies gave valuable insights on various arsenic oxide species, each

of them used single reference-based approaches exclusively. Therefore, the multireference charac-

ter of the arsenic oxides has not yet been but should be assessed. In this work, a relatively recently

developed multireference method, i.e., second-order Generalized Van Vleck Perturbation Theory
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(GVVPT2),13,14 will be used. The purpose of this work was to study theoretically both monoarsenic

oxides (i.e., AsO, AsO2, AsO3) and diarsenic oxides (i.e., various isomers of As2O3 and As2O5);

in particular, the equilibrium structures, heats of oxidation reactions, and relative stabilities of the

possible isomers of As2O3 and As2O5 were investigated. The overall goal was to determine the

degree of multireference character these arsenic oxides possess and whether they will accrete in

the gas phase through a similar mechanism of the previously studied selenium oxides or not.58

3.2 Theoretical Methodology

For this study, the GVVPT2 method was used, which is described in detail in Chapter 2.

GVVPT2 has proven itself successful in many applications where difficult multireference struc-

tures were studied. Some examples include disulfur monoxides (S2O),59 azabenzenes,60 the mod-

eling of mercury oxidation and binding on activated carbons in flue gas,61 and, of particular rele-

vance to this study, the study of dioxiranes.62 GVVPT2 has also been shown to produce results in

good agreement with CCSD63 and CCSD(T)64 when those methods are applicable. In our previous

study of both monomeric and dimeric selenium oxides,58 GVVPT2 was shown to produce results

in good agreement with the linked completely renormalized coupled cluster method,23,65–68 includ-

ing single and double excitations and perturbative triples, i.e., CR-CCSD(T)L, or CR-CC(2,3), as

is recommended by its developer. It is worth noting that the CR-CC(2,3) method has been shown

to be more accurate than the original CCSD(T) method.24
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3.2.1 Computational Details

The computational protocol employed in this study was validated in our previous work

with selenium oxides and can be broken up into the following six steps. First, the geometries were

generated through the use of density functional theory (DFT). More specifically, the B3LYP hybrid

generalized gradient approximation variant69–72 with the 6-311G(d,p) (i.e., 6-311G*) basis set.73,74

Second, those structures were confirmed to be either a stationary point or a saddle point through a

vibrational analysis using the same level of theory. It should be pointed out that B3LYP/6-311G*

has been shown to give geometries and vibrational frequencies with a reasonable compromise

of accuracy and computational expense and was recently shown in our selenium oxide study to

perform well with systems similar to this present work. Third, a restricted Hartree–Fock (RHF)

and a restricted Møller–Plesset perturbation (RMP2) calculation using the cc-pVTZ basis set75,76

was performed to obtain an initial approximation of the molecular orbitals (MOs) and determine

an active space. Fourth, a multiconfigurational self-consistent field (MCSCF) calculation using

the cc-pVTZ basis set was performed to further optimize the MOs. Fifth, a GVVPT2/cc-pVTZ

single point energy calculation using the MCSCF orbitals was conducted. Sixth, the GVVPT2

results were then assessed against experimental data, when available as well as MRCISD/cc-pVTZ

and CR-CC(2,3)/cc-pVTZ single point energy calculations. It should also be noted that both the

structural and thermodynamic data were compared with the results obtained from the B3LYP/6-

311G* calculations since they were used in the geometry optimizations of the monomers and were

used to locate the various isomers and transition states of the dimers.

The B3LYP/6-311G* geometry optimizations and frequency calculations, as well as the
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CR-CC(2,3) single point energy calculations, were performed using the GAMESS-US program.77,78

All of the B3LYP calculations were of the RPA-derived Vosko-Wilke-Nusair correlation func-

tional,79 with 144 radial and 302 angular points for the Lebedev grid. The RHF+RMP2/cc-pVTZ,

MCSCF/cc-pVTZ, MRCISD/cc-pVTZ, and GVVPT2/cc-pVTZ single point energy calculations

were performed using our local electronic structure program, known as UNDMOL.14 Version 1.2

of UNDMOL was particularly helpful in this study, because it has enhanced capabilities of resolv-

ing the angular momentum components which transform as the same irreducible representation of

the Abelian point groups (e.g., σ and δ orbitals in AsO) used in most of the algorithms. Spectro-

scopic constants of AsO were obtained by 5–point numerical second- and third-differentiation of

energies with step sizes of 0.003 Bohr using a program developed by Dr. Hoffmann called difreq.

3.2.2 Active Spaces

In this study, model spaces of the MCSCF incomplete variety were used for all GVVPT2

calculations. These active spaces were defined as all configuration state functions (CSFs) obtained

from distributing all electrons in one orbital group (denoted here as G1), all but 1 electron in G1

(and one electron in a second orbital group, G2), and all but 2 electrons in G1 (and 2 electrons

in G2). The effectiveness of this type of active space for reactive oxygen-rich systems was previ-

ously demonstrated80 and confirmed by comparing results obtained using these active spaces for

GVVPT2 by comparing them to CASSCF.58 Specifically for the GVVPT2 calculations, there were

single and double excitations from all macroconfigurations used to describe the model space, and

excitations were allowed from the higher-lying doubly occupied orbitals as well.
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3.2.2.1 Monoarsenic Oxides

The active spaces used for the monoarsenic oxides consisted of the highest one-electron

energy occupied molecular orbitals, G1 (i.e., G1 = {HOMO-(n− 1), ..., HOMO-1, HOMO}, where

n is the number of occupied MOs in the active space) and the low-lying unoccupied molecular or-

bitals, G2 (i.e., G2 = {LUMO, LUMO+1, ..., LUMO+(n−1)}, where n is the number of unccupied

MOs in the active space). As with the monoselenium oxides, the active spaces were derived from

a valence picture after preliminary studies.58

For AsO, the set of 8 valence molecular orbitals (i.e., 2s and 2p orbitals of O, and the 4s

and 4p orbitals of As) having 11 electrons (11e, 8o), were divided into two subgroups: G1 = {9a1,

10a1, 4b1, 11a1, 4b2, 5b1}, and G2 = {5b2, 12a1}. The AsO2 molecule had 12 valence orbitals in

its active space (i.e., 2s and 2p orbitals of O, and the 4s and 4p orbitals of As) with 17 electrons

(17e, 12o) divided into two subgroups: G1 = {9a1, 5b2, 10a1, 11a1, 6b2, 4b1, 7b2, 2a2, 12a1} and

G2 = {5b1, 13a1, 8b2}. And in the same way for AsO3: G1 = {10a1, 11a1, 5b2, 12a1, 13a1, 4b1, 6b2,

5b1, 14a1, 7b2, 2a2, 8b2} and G2 = {6b1, 15a1, 16a1, 9b2}, with an active space of (23e, 16o).

3.2.2.2 Diarsenic Oxides

The active orbitals of the diarsenic oxides were divided into two subgroups as well. The

energy calculations of the isomers and transition states of As2O3 used 20 active orbitals (i.e., the

2s and 2p of O, and the 4s and 4p of As) which contained 28 electrons (28e, 20o) that were

distributed as G1 = {13–18a1 5a2 6–9b1 11–13b2, in C2v symmetry for isomer 1, 23–31a’ 10–14a”,
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in Cs symmetry for isomer 2, 24–34a’ 9–11a”, in Cs symmetry for isomer 4, or simply 32–45a in

C1 symmetry} and G2 = {19–20a1 6a2 10b1 14–15b2, in C2v symmetry, 32–35a’ 15–16a”, in Cs

symmetry, 35–39a’ 12–13a”, in Cs symmetry for isomer 4, or simply 46–51a in C1 symmetry}. The

active space used for MRCISD, which was used on isomer 1, was chosen based on the dominant

CSFs of the GVVPT2 calculation. Single and double excitations were considered from G1 to G2

with G1 = {5a2 12–13b1, in C2v symmetry}, G2 = {6a2 14–15b1, in C2v symmetry}. The rest of

the orbitals that were considered active for the MCSCF + GVVPT2 calculations presented in this

work were put into the frozen core for the MCSCF and moved into the active core for MRCISD.

The single point energy calculations of the isomers and transition states of As2O5 used 28

active orbitals (i.e., the 2s and 2p of O, and the 4s and 4p of As) containing 40 electrons (40e, 28o)

that were distributed as G1 = {14–21a1 5–6a2 6–10b1 12–16b2, in C2v symmetry for isomer 1, 18–

25a1 3–4a2 8–12b1 8–12b2, in C2v symmetry for isomer 3, 25–37a’ 10–16a”, in Cs symmetry, or

simply 34–53a in C1 symmetry} and G2 = {22–24a1 7a2 11b1 17–19b2, in C2v symmetry for isomer

1, 26–29a1 13–14b1 13–14b2, in C2v symmetry for isomer 3, 38–43a’ 17–18a”, in Cs symmetry or

simply 54–61a in C1 symmetry}.

3.3 Results and Discussion

The goals of this work were to analyze the arsenic oxides’ multireference character through

GVVPT2 and to determine the likelihood of a gas phase accretion mechanism from the monoarsenic

oxides into diarsenic oxides through careful structural and thermodynamic analysis. These goals

will be addressed, starting with the monomers and moving to the dimers.
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3.3.1 Arsenic monoxide (AsO)

Since we already assessed the effect of basis set and model space choice in our previous

study,58 we need only assess the effect of inclusion of dynamic correlation here. This was accom-

plished through comparing spectroscopic constants obtained via B3LYP/6-311G*, GVVPT2/cc-

pVTZ and CR-CC(2,3)/cc-pVTZ calculations on the ground state of AsO with available experi-

mental data and is given below in Table 3.1.

Table 3.1. Comparison of thermodynamic constants for the ground state (X2Π) of AsO.

Method
re ωe ωexe αe Be De

(Å) (cm−1) (cm−1) (cm−1) (cm−1) (kcal/mol)

B3LYP/6-311G* 1.631 979.27 -95.15 -0.0060 0.48025 48.7

GVVPT2(11e,8o)-B2 1.666 979.85 -298.26 -0.0110 0.46092 50.0

GVVPT2(11e,8o)-B1 1.642 – – – – 50.7

CR-CC(2,3) 1.637 972.50 -52.40 -0.0058 0.47709 47.7

Exp.a,b 1.6236
967.08

– –
0.48482

–
(965.90) (0.48552)

aRef. 81; bThe values for the 2Π1/2 and 2Π3/2 states with the latter in parenthesis.

Although AsO possesses C∞v symmetry, it was studied using the C2v and C1 point groups

when using UNDMOL and with C4v and C1 symmetry in GAMESS calculations due to software

constraints. The geometry of AsO was optimized with three methods to determine the variation

of geometrical parameters in arsenic oxides with varying levels of theory. The re bond length

of AsO was found to be 1.631 Å at the B3LYP level of theory, showing great agreement with

experimental value of 1.6236 Å.81 At the GVVPT2 level re for the B2 state was found to be 1.666

Å and 1.642 for the B1 state, showing good agreement with experiment for the B1 state. At the

CR-CC(2,3) level it was 1.637 Å, also showing good agreement with experiment. The value of
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Table 3.2. Leading configurations and weights of MCSCF reference functions of arsenic oxides
given as CSFs in the GVVPT2 output.

Abelian (sub)group amplitude configuration

AsO C2v

0.875 9a2
110a2

111a2
14b2

15b1
14b2

212a0
15b0

2
-0.284 4b2 → 5b2

-0.108 4b2
2 → 5b2

2
0.093 11a14b2 → 12a15b2

-0.091 4b14b2 → 5b15b2

-0.090 4b1 → 5b1

AsO2 C2v

0.867 9a2
110a2

111a2
112a1

12a2
24b2

15b2
26b2

27b2
213a0

15b0
18b0

2
-0.142 4b1 → 5b1

0.104 2a27b2 → 12a15b1

-0.099 11a1 → 12a1

0.092 2a26b2 → 12a15b1

AsO3 C2v

0.877
10a2

111a2
112a2

113a2
114a2

12a2
24b2

15b2
15b2

26b2
27b2

2
8b1

215a0
116a0

16b0
19b0

2
– –

ωe was found to be 979.27 cm−1, 979.85 cm−1 and 972.50 cm−1 at the B3LYP, GVVPT2 and CR-

CC(2,3) levels of theory respectively with the experimental value being 967.08 cm−1 for the 2Π1/2

state and 965.90 cm−1 for the 2Π3/2 state.81 From this it can be seen that the geometrical parameters

do not show a large dependence on the method used. This suggests that B3LYP/6-311G*, which

can generate geometries much faster than GVVPT2 and CR-CC(2,3), can be used to generate

reasonable geometries of the other arsenic oxide species.

Table 3.2 displays the dominant amplitudes of the monomeric arsenic oxides and the cor-

responding configurations of the MCSCF wave function near the equilibrium geometry for the

purpose of displaying the multireference character of the monomeric species. As can be seen,

while the wave function for AsO has a dominant configuration with an amplitude of 0.875, there

are five additional significant (≥ 0.09) configurations, showing significant multireference behavior.
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3.3.2 Arsenic dioxide (AsO2)

AsO2 was predicted to possess C2v symmetry with the structural parameters given below in

Table 3.3. The AsO2 re bond length calculated at the B3LYP level of theory is longer than the re of

AsO by 0.013 Å, the GVVPT2 re bond lengths were predicted to be identical, and the CR-CC(2,3)

bond length for AsO2 re was found to be significantly shorter by 0.056 Å.

Table 3.3. Comparison of structural parameters (Å and degrees) of AsO and AsO2,
optimized at the B3LYP/6-311G* and GVVPT2/cc-pVTZ levels with
experimental data.

Symmetry Parameter B3LYP GVVPT2 CR-CC(2,3) Exp.

AsO C∞v re(As–O) 1.631 1.642 1.637 1.6236a

AsO2 C2v

re(As–O) 1.644 1.642 1.581 –

∠ O–As–O 126.7 129.8 129.8 –

aRef. 81.

The formation of AsO2 from the reaction of AsO and 1
2O2 was predicted to be energetically

favorable at all levels of theory. The energies of reactions are -28.5 kcal/mol at the B3LYP level,

-36.5 kcal/mol at the GVVPT2 level and -26.9 kcal/mol at the CR-CC(2,3) level of theory (see

Table 3.5 below).

3.3.3 Arsenic trioxide (AsO3)

AsO3 was predicted to also possess C2v symmetry with one As–O bond being longer than

the other two. The energetically lowest doublet AsO3 re1 bond length calculated at the B3LYP level

of theory was found to be longer than the re of AsO by 0.113 Å and longer than the re of AsO2

by 0.100 Å. However, the doublet AsO3 re2 bond length calculated at the B3LYP level of theory
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was found to be shorter than the re of AsO by 0.013 Å and shorter than the re of AsO2 by 0.026 Å.

The energetically lowest quartet AsO3 re bond length calculated at the B3LYP level of theory was

found to be longer than the re of AsO by 0.156 Å and longer than the re of AsO2 by 0.143 Å.

Table 3.4. The geometrical parameters (Å and degrees) of the AsO3 doublet and quartet, optimized
at the B3LYP/6-311G* level.

Symmetry Multiplicity Parameter B3LYP

AsO3 C2v doublet

re(As–O1) 1.744

re(As–O2/O3) 1.618

∠ O1–As–O2/O3 111.5

∠ O2–As–O3 137.0

AsO3 C3v quartet
re(As–O) 1.787

∠ O–As–O 79.0

Reaction enthalpies are presented below in Table 3.5. The formation of the doublet state

of AsO3 from the reaction of AsO and O2 was predicted to be energetically favorable at all levels

of theory. The energies of reactions are -25.6 kcal/mol at the B3LYP level, -34.6 kcal/mol at the

GVVPT2 level and -29.3 kcal/mol at the CR-CC(2,3) level of theory. In contrast, the formation of

doublet state of AsO3 from the reaction of AsO2 and 1
2O2 was predicted to be slightly energetically

unfavorable at both the B3LYP and GVVPT2 levels of theory and slightly energetically favorable

at the CR-CC(2,3) level of theory.
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Table 3.5. Reaction enthalpies (kcal/mol) for the oxidation of monomeric arsenic oxides.

Reaction
Product B3LYP GVVPT2 CR-CC(2,3)

Multiplicity 6-311G* cc-pVTZ cc-pVTZ

As + 1
2O2 → AsO doublet -48.7 -50.0 -47.7

AsO + 1
2O2 → AsO2 doublet -28.5 -36.5 -26.9

AsO + O2 → AsO3 doublet -25.6 -34.6 -29.3

AsO2 +
1
2O2 → AsO3 doublet 2.9 1.9 -2.4

AsO + O2 → AsO3 quartet 24.0 – –

AsO2 +
1
2O2 → AsO3 quartet 52.4 – –

The formation of the quartet state of AsO3 from the reaction of AsO and O2 and the for-

mation of the quartet state of AsO3 from the reaction of AsO2 and 1
2O2 were both also predicted

to be considerably more energetically unfavorable than the reactions forming the doublet state.

GVVPT2 shows that the order of stability for the mono-arsenic oxides is as follows

(least stable) AsO3 (quartet) < AsO < AsO3 (doublet) AsO2 (most stable)
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3.3.4 Diarsenic trioxide (As2O3)

A total of four minima (i.e., isomers 1, 2, 3 and 4) and three transition states (i.e., TS12,

TS23 and TS34) were found for the diarsenic trioxide (As2O3) molecule. The most stable isomer

is given in Figure 3.1.

Figure 3.1. Structure of isomer 1 of diarsenic trioxide (As2O3).

Isomer 1 was predicted to be a triple oxygen bridging structure that possesses D3h symme-

try. Isomer 2 was predicted to be a ring structure with an oxygen jutting out of the plane of the

ring and it possesses Cs symmetry. Isomer 4 was found to be a planar structure has Cs symmetry.

Isomer 3 was found to possess C2 symmetry. Each of the transition states were predicted to be of

the C1 point group. B3LYP optimized geometrical parameters are given below in Table 3.6.

The optimized bond lengths fall into two general categories: short bond length and long

bond length. The only exception to this was isomer 2, which had two As–O bonds in-between

the short and long bond length observed in the As2O3 isomers at 1.700 Å. When comparing the

geometrical parameters for As2O3 to that of the monomers, it was found that the long As–O bonds

in the equilibrium structures of As2O3 (i.e., 1.819–2.146 Å) were significantly longer than the

re(As–O) bond lengths in AsO (i.e., 1.631 Å), AsO2 (i.e., 1.644 Å) and AsO3 (i.e., 1.744 Å and
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Table 3.6. Optimized B3LYP/6-311G* geometrical parameters (Å and degrees) of the diarsenic
trioxide (As2O3) isomers.

Parameters
Isomer 1 Isomer 2 Isomer 3 Isomer 4 TS12 TS23 TS34

(D3h) (Cs) (C2) (Cs) (C1) (C1) (C1)

RAs1-O3 1.865 1.700 1.819 1.845 1.738 1.765 1.840

RAs1-O4 1.865 1.700 1.620 1.617 1.738 1.645 1.617

RAs2-O3 1.865 2.146 1.819 1.803 2.035 1.903 1.798

RAs2-O4 1.865 2.146 – – 2.034 2.791 –

RAs2-O5 1.865 1.612 1.620 1.625 1.671 1.614 1.625

∠ O3–As2–O5 82.0 103.2 106.9 106.3 89.3 103.9 106.0

∠ As1–O3–As2 81.5 96.4 134.7 129.6 86.0 112.3 131.4

∠ O3–As1–O4 82.0 95.4 106.9 103.4 92.1 100.5 104.8

1.618 Å). Notably, each of the short As–O bonds of the As2O3 isomers (i.e., 1.612–1.625 Å) are

shorter than the re(As–O) bond lengths in AsO, AsO2 and AsO3.

The frequencies of the As2O3 isomers and their transition states were obtained at the

B3LYP/6-311G* level and show similar characteristics to those of the monomeric arsenic oxides.

They are given below in Table 3.7. Each of the TS’s were confirmed as such by each exhibiting an

imaginary frequency. Similarly, each of the isomers were confirmed as such by having only real

frequencies, except for the high lying isomer 3, which may be due to the geometry optimization

mistakenly converging onto a saddle point.
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Table 3.7. Frequency of diarsenic trioxide (As2O3) isomers and transition states in cm−1 calculated
at the level of B3LYP/6-311G*.

Normal Isomer 1 Isomer 2 Isomer 3 Isomer 4 TS12 TS23 TS34

Mode (D3h) (Cs) (C2) (Cs) (C1) (C1) (C1)

1
315.84 130.70 36.13i 38.97

229.36i 101.81i 43.86i
(E”) (A’) (B) (A”)

2
322.15 150.28 32.66 94.42

173.12 100.11 52.52
(E”) (A”) (A) (A’)

3
406.20 204.80 57.14 133.30

328.90 134.56 108.21
(E’) (A”) (A) (A”)

4
410.36 240.01 265.88 225.52

333.84 267.88 278.35
(E’) (A’) (B) (A’)

5
421.62 330.92 324.59 314.33

346.25 324.78 302.02
(A1’) (A’) (A) (A’)

6
588.03 471.67 430.38 497.77

447.54 507.22 464.14
(A2”) (A’) (A) (A’)

7
643.96 780.26 694.10 695.68

693.68 675.67 700.83
(E’) (A”) (B) (A’)

8
647.44 842.76 989.00 982.48

762.14 927.97 980.39
(E’) (A’) (B) (A’)

9
739.86 1013.25 997.60 1001.83

859.93 1009.99 1002.50
(A1’) (A’) (A) (A’)

The relative energies found for each level of theory and with each basis set used is given

in Table 3.8. Also, for a visual aid, the relative energies are plotted for the cc-pVTZ basis set

and are given in Figure 3.2. In the comparison between the single point energy calculations using

GVVPT2/cc-pVTZ and CR-CC(2,3)/cc-pVTZ, both methods found the same relative ordering.

B3LYP/6-311G* mistakenly predicted the relative energies of the each of the isomers to be nearly

isoenergetic. It predicted isomer 2 to be the most stable isomer with an energy of -0.68 kcal/mol

relative to isomer 1 (0.00 kcal/mol). It then predicted isomer 3 (0.06 kcal/mol) to be the next most

stable followed by isomer 4 (0.61 kcal/mol) as the least stable.
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Table 3.8. Relative energies (kcal/mol) at the B3LYP, CR-CC(2,3) and GVVPT2 levels of theory
of the diarsenic trioxide (As2O3) isomers and transition states.

Symmetry B3LYP/6-311G* CR-CC(2,3)/cc-pVTZ GVVPT2/cc-pVTZ

Isomer 1 C2v 0.00 0.00 0.00

TS12 C1 12.50 17.39 16.14

Isomer 2 Cs -0.70 8.10 4.39

TS23 C1 1.07 8.57 20.53

Isomer 3 C2 0.05 8.41 20.25

TS34 C1 0.63 8.85 20.92

Isomer 4 Cs 0.60 9.04 21.23

Although the relative ordering of GVVPT2/cc-pVTZ agrees with CR-CC(2,3)/cc-pVTZ, a

significant deviation was found between the two theories for both TS23 and TS34. TS12 has the

closest agreement between B3LYP/6-311G* and GVVPT2/cc-pVTZ, with relatively small differ-

ences in energy. However, the other transition states show significant variation between B3LYP/6-

311G* and GVVPT2/cc-pVTZ.
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Figure 3.2. Relative GVVPT2/cc-pVTZ energies of diarsenic trioxide (As2O3) isomers and TSs
(in kcal/mol).
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In analogy with the reaction energy predictions made for the monomers (cf. Table 3.5), the

stability of the monomeric oxides to formation of As2O3 was studied; i.e.,

AsO + AsO2 → As2O3 (3.1)

The reaction energies as calculated by B3LYP, GVVPT2, CR-CC(2,3), and MRCISD are

given below in Table 3.9. All predicted reaction energies were found to be highly energetically

favorable. Both B3LYP and CR-CC(2,3) were found to agree reasonably well, but GVVPT2 pre-

dicts that the reaction is slightly less favorable (15.7% less than CR-CC(2,3)). This is likely due to

the high degree of multireference character that was found in these species, and GVVPT2 does an

excellent job in such cases. MRCISD calculations were not performed because of computational

expense. These highly favorable reaction energies support the possibility of a gas phase accretion

mechanism.

Table 3.9. Total energies (a.u.) of AsO, AsO2 and As2O3 (isomer 1), and predicted reaction ener-
gies (kcal/mol).

AsO AsO2 As2O3 (1)
∆ E

(kcal/mol)

B3LYP/6-311G* -2311.061 689 -2386.287 494 -4697.486 593 -86.2

GVVPT2/cc pVTZ//B3LYP -2309.447 848 -2384.565 117 -4694.131 540 -74.4

CR-CC(2,3)/cc pVTZ//B3LYP -2309.466 793 -2384.574 673 -4694.182 209 -88.3

MRCISD/cc pVTZ//B3LYP – – -4693.996 429 –
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3.3.5 Diarsenic pentoxide (As2O5)

Calculations on the diarsenic pentoxide (As2O5) molecules produced a total of seven min-

ima (i.e., isomers 1, 2, 3, 4, 5, 6 and 7) and five transition states (i.e., TS13, TS24, TS36, TS67 and

TS53). The most stable isomer is given in Figure 3.3.

Figure 3.3. Structure of isomer 1 of diarsenic pentoxide (As2O5).

Isomer 1 was predicted to possess D3h symmetry. Isomer 2 was found to possess C2v

symmetry. Isomers 3, 5 and 6 all were predicted to have Cs symmetry. Isomers 4 and 8 were found

to be of the C1 point group. Each of the transition states were predicted to have Cs symmetry

except for TS 34, which was found to belong to the C1 point group. Isomer 1 and isomer 6 were

predicted to be cage-like structures while isomer 3 and TS23 were found to be ring structures.

Isomer 1 has a cage-like structure, similar to the As2O3 isomer 1 cage, only with two additional

oxygens jutting out from the two arsenics away from the cage. Isomer 6 was predicted to be a

cage-like structure similar to isomer 1 of As2O3, yet with the two additional oxygens jutting out

from one of the two arsenics away from the cage. B3LYP optimized geometrical parameters for

the isomers and transition states are given below in Table 3.10.
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The frequencies of the As2O5 isomers and their transition states were calculated at the

B3LYP/6-311G* level. The frequencies of the isomers are given below in Table 3.11 and the

frequencies of the transition states are given in Table 3.12.
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Table 3.11. Frequencies of diarsenic pentoxide (As2O5) isomers obtained at the B3LYP/6-311G*
level of theory.

Normal 1 2 3 4 5 6 7 8

Mode (D3h) (C2v) (Cs) (C1) (Cs) (Cs) (Cs) (C1)

1
140.10 64.62 198.11

69.94
87.23 59.64 56.47

78.42
(E”) (B2) (A”) (A’) (A”) (A)

2
174.12 125.50 198.22

91.29
107.72 174.77 70.68

97.56
(E’) (B1) (A’) (A”) (A’) (B)

3
176.11 191.42 227.18

144.27
158.86 182.16 93.21

124.26
(E’) (A2) (A”) (A”) (A”) (A)

4
179.25 192.08 318.48

169.04
178.69 296.89 214.64

210.70
(E’) (B2) (A”) (A’) (A’) (B)

5
350.90 223.59 335.37

204.57
204.12 362.11 222.66

244.30
(E”) (A1) (A’) (A”) (A”) (A)

6
351.19 245.21 383.37

240.06
259.30 385.28 231.87

269.23
(E”) (B1) (A’) (A’) (A’) (A)

7
394.76 321.74 403.94

246.90
316.03 446.83 291.74

331.11
(A1’) (B2) (A’) (A’) (A”) (B)

8
444.71 325.96 450.27

315.44
335.17 453.16 294.83

342.44
(E’) (A1) (A”) (A”) (A’) (B)

9
446.07 365.52 549.12

399.68
419.08 520.63 335.35

530.08
(E’) (B1) (A’) (A’) (A’) (A)

10
538.01 501.49 568.14

564.22
578.74 590.29 517.86

543.65
(A2”) (A1) (A’) (A’) (A’) (A)

11
690.72 819.60 644.27

633.04
625.98 627.27 753.15

578.15
(E’) (B1) (A’) (A’) (A’) (B)

12
694.25 822.39 647.68

861.15
811.54 693.94 919.93

699.95
(E’) (A1) (A”) (A’) (A”) (B)

13
748.93 921.03 728.95

906.15
844.87 699.28 931.28

862.34
(A1’) (A1) (A’) (A”) (A’) (A)

14
1005.24 1026.85 843.45

1018.09
901.12 760.15 1046.28

923.72
(A2’) (A1) (A’) (A’) (A’) (B)

15
1025.51 1045.51 1014.46

1025.86
1036.59 862.85 1049.73

1044.00
(A1’) (B2) (A’) (A’) (A’) (A)
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Table 3.12. Frequencies of diarsenic pentoxide (As2O5) transistion states obtained at the B3LYP/6-
311G* level of theory.

Normal Mode TS12 (Cs) TS23 (Cs) TS34 (C1) TS56 (Cs)

1 161.73i (A’) 315.71i (A’) 108.74i 182.74i (A’)

2 116.79 (A”) 162.09 (A”) 101.21 62.79 (A”)

3 162.35 (A’) 201.08 (A”) 122.54 130.92 (A’)

4 196.63 (A”) 202.28 (A’) 165.43 139.80 (A”)

5 244.95 (A’) 234.02 (A’) 186.46 302.45 (A”)

6 320.96 (A”) 285.11 (A”) 204.09 328.04 (A’)

7 386.17 (A”) 295.18 (A’) 261.47 375.36 (A”)

8 400.64 (A’) 345.18 (A’) 322.60 392.13 (A’)

9 414.26 (A’) 368.77 (A”) 377.81 432.26 (A’)

10 491.90 (A’) 457.52 (A’) 427.40 580.03 (A’)

11 746.28 (A”) 656.20 (A”) 666.15 623.34 (A’)

12 753.96 (A’) 710.39 (A’) 812.87 738.91 (A”)

13 847.80 (A’) 774.65 (A’) 868.30 759.64 (A’)

14 1018.06 (A’) 815.07 (A’) 1004.79 877.57 (A’)

15 1031.42 (A’) 976.88 (A’) 1018.13 886.95 (A’)
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The similarities in the structural data of the monomer and of several isomers of As2O3

to that of several isomers of As2O5 suggest that several characteristics of their bonding motifs

are retained. As observed for As2O3, the optimized bond lengths again fall into the two general

categories of short and long bond lengths. Though with As2O5, the line between the two was

somewhat blurred. As for As2O3, the similarity of bond lengths and angles in the found isomers of

As2O5 raises the likelihood of isomerization.

The relative energies found for each level of theory and with each basis set used are given

below in Table 3.13. Also, for a visual aid, the relative energies are plotted for the cc-pVTZ basis

set and are given in Figure 3.4. It can be seen that isomer 1 is the minimum for GVVPT2 and for

CR-CC(2,3), but isomer 3 is the minimum for B3LYP/6-311G*.

Table 3.13. Relative energies (kcal/mol) at the B3LYP, CR-CC(2,3) and GVVPT2 levels of theory
of the diarsenic pentoxide (As2O5) isomers and transition states.

Symmetry B3LYP/6-311G* CR-CC(2,3)/cc-pVTZ GVVPT2/cc-pVTZ

Isomer 1 D3h 0.00 0.00 0.00

TS12 (Cs) 7.70 14.38 15.58

Isomer 2 (C2v) -3.34 6.51 1.88

TS23 (Cs) 39.73 50.92 47.73

Isomer 3 (Cs) -7.23 4.80 13.09

TS34 (C1) 25.60 52.00 72.00

Isomer 4 (C1) 23.45 47.31 60.13

Isomer 5 (Cs) 24.61 37.65 44.17

TS56 (Cs) 36.23 44.39 52.10

Isomer 6 (Cs) 31.02 34.53 42.80

Isomer 7 (C2) -1.51 10.11 7.94

Isomer 8 (C1) 17.65 33.78 49.87
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GVVPT2 predicted that isomer 1, with a cage-like structure similar to the most stable

isomer of As2O3, (i.e., isomer 1) was found to be the most stable isomer. Isomer 2 was found

to be the next most stable with an energy of 1.88 kcal/mol above isomer 1, followed by isomer

7 at 7.94 kcal/mol, isomer 3 at 13.09 kcal/mol, isomer 6 at 42.80 kcal/mol, isomer 5 at 44.17

kcal/mol, isomer 8 at 49.87 kcal/mol, and isomer 4 at 60.13 kcal/mol. For CR-CC(2,3), isomer

1 was predicted to be lowest in energy and the same relative energy ordering for the rest of the

isomers. In the B3LYP/6-311G* relative energy calculations, isomer 3 was mistakenly predicted

as the most stable isomer at an energy of -7.23 kcal/mol with respect to isomer 1.

Figure 3.4. Relative GVVPT2/cc-pVTZ energies of diarsenic pentoxide (As2O5) isomers and TSs
(in kcal/mol).
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The energics of two reactions were studied for diarsenic pentoxide, given as

AsO2 + AsO3 → As2O5 (3.2)

and

As2O3 + O2 → As2O5 (3.3)

The reaction energies as calculated by B3LYP, GVVPT2 and CR-CC(2,3) are given in Table

3.14. At each level of theory, reaction 3.2 was found to be highly energetically favorable with an

excellent agreement between GVVPT2 and CR-CC(2,3). However, B3LYP predicted the reaction

to be about 20 kcal/mol less favorable. Reaction 3.3 was predicted to be far less favorable. B3LYP

again predicted the reaction to be a little more than 20 kcal/mol less favorable than CR-CC(2,3).

GVVPT2 and CR-CC(2,3) did not agree well in this reaction, with GVVPT2 predicting reaction 3

to be 18 kcal/mol more favorable. This is likely due to the high degree of multireference character

of the arsenic oxides in this reaction, and CR-CC(2,3) is not designed to handle molecules that

are exceedingly multireference. We are in the process of testing all of the species included in our

thermodynamics calculations to be sure of this. MRCISD calculations will either corroborate or

supplant CR-CC(2,3). Again, it should be noted that these favorable reaction energies support the

possibility of a gas phase accretion mechanism.
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3.4 Summary

On the basis of good agreement between B3LYP/6-311G*, CR-CC(2,3)/cc-pVTZ, and

GVVPT2/cc-pVTZ optimized geometries for similar systems58 as well as for AsO, B3LYP/6-

311G* geometry optimizations were performed for AsO, AsO3, As2O3 and As2O5. Four isomers

were obtained for As2O3 and eight isomers were obtained for As2O5, along with a number of rele-

vant transition states for each species. Single point energy calculations of the obtained geometries

were then conducted at the GVVPT2/cc-pVTZ, CR-CC(2,3)/cc-pVTZ, and MRCISD/cc-pVTZ

levels. Without exception, GVVPT2, CR-CC(2,3), and when used, MRCISD predicted identical

energy orderings, with comparable relative energies were the data was available, especially so for

the low-lying isomers. In contrast, B3LYP failed to produce semi-quantitatively useful energy

results for As2O3 or As2O5.

From the reaction thermodynamics calculations, it was found that a gas phase accretion

would be energetically favorable. Whether starting from As and O2 or from the monoarsenic ox-

ides, the accretion into As2O3 and As2O5 was found to be favored at all levels of theory (i.e.,

B3LYP/6-311G*, GVVPT2/cc-pVTZ, and CR-CC(2,3)/cc-pVTZ). All of the predicted reaction

energies for the formation for the dimers were found to be highly favorable. The formation of

As2O3 from AsO and AsO2 is qualitatively energy neutral, with both B3LYP and CR-CC(2,3)

showing slight exothermicity. GVVPT2 does, however, predict that the reaction is slightly less

energetically favorable. In the absence of experimental numbers or MRCISD calculations, one

would be tempted to rely on the GVVPT2 results. The formation of As2O5, from AsO2 and

AsO3, was found to be energetically favorable with an excellent agreement between GVVPT2

72



and CR-CC(2,3) while B3LYP predicted the reaction to be about 20 kcal/mol less favorable. For

the formation of As2O5 form As2O3 and O2, it was predicted to be far less favorable. B3LYP

again predicted the reaction to be a little more than 20 kcal/mol less favorable than CR-CC(2,3).

However, GVVPT2 did not agree well with CR-CC(2,3) in this reaction, predicting the reaction to

be 18 kcal/mol more favorable, which is likely due to the high degree of multireference character.

Based on both the structural data and thermodynamic information obtained, it appears that a gas

phase accretion mechanism is possible. MRCISD calculations were used as a method replace with

for smaller systems with high multireference character.

This study also confirms earlier studies that GVVPT2 can be used for accurate energy dif-

ferences similarly to CCSD(T), in this case extended to greater range through linking and complete

renormalization, i.e. CR-CC(2,3), and we expect good agreement with MRCISD calculations. Ad-

ditionally, this study further validates the conclusions of earlier studies with GVVPT2 using in-

complete model spaces.58,80 Therefore, with GVVPT2’s favorable scaling (i.e., N5) along with its

rigorous spin-adaptation, it should be given serious consideration for studies of complex potential

energy surfaces.
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4 GVVPT2 MULTIREFERENCE

PERTURBATION THEORY

DESCRIPTION OF ANTIMONY OXIDES

RELEVANT TO COAL COMBUSTION

4.1 Introduction

As mentioned in the previous chapter, the combustion of coal for the production of elec-

tricity has seen considerable use historically and it still ranks the highest globally when compared

to other methods of power production.46 This is due to coal’s low costs, global availability, and

relatively high energy density. However, the emitted flue gases are known to contain potentially

hazardous trace elements like arsenic, selenium and antimony.15,47 Due to the harmful effects they

pose to the environment and human health all the while adversely affecting power production
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costs,50 there has been an increasing interest in their remediation. In order to move toward accom-

plishing this, a more detailed understanding of their reactivities and thermodynamic stabilities must

be obtained. This is particularly true for their various molecular oxide forms present in the flue

gases. Insights into their chemical forms, oxidation states and structures present in the flue gases

may aid in the development of novel strategies to combat these trace elements.18–20 As mentioned

above, one of the hazardous trace elements found in flue gases is antimony.19,47,82 Like arsenic,

antimony’s level of toxicity depends on its form, concentration and oxidation state. The oxidation

states in which antimony can be found are -3, +3, and +5. Inhalation of Sb2O3 is considered harm-

ful and suspected of causing cancer.82 It is clear that controlling the emission of antimony in flue

gases is of great significance.

As is the case for other trace elements present in coal during combustion, it is necessary

to understand the mechanisms that lead to the formation of the various antimony containing com-

pounds as well as the relative energies of their corresponding isomers if total remediation of an-

timony escaping into the environment is to be achieved. The chemical forms of antimony in the

flue gases are most likely to be either in its elemental form or as oxides. Though there have been

a few theoretical studies on the monomeric oxides, SbO, SbO2 and SbO3,83,84 the Sb4O6 cluster,85

other SbxOy clusters,86 and the solid state of antimony oxides,87 to the best of our knowledge a

mechanism for the potential gas phase accretion from monoantimony oxides has yet to be inves-

tigated. Moreover, as was the case for the arsenic oxides, all of the previous studies used single

reference-based approaches, thus the multireference character of the antimony oxides should be

assessed. This is particularly true because the arsenic oxides proved to be posses a high degree of

multireference character, which had significant effects on the reaction energies.

In this work, a relatively recently developed multireference method, i.e., second-order gen-
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eralized van Vleck variant of multireference perturbation theory (GVVPT2),13,14 will be used. The

goal of this work was to study theoretically both monoantimony oxides (i.e., SbO, SbO2, SbO3)

and diantimony oxides (i.e., various isomers of Sb2O3 and Sb2O5). Therefore, the equilibrium

structures, heats of oxidation reactions, and relative stabilities of the possible isomers of Sb2O3

and Sb2O5 were investigated. There were two motivating questions to answer in this study, and

that was to determine the degree of multireference character these species possess and whether

or not they will accrete in the gas phase through a similar mechanism of the previously studied

selenium and arsenic oxides.58

4.2 Theoretical Methodology

Similarly for the study on arsenic oxides presented in Chapter 3, the GVVPT2 method was

used, which is described in detail in Chapter 2. GVVPT2 has proven itself successful in many

applications where difficult multireference structures were studied.58–62 When they are applicable,

GVVPT2 has been shown to produce results in good agreement with CCSD63 and CCSD(T).64

In our previous study of both monomeric and dimeric selenium oxides,58 GVVPT2 was

shown to produce results in good agreement with CR-CC(2,3).23,65–68 In our previous study of

arsenic oxides, GVVPT2 was shown to produce good agreement with MRCISD rather than with

CR-CC(2,3). This because the arsenic oxides had such a high degree of simultaneous multiple bond

breaking and forming that CR-CC(2,3) could no longer be used as a validating tool of comparison.
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4.2.1 Computational Details

The general idea behind the computational protocol employed in this study was validated

in our previous work with selenium and arsenic oxides and can be broken up into the follow-

ing five steps. First, the geometries were generated through the use of density functional theory

(DFT). More specifically, the B3LYP hybrid generalized gradient approximation variant69–72 with

the SDB-aug-cc-pVTZ basis set88 was used for the antimony atoms, in which relativistic effects

are included in the effective core potential, and the aug-cc-pVTZ basis set75,89 for oxygen atoms.

Second, those structures were confirmed to be either a stationary point or a saddle point through

a vibrational analysis using the same level of theory. It should be pointed out that B3LYP has

been shown to give geometries and vibrational frequencies with a reasonable compromise of accu-

racy and computational expense and was recently shown in our selenium and arsenic oxide studies

to perform well with systems similar to this present work. Third, a Hartree-Fock (HF) and a

restricted Møller–Plesset perturbation (RMP2) calculation using the above described SDB-aug-cc-

pVTZ/aug-cc-pVTZ basis set was performed to obtain an initial approximation of the MOs and to

determine an active space. Fourth, a multiconfigurational self-consistent field (MCSCF) calcula-

tion using the same basis set was performed to further optimize the MOs. Fifth, a GVVPT2 single

point energy calculation using the MCSCF orbitals was conducted. It should also be noted that

both the structural and thermodynamic data obtained from the B3LYP calculations was compared

with the results from GVVPT2 because B3LYP was used in the geometry optimizations of the

monomers and were used to locate the various isomers of the dimers and needed to be shown to

agree well with a higher level of theory.
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The details of the B3LYP calculations were intentionally identical to both the selenium

and arsenic studies. The B3LYP geometry optimizations were performed using the GAMESS-

US program.77,78 All of the B3LYP calculations were of the RPA-derived Vosko-Wilke-Nusair

correlation functional,79 with 144 radial and 302 angular points for the Lebedev grid. The RHF

+ RMP2, MCSCF, and GVVPT2 single point energy calculations were performed using our local

electronic structure program, known as UNDMOL.14 Version 1.2 of UNDMOL was particularly

helpful in this study, because it has enhanced capabilities of resolving the angular momentum

components which transform as the same irreducible representation of the Abelian point groups

(e.g., σ and δ orbitals in SbO) used in most of the algorithms. A 5–point numerical second- and

third-differentiation of the SbO energy was used to obtain spectroscopic constants. The program

used was called difreq, a small program developed by Dr. Hoffmann, and the step sizes used were

0.003 Bohr.

4.2.2 Active Spaces

In this study, model spaces of the MCSCF incomplete variety were used for all GVVPT2

calculations. These active spaces were defined as all configuration state functions (CSFs) obtained

from distributing all electrons in one orbital group (denoted here as G1), all but 1 electron in G1

(and one electron in a second orbital group, G2), and all but 2 electrons in G1 (and 2 electrons

in G2). The effectiveness of this type of active space for reactive oxygen-rich systems was previ-

ously demonstrated80 and confirmed by comparing results obtained using these active spaces for

GVVPT2 by comparing them to CASSCF.58 Furthermore, since antimony is directly below arsenic
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on the periodic table, the number of active electrons in its valence shells are the same as arsenic.

Therefore, the active spaces that were shown to work well for the arsenic oxides were used for the

antimony oxides. Specifically for the GVVPT2 calculations, there were single and double excita-

tions from all macroconfigurations used to describe the model space, and excitations were allowed

from the higher-lying doubly occupied orbitals as well.

4.2.2.1 Monoantimony Oxides

The active spaces used for the monoantimony oxides consisted of the highest one-electron

energy occupied molecular orbitals, G1 (i.e., G1 = {HOMO-(n− 1), ..., HOMO-1, HOMO}, where

n is the number of occupied MOs is the active space) and the low-lying unoccupied molecular

orbitals, G2 (i.e., G2 = {LUMO, LUMO+1, ..., LUMO+(n − 1)}, where n is the number of unoc-

cupied MOs in the active space). As with the monoselenium oxides and monoarsenic oxides, the

active spaces were derived from a valence picture, after preliminary studies.58

For SbO, the active space consisted of a set of 8 valence molecular orbitals (i.e., 2s and 2p

orbitals of O, and the 5s and 5p orbitals of Sb) having 11 electrons (11e, 8o) and was divided into

two subgroups: G1 = {2a1, 3a1, 1b1, 4a1, 1b2, 2b2, 2b1}, and G2 = {5a1}. Because SbO is linear,

both the 2b1 and 2b2 (i.e., physically there is no reason to favor the the px vs. py orbitals) orbitals

were included in G1 rather than splitting them up among the G1 and G1 subgroups. The SbO2

molecule had 12 valence orbitals in its active space (i.e., 2s and 2p orbitals of O, and the 5s and

5p orbitals of Sb) with 17 electrons (17e, 12o) divided into two subgroups: G1 = {2a1, 2b2, 3a1,

4a1, 3b2, 1b1, 4b2, 1a2, 5a1} and G2 = {2b1, 6a1, 5b2}. Similarly, the valence molecular orbitals for

SbO3 were partitioned as: G1 = {3a’–10a’, 2a”–5a”} and G2 = {11a’–12a’, 6a”–7a”}, giving an
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active space of (23e, 16o).

4.2.2.2 Diantimony Oxides

The active orbitals of the diantimony oxides were also divided into two subgroups, G1 and

G2. The single point energy calculations of the Sb2O3 structures used 20 active orbitals (i.e., the

2s and 2p of O, and the 5s and 5p of Sb) which contained 28 electrons (28e, 20o) with 14 orbitals

in G1 and 6 orbitals in G2. The orbitals were distributed as G1 = {3a1, 4a1, 5a1, 6a1, 6a1, 7a1, 8a1,

1a2, 1b1, 2b1, 3b1, 2b2, 3b2, 4b2, 5b2} and G2 = {9a1, 10a1, 2a2, 4b1, 5b1, 6b2} for isomer 1, G1 =

{3a’–11a’, 2a”–6a”} and G2 = {11a’–15a’, 7a”–8a”} for isomer 2, and G1 = {4a’–14a’, 1a”–3a”}

and G2 = {15a’–18a’, 4a”–5a”} for isomer 3.

The single point energy calculations of the isomers of Sb2O5 used 28 active orbitals (i.e.,

the 2s and 2p of O, and the 5s and 5p of Sb) containing 40 electrons (40e, 28o) with 20 orbitals in

G1 and 8 orbitals in G2. The orbitals were distributed as G1 = {4a1–11a1, 1a2–2a2, 2b1–6b1, 2b2–

6b2} and G2 = {12a1–14a1, 3a2, 7b1, 7b2–9b2} for isomer 1, G1 = {4a1–11a1, 1a2–2a2, 2b1–6b1,

2b2–6b2} and G2 = {12a1–15a1, 7b1–8b1, 7b2–8b2} for isomer 2, G1 = {5a’–17a’, 2a”–8a”} and

G2 = {18a’–23a’, 9a”–10a”} for isomer 3, and trivially G1 = {6a–25a} and G2 = {26a–33a} for

isomer 4.

4.3 Results and Discussion

The goals of this work, as was the case for the arsenic oxides presented in Chapter 3, were
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to analyze the antimony oxides’ multireference character through GVVPT2 and to determine the

likelihood of a gas phase accretion mechanism from the monoantimony oxides into diantimony

oxides through careful structural and thermodynamic analysis. These goals will be addressed as

the results are presented, starting with the monomeric antimony oxides followed by the dimeric

isomers.

4.3.1 Antimony Monoxide (SbO)

Since the effects of basis set and model space variations was already assessed in our pre-

vious study,58 the effect of inclusion of dynamic correlation is all we need to consider here. This

effect was assessed through comparing spectroscopic constants obtained via B3LYP and GVVPT2

calculations on the ground state of SbO and is given below in Table 4.1.

Table 4.1. Comparison of thermodynamic constants from geometries optimized at various levels
of theory for the ground state of SbO.

Method
re ωe ωexe αe Be De

(Å) (cm−1) (cm−1) (cm−1) (cm−1) (kcal/mol)

B3LYP 1.821 849.96 3.19 -0.0038 0.35989 -33.5

GVVPT2(11e,8o) 1.842 791.35 – -0.0036 0.35189 -33.3

Though SbO possesses C∞v symmetry, it was studied using the C2v point group when us-

ing UNDMOL and with C4v in GAMESS calculations due to software constraints. The ground

electronic state of SbO was predicted to be 2B1. The geometry of SbO was optimized with both

B3LYP and GVVPT2 to study the effect that various levels of theory would have on the geometri-

cal parameters in the antimony oxides. The re bond length of SbO was found to be 1.821 Å with

B3LYP and slightly longer at 1.842 Å with GVVPT2 giving a difference of only 0.021 Å.
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Table 4.2. Leading configurations and weights of MCSCF reference functions of antimony oxides
given as CSFs in the GVVPT2 output.

Abelian (sub)group amplitude configuration

SbO C2v

0.905 2a2
13a2

14a2
11b2

12b1
11b2

22b0
25a0

1
-0.167 1b2 → 2b2

-0.117 1b1 → 2b1

-0.115 1b1 → 2b1, 1b2 → 2b2

SbO2 C2v

0.843 2a2
13a2

14a2
15a1

11a2
21b2

12b2
23b2

24b2
26a0

12b0
15b0

2
-0.159 1b1 → 2b1

-0.142 1a24b2 → 5a12b1

0.139 4a1 → 5a1

SbO3 Cs 0.883 3a’2–9a’2, 10a’1, 2a”2–5a”2, 11a’012a’06a”07a”0

Table 4.2 displays the dominant amplitudes of the monomeric antimony oxides and the

corresponding configurations of the MCSCF wave function near the equilibrium geometry for the

purpose of displaying the multireference character of the monomeric species. As can be seen,

while the wave function for SbO has a dominant configuration with an amplitude of 0.818, there

are six additional significant (≥ 0.09) configurations, showing substantial multireference behavior.

Likewise, SbO2 exhibits considerable multireference character. In contrast, SbO3 wasn’t predicted

to have any secondary configurations of major importance.
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4.3.2 Antimony Dioxide (SbO2)

SbO2 was predicted to possess C2v symmetry with the structural parameters given below

in Table 4.3. The ground electronic state of SbO2 was predicted to be 2A1. The SbO2 re bond

length calculated at the B3LYP level of theory is longer than the re of SbO by 0.013 Å, which was

interestingly the same difference observed for the re of AsO compared to AsO2, shown in Chapter

3.

Table 4.3. Comparison of structural parameters (Å and degrees) of SbO and SbO2, optimized at
the B3LYP/SDB-aug-cc-pVTZ and GVVPT2/SDB-aug-cc-pVTZ levels.

Symmetry Parameter B3LYP GVVPT2

SbO C∞v re(Sb–O) 1.821 1.853

SbO2 C2v

re(Sb–O) 1.834 1.851

∠ O–Sb–O 121.8 125.3

The formation of SbO2 from the reaction of SbO and 1
2O2 was predicted to be energetically

favorable at both the B3LYP and GVVPT2 level of theory. The reaction energies were found to be

-23.4 kcal/mol at the B3LYP level, -29.3 kcal/mol at the GVVPT2 level (see Table 4.5 below).

4.3.3 Antimony Trioxide (SbO3)

SbO3 was predicted to possess Cs symmetry with two Sb–O bonds being longer than the

other one while being in a trigonal pyramidal-type structure. The ground electronic state of SbO3

was predicted to be 2A’.The predicted geometrical parameters are given below in Table 4.4 The

SbO3 re1 bond length calculated at the B3LYP level of theory was found to be longer than the re of

SbO by 0.146 Å and longer than the re of SbO2 by 0.133 Å. Similarly, the SbO3 re2 bond length
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calculated at the B3LYP level of theory was found to be longer than the re of SbO by 0.142 Å and

shorter than the re of SbO2 by 0.129 Å.

Table 4.4. The geometrical parameters (Å and degrees) of the SbO3 doublet, optimized at the
B3LYP/SDB-aug-cc-pVTZ and GVVPT2/SDB-aug-cc-pVTZ levels.

Symmetry Parameter B3LYP GVVPT2

SbO3 Cs

re1(Sb–O1) 1.966 1.961

re2(Sb–O2/O3) 1.963 1.973

∠ O1–Sb–O2/O3 101.3 101.1

∠ O2–Sb–O3 46.1 47.6

Reaction enthalpies are presented below in Table 4.5. The formation of SbO3 from the

reaction of SbO and O2 was predicted to be favorable with B3LYP and to be nearly isoenergetic

with GVVPT2. However, the formation of SbO3 from the reaction of SbO2 and 1
2O2 was predicted

to be energetically unfavorable at both the B3LYP and GVVPT2 levels of theory.

Table 4.5. Reaction enthalpies (kcal/mol) for the oxidation of monomeric antimony oxides using
B3LYP and GVVPT2//B3LYP using the SDB-aug-cc-pVTZ basis set.

Reaction B3LYP GVVPT2

Sb + 1
2O2 → SbO -33.5 -33.1

SbO + 1
2O2 → SbO2 -23.4 -29.3

SbO + O2 → SbO3 -12.6 1.7

SbO2 +
1
2O2 → SbO3 10.9 31.0

Therefore, based on the oxidation reaction energies, GVVPT2 shows that the order of sta-

bility for the antimony monoxides is as follows

(least stable) SbO3 < SbO < SbO2 (most stable)
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4.3.4 Diantimony Trioxide (Sb2O3)

Three minima (i.e., isomers 1, 2, and 3) of diantimony trioxide (Sb2O3) molecule were

found. Similarly to the arsenic dimers, the Sb2O3 isomer 1 was predicted to be a triple oxygen

bridging structure that possesses D3h symmetry. Due to software limitations, it was rotated 90◦

and treated as C2v with a ground electronic state of 1A1. Isomer 2 was predicted to be a ring

structure with an oxygen jutting out of the plane of the ring that possesses Cs symmetry and a

ground electronic state of 1A’. Isomer 3 was predicted to have a single oxygen bridge between the

antimony atoms, which are then each bonded to an additional oxygen. It has a symmetry of Cs

and a ground electronic state of 1A’. B3LYP optimized geometrical parameters are given below in

Table 4.6. The numbering scheme lists atoms as 1–5 and has the antimony atoms always being

atom 1 and 2.

Table 4.6. Optimized B3LYP geometrical parameters (Å and degrees) of the diantimony trioxide
(Sb2O3) isomers.

Parameters
Isomer 1 Isomer 2 Isomer 3

(D3h) (Cs) (Cs)

RSb1-O3 2.008 1.880 1.988

RSb1-O4 2.008 1.880 1.805

RSb2-O3 2.008 2.199 1.955

RSb2-O4 2.008 2.199 –

RSb2-O5 2.008 1.809 1.813

RSb1-Sb2 2.691 3.097 3.606

∠ O3–Sb2–O5 79.9 99.2 102.2

∠ Sb1–O3–Sb2 84.3 98.5 132.3

∠ O3–Sb1–O4 79.9 89.1 101.0

As was the case for the arsenic oxides study presented in Chapter 3, the optimized bond
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lengths fall into two general categories: short bond length and long bond length. When comparing

the geometrical parameters for Sb2O3 to that of the monomers, it was found that many of the long

Sb–O bonds in the equilibrium structures of Sb2O3 (i.e., 1.988–2.199 Å) were significantly longer

than the re(Sb–O) bond lengths in SbO (i.e., 1.821 Å), SbO2 (i.e., 1.834 Å) and SbO3 (i.e., 1.963

Å and 1.966 Å). Notably, some of the short Sb–O bonds of the Sb2O3 isomers (i.e., 1.805–1.955

Å) were found to be shorter than some of the re(Sb–O) bond lengths exhibited by the monomers.

The frequencies of the Sb2O3 isomers were obtained at the B3LYP/SDB-aug-cc-pVTZ

level. They are given below in Table 4.7. Each of the isomers, for which the frequencies have been

calculated, were confirmed as such by having no imaginary frequencies.

Table 4.7. Frequency of diantimony trioxide (Sb2O3) isomers in cm−1 calculated at the B3LYP
level of theory.

Normal Isomer 1 Isomer 2 Isomer 3

Mode (D3h) (Cs) (Cs)

1 322.95 (A1’) 91.13 (A’) 48.59 (A”)

2 351.23 (E’) 194.72 (A”) 66.42 (A’)

3 353.12 (E’) 209.64 (A’) 116.37 (A”)

4 387.36 (E”) 248.64 (A”) 182.88 (A’)

5 387.56 (E”) 280.28 (A’) 246.29 (A’)

6 580.04 (A2”) 437.32 (A’) 438.40 (A’)

7 595.05 (E’) 703.34 (A”) 716.57 (A’)

8 595.25 (E’) 768.76 (A’) 862.67 (A’)

9 683.26 (A1’) 863.70 (A’) 874.47 (A’)

The relative energies found for each level of theory used are given in Table 4.8. When

the comparison between the single point energy calculations using B3LYP/SDB-aug-cc-pVTZ and

GVVPT2/SDB-aug-cc-pVTZ, both methods found the same relative ordering for where GVVPT2

results are available. As was the case for As2O3, the lowest lying isomer predicted by GVVPT2

was the triple oxygen bridging structure. The predicted stability of the rest of the isomers goes in
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order of their number.

Table 4.8. Relative energies (kcal/mol) at the B3LYP and GVVPT2 levels of theory of the dianti-
mony trioxide (Sb2O3) isomers.

Symmetry B3LYP GVVPT2

Isomer 1 D3h/C2v 0.00 0.00

Isomer 2 Cs 27.1 28.4

Isomer 3 Cs 36.4 51.15

In analogy with the reaction energy predictions made for the monomers (cf. Table 4.5), the

stability of the monomeric oxides to formation of Sb2O3 were studied; i.e.,

SbO + SbO2 → Sb2O3 (4.1)

The reaction energies as calculated by B3LYP/SDB-aug-cc-pVTZ and GVVPT2/SDB-aug-

cc-pVTZ are given below in Table 4.9. All predicted reaction energies were found to be highly

energetically favorable. Favorable reaction energies of this magnitude support the possibility of a

gas phase accretion mechanism.

Table 4.9. Total energies (a.u.) of SbO, SbO2 and Sb2O3 (isomer 1), and predicted reaction energies
(kcal/mol).

SbO SbO2 Sb2O3 (1)
∆ E

(kcal/mol)

B3LYP -80.640 485 -155.867 723 -236.713 331 -128.7

GVVPT2//B3LYP -80.467 518 -155.580 066 -236.232 482 -116.0
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4.3.5 Diantimony Pentoxide (Sb2O5)

Four minima have been located on the diantimony pentoxide (Sb2O5) surface (i.e., isomers

1, 2, 3, and 4). Isomer 1 was predicted to have a triple oxygen bridging structure that possesses D3h

symmetry, similar to the structural motif of the Sb2O3 isomer 1, with one of each of the additional

oxygens jutting out from the two antimony atoms away from the triple oxygen bridging structure.

Again, due to software limitations, it was rotated 90◦ and treated as C2v with a ground electronic

state of 1A1. Isomer 2 was found to be a ring structure with an oxygen bonded above and below

the ring on one antimony and a third oxygen in plane jutting out away from the ring on the other

antimony. This structure has C2v symmetry and a ground electronic state of 1A1. Isomer 3, found

to be Cs symmetry and have a ground electronic state of 1A’, has the two antimony atoms triply

bridging by oxygens, similar to isomer 1, but one of the bridges has two oxygen atoms, with a O–O

distance of 1.466 Å, while the other two bridges have one. The fifth oxygen is jutting out on one of

the antimony away from the center of mass. Isomer 4 was predicted to have C2 symmetry, but due

to software limitations, it was run at C1. It has a zigzag structure with an extra oxygen bonded to

each antimony and half of the zigzag is rotated out of plane along the bond to the bridging oxygen.

B3LYP/SDB-aug-cc-pVTZ optimized geometrical parameters for the isomers are given below in

Table 4.10. The numbering scheme lists atoms as 1–7 and always has the antimony atoms listed as

1 and 2.

The frequencies of the Sb2O5 isomers were calculated at the B3LYP/SDB-aug-cc-pVTZ

level and are given below in Table 4.11.

The similarities in the structural data of the monomer and of several isomers of Sb2O3 to
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Table 4.10. Optimized B3LYP/SDB-aug-cc-pVTZ geometrical parameters (Å and degrees) of the
diantimony pentoxide (Sb2O5) isomers.

Parameters
Isomer 1 Isomer 2 Isomer 3 Isomer 4

(D3h) (C2v) (Cs) (C2)

RSb1-O3 1.798 1.804 1.990 1.800

RSb1-O4 1.999 1.804 1.990 1.804

RSb1-O5 1.999 2.166 2.029 1.945

RSb1-O6 1.999 2.166 – –

RSb2-O4 1.999 – 1.970 –

RSb2-O5 1.999 1.873 – 1.945

RSb2-O6 1.999 1.873 1.997 1.804

RSb2-O7 1.798 1.796 1.801 1.800

∠(O3)(Sb1)(O4) 131.5 142.6 80.3 142.4

∠(O6)(Sb1)(O4) 80.9 104.6 – –

∠(O5)(Sb2)(O7) 131.5 134.6 – 110.6

∠(O6)(Sb2)(O4) 80.9 – 91.4 –

∠(O6)(Sb2)(O7) 131.5 134.6 125.4 142.4

∠(Sb1)(O5)(Sb2) 83.0 96.6 – 128.3

∠(Sb1)(O4)(Sb2) 83.0 – 91.4 –

that of the isomers of Sb2O5 suggest that several characteristics of their bonding motifs are retained.

This is especially true for isomers 1 and 2 of Sb2O5 when compared to isomers 1 and 2 of Sb2O3.

As observed for Sb2O3, the optimized bond lengths again fall into the two general categories of

short and long bond lengths. The similarity of bond lengths and angles in the found isomers of

Sb2O5 raises the likelihood of isomerization. The relative energies found for each level of theory

are given below in Table 4.12.

GVVP2 predicted that isomer 1, with a cage-like structure similar to the most stable isomer

of Sb2O3, (i.e., isomer 1) was the most stable isomer of the Sb2O5. Isomer 3 was found to be the

next most stable with an energy of 4.4 kcal/mol above isomer 1, which B3LYP had mistaken for

the lowest energy isomer at 11.9 kcal/mol below isomer 1.
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Table 4.11. Frequencies of diantimony pentoxide (Sb2O5) isomers obtained at the B3LYP/SDB-
aug-cc-pVTZ level of theory.

Normal
Isomer 1 Isomer 2 Isomer 3 Isomer 4

Mode (D3h) (C2v) (Cs) (C2)

1 130.19 (E’) 50.21 (B2) 138.65 (A’) 38.36 (B)

2 133.02 (E’) 118.15 (B1) 154.47 (A”) 40.45 (A)

3 133.38 (E’) 123.87 (B2) 196.33 (A”) 56.77 (A)

4 142.78 (E”) 168.99 (A2) 270.74 (A”) 138.99 (B)

5 311.21 (A1’) 170.16 (A1) 298.80 (A’) 150.12 (A)

6 374.58 (E’) 181.72 (B1) 305.24 (A’) 170.74 (A)

7 376.56 (E’) 248.68 (A1) 344.33 (A’) 209.25 (B)

8 399.43 (E”) 270.71 (B2) 486.61 (A”) 242.48 (A)

9 399.75 (E”) 345.82 (B1) 513.62 (A’) 246.68 (B)

10 543.36 (A2”) 458.66 (A1) 573.27 (A’) 456.95 (A)

11 640.72 (E’) 726.86 (B1) 615.34 (A’) 749.08 (B)

12 642.05 (E’) 755.88 (A1) 634.17 (A’) 814.75 (B)

13 704.61 (A1’) 810.86 (A1) 685.53 (A’) 820.07 (A)

14 855.12 (A2”) 872.83 (A1) 856.15 (A’) 887.07 (B)

15 863.89 (A1’) 880.71 (B2) 864.68 (A’) 888.07 (A)

The energics of two reactions were studied for diantimony pentoxide, given as

SbO2 + SbO3 → Sb2O5 (4.2)

and

Sb2O3 + O2 → Sb2O5 (4.3)

The reaction energies as calculated by B3LYP and GVVPT2 are given in Table 4.13. Re-

action 4.2 was found to be highly energetically favorable. However, interestingly, reaction 4.3 was

predicted to be energetically unfavorable at the B3LYP level. This shows a favorable gas phase

accretion to Sb2O5 from the monomers, but not from Sb2O3. Therefore, a gas phase accretion
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Table 4.12. Relative energies (kcal/mol) at the B3LYP and GVVPT2 levels of theory of the dianti-
mony pentoxide (Sb2O5) isomers.

Symmetry B3LYP GVVPT2

Isomer 1 D3h 0.0 0.0

Isomer 2 C2v 20.2 15.9

Isomer 3 Cs -11.9 4.4

Isomer 4 C2 30.4 36.2

mechanism is supported, but the most stable form of SbxOy that was considered in this study was

found to be Sb2O3.
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4.4 Summary

On the basis of good agreement between B3LYP, GVVPT2 optimized geometries for sim-

ilar systems58 as well as for the study on the arsenic oxides presented in Chapter 3, B3LYP/SBD-

aug-cc-pVTZ geometry optimizations were performed for SbO, SbO3, Sb2O3 and Sb2O5. Five

isomers were obtained for Sb2O3 and two isomers were obtained for Sb2O5. Single point energy

calculations of the obtained geometries were then conducted at the GVVPT2/SBD-aug-cc-pVTZ

level after finding that the antimony oxides possess a high degree of multireference character.

GVVPT2 has shown excellent applicability for studying systems with a large amount of multiref-

erence character.58,59

From the reaction thermodynamics calculations, it was found that a gas phase accretion

would be energetically favorable. Whether starting from Sb and O2 or from the monoantimony

oxides, the accretion into Sb2O3 was found to be favored at the B3LYP/SBD-aug-cc-pVTZ and

GVVPT2/SBD-aug-cc-pVTZ//B3LYP/SBD-aug-cc-pVTZ levels of theory. In contrast, the accre-

tion into Sb2O5 was only favorable with respect to the monomers, and not when compared to

Sb2O3.

93



5 ELECTRONIC STRUCTURE

CALCULATIONS OF CATALYZED

LIGNIN DECOMPOSITION

5.1 Introduction

Lignin is a highly branched and cross-linked naturally occurring network polymer which

exists in the secondary cell walls of wood and various plants where it binds the cells, cellulose

fibers and vessels. Second only to cellulose, lignin is one of the most abundant natural organic

polymers on Earth. Despite its abundance, lignin has only seen limited use due to its chemical sta-

bility and complex structure. There has been significant efforts to characterize the structure of the

various types of lignin and several important features of its structures and the various respective

functions have become more apparent from these studies. There have been many experimen-

tal studies, involving spectroscopy90 coupled with other techniques,91–95 and some computational

studies96,97 devoted to this effort and have advanced our understanding of the important structural
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features, constituents, and various linkages of lignin. An example of a potential structure of lignin

is given below, in Figure 5.1).

(a) (b)

Figure 5.1. (a) An example of the structure of a small piece of lignin. (b) The three common
monomer units, from left to right: p-hydroxyphenyl, guaiacyl, and syringyl.

Lignin can be obtained from many sources which are typically treated as waste (e.g., forest

waste, agricultural waste, switchgrass, etc.). If lignin could be broken down in an economically

viable way into renewable chemicals and polymeric alternatives to petrochemicals, the national

dependence on imported fossil fuels would be reduced. These high-value lignin-derived chemicals,

particularly aromatic compounds, would be coming from one of the most renewable carbon sources

on the planet.21 Moreover, rather than competing with food sources (e.g., ethanol from corn), lignin

would augment the economics of food production, because it would be coming from the non-edible

stalks of plants.

Although a renewable source like lignin has great potential for a wide variety of uses, it

remains largely untapped because its complicated structure makes it too expensive to break down
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into useful products on a large scale. Therefore, there has been great recent interest in finding

and designing catalysts for the purpose of controlled and inexpensive degradation of lignin.21 One

potential catalyst that shows great potential is known as amorphous silica–alumina (ASA). ASA is

a microporous synthetic catalyst typically consisting of silicon, aluminum and oxygen. A scanning

electron micrograph (SEM) of ASA is given below in Figure 5.2.

Figure 5.2. SEM of fractured surface of an amorphous silica–alumina sample.2

Despite its promise as a catalyst for lignin degradation, the underlying mechanisms of catal-

ysis and the effects of metal doping are not fully known. A better understanding of the mechanisms

of the relevant reactions and gaining a better understanding of the effects of metal doping would be

highly beneficial to aid in the design of novel catalysts derived from ASA. Computational chem-

istry, in particular density functional theory (DFT), can provide valuable insights into the inner
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workings of this catalytic lignin degradation. DFT can be used to efficiently screen potential cata-

lysts and determine what makes certain catalysts better than others, thereby aiding in the rational

development the next generation of catalysts. In this work, DFT is used with the aim of aiding ex-

perimentalists, in the ways mentioned above, as part of a multi-institutional collaboration known

as DakotaBioCon and the rest of this chapter of my dissertation will give the highlights of those

efforts.

5.2 Methods

5.2.1 Model Construction

When constructing a model for the catalyst and lignin system a balance of size and speed

needed to be found. The larger the size of the catalyst and the larger the fragment of lignin, the

closer the numerical calculations should be expected to correspond to the actual system. However,

the larger the system the longer the calculations take. Thus, several test calculations needed to be

conducted to find the optimum system size. When considering a model for the catalyst and its size,

several things needed to be taken into account (i.e., most notably the electronic structure of the

catalyst). Whether we could use a cluster model or would be forced to do periodic boundary con-

ditions would depend on the nature of the catalyst, in particular, did it have a large or small band

gap. ASA, like zeolites, has a comparatively wide band gap, so we were able to use a cluster model.

Several sizes were analyzed, but a good balance of accuracy and speed was found in a system of

183 silicon, oxygen, aluminum and hydrogen (to cap dangling bonds) with 2 aluminum atoms for
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every 23 silicon atoms.98 Similar considerations needed to be taken into account when modeling

lignin. Lignin is known to be a difficult system to model effectively, both experimentally and theo-

retically. Our approach for modeling lignin has been to start with the simplest fragments possible

and gradually increase size and complexity. We chose to start with a p-hydroxyphenyl monomer

and a dimer consisting of p-hydroxyphenyl and guaiacyl β–O–4 linked monomers, which are two

well-known fragments from the literature.21 The cleavage of the β–O–4 ether bond is known to be

the primary way lignin is depolymerized and typically results in compounds containing phenolic

hydroxyl groups.90

5.2.2 Computational Details

Though several DFT functionals were tested, the hybrid functional B3LYP69,70,72 was cho-

sen due to its comparatively high level of accuracy while still providing relatively fast convergence.

To account for long range interactions, Grimme’s D3 dispersion correction99 has been used. After

various basis sets were tested, a good balance of speed vs. accuracy for our system was found

in 6-31G*.100–102 The total number of atoms for the p-hydroxyphenyl monomer with the catalyst

model is 204 atoms and the total number for the β–O–4 linked dimer with the catalyst model is

227 atoms. Partial geometry optimizations were conducted with the lower two levels of the cata-

lyst surface (i.e., the lower 86 out of 183 atoms) frozen in place to better simulate its connection

to the bulk. When modeling the ASA cluster, the amount of aluminum substitution in the silicon T

sites was tested, but the optimal value that was used was obtained from the literature, where they

found it to work best for aromatic organics. This variation is defined in the literature as Si/(Al x
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0.5)=23,98 which essentially means that for every 23 Si atoms, there should be two Al atoms.

For the construction and modification of the bare catalyst as well as capping the dangling

bonds with hydrogens, the freely available program Avogadro was used.103 After the model was

constructed, Avogadro’s molecular mechanics driven geometry optimization was used to prepare

the system for the B3LYP/6-31G* optimizations on the University of North Dakota’s local Linux

cluster, Hodor, located in the UND’s Computational Research Center (CRC). This step was also

used to allow the system to “relax” out of a more perfect crystallization state and into a more

amorphous state. All the DFT calculations were conducted with the use of the freely available

NWChem software package.104

Various tests were also conducted to determine the optimal number of nodes on the Hodor,

and it was found that using 12 nodes with 8 processor cores each gave the best speed up. There

was significant reworking in both the job queuing scripts as well the input files in order to set up a

program like NWChem, which appeared to be optimized, by default, for large workstations rather

than supercomputer architecture. The massive amount of I/O that NWChem generated by the way

it calculated and stored the integrals and other scratch files needed to be treated carefully by storing

them locally on the node running the calculations. After determining this and reconfiguring, the

calculations sped up 20- to 30-fold when compared to its initial configuration.

In order to obtain the binding energies of the various lignin fragments on the ASA model

surface, several calculations needed to be completed. First, a B3LYP/6-31G* geometry optimiza-

tion of an isolated lignin fragment was conducted. Second, a constrained B3LYP/6-31G* opti-

mization of the isolated ASA cluster was performed. Finally, the systems were combined and

re-optimized, again using the B3LYP/6-31G* level of the entire system. The binding energies

could then be calculated as
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EB = ESub+Surf − ESurf − ESub (5.1)

where ESub+Surf is the B3LYP energy of the combined system, ESurf is the B3LYP energy of the

ASA model, and ESub is the B3LYP energy of the substrate (i.e., the isolated monomer or dimer).

5.3 Results and Discussion

Both qualitative and quantitative results have been obtained. The above summarized com-

putational protocol has been successfully developed. The optimized structures of many systems

have been obtained. The optimized structures of the monomer and dimer are given below in Figure

5.3.
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(a) (b)

Figure 5.3. (a) Optimized structure of p-hydroxyphenyl alcohol, (b) Optimized structure of a β–
O–4 linked model compound (i.e., a p-hydroxyphenyl linked to a guaiacyl).
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The binding energies of several systems have been obtained and the relative energies of the

products and reactants of the β–O–4 bond cleavage has been calculated. Three of the systems are

given below.

The binding energy, EB, was obtained for the monomer, p-hydroxyphenyl, adsorbed onto

the ASA model surface given by the reaction

monomerfree + ASAclean surface → monomerbound + ASAadsorbate on surface (5.2)

The binding energy was found to be exothermic with a value of -45.8 kcal/mol. Below, in Figure

5.4, the optimized system is given. The large magnitude of the binding energy is likely due to

the six strong hydrogen bonds formed between the monomer and the surface. For comparison to

the hydrogen bond strengths of the catalyst surface, the hydrogen bond distance in liquid water at

room temperature is 1.97 Å. It can be seen that several of the surface hydrogen bonds are stronger.

The large magnitude of the binding energies should also decrease when solvent effects are taken

into account.

(a) (b)

Figure 5.4. (a) The full B3LYP/6-31G* optimized structure of p-hydroxyphenyl adsorbed onto the
simulated ASA surface. (b) A close-up view of the interactions of p-hydroxyphenyl
with the surface showing the hydrogen bond distances.
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The binding energy, EB, for the β–O–4 linked dimer adsorbed onto the silica–alumina

model surface was calculated for the reaction

dimerfree + ASAclean surface → dimerbound + ASAadsorbate on surface (5.3)

The binding energy was found to be exothermic by -54.7 kcal/mol. Again the magnitude

is unrealistically high for the same reasons mentioned above. However, it is important to note

that this study is more interested in relative energies as the catalyst surface is modified, than the

absolute values. Therefore, the numbers are considered useful. The optimized geometry is given

below in Figure 5.5.

(a) (b)

Figure 5.5. (a) The full B3LYP/6-31G* optimized structure of the β–O–4 linked p-hydroxyphenyl
and guaiacyl (i.e., the dimer) adsorbed onto the simulated ASA surface. (b) A close-
up view of the interactions of the dimer with the surface showing the hydrogen bond
distances.

The reaction energy, ∆E, for the cleavage of the β–O–4 bond of the adsorbed dimer with

the dangling bonds capped with hydrogens was obtained for the reaction
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dimerbound+ASAadsorbate on surface + H2 →

1
2

dimerp-hydroxyphenyl+H +
1
2

dimerguaiacyl+H + ASAcapped ads frags on surf

(5.4)

This reaction was found to be energetically favorable on the studied surface with a ∆E of -29.3

kcal/mol. The optimized geometry is given below in Figure 5.6. Though not shown here, the same

reaction without the hydrogens to cap the dangling bonds on the fragments was also calculated

and found to be energetically unfavorable. However, in the reaction conditions of the catalytic

degradation, H2 is many times present in excess.

(a) (b)

Figure 5.6. (a) The full B3LYP/6-31G* optimized structure of the dimer, with the β–O–4 ether
bond cleaved and capped with hydrogens, adsorbed onto the simulated ASA surface.
(b) A close-up view of the interactions of the dimer fragments with the surface showing
the hydrogen bond and aluminum to oxygen interaction distances.

The desorption energies of both fragments were also calculated and were found to be en-

ergetically favorable when compared to the energies of the free dimer, free catalyst and free H2,

by -61.79 kcal/mol, suggesting ASA is a good catalyst for the process of β–O–4 bond cleavage in

lignin degradation. When compared to the adsorbed dimers, the desorption products were found

to be unfavorable by 23.06 kcal/mol for one fragment desorbed and by 22.24 kcal/mol for both
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fragments removed. However, this is likely due to the stabilization that their hydrogen bonds pro-

vide on the surface. Yet, when the solvation effects are taken into account, this desorption process

should become energetically favorable. One way to test this would be to run these same calcula-

tions using the so-called “conductor-like screening model” or COSMO to describe the dielectric

screening effects in solvents.105

As mentioned earlier, the end goal of this study is to provide useful information to the

experimentalist to aid in the rational design and modification of catalysts for lignin degradation.

One way in which this can be done is to construct a volcano plot, which uses the Sabatier principle,

from the calculated binding energies. A pedagogical illustration of a volcano plot is given below

in Figure 5.7. This plot can be constructed by substituting various metals into the surface of our

ASA model and find how that affects the binding energy. The volcano plot could then be used

by experimentalists who could then dope the surface of ASA with the specific metals that allow

for optimal binding energies. Another way to generate a volcano plot that could be helpful for

experimentalists is to use the faster semiempirical calculations to screen through other types of

catalysts and plot each of those as well.
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Figure 5.7. The principle of how a volcano plot works. The optimal catalyst is when the heat
of adsorption (or binding energy) is “just right” so that the rate of reaction can be
maximized.
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5.4 Summary

Currently lignin is considered waste, but it has great econonimc potential if it could be

broken down in an cost-effective way. It can be broken down more efficiently through catalysis.

Amorphous silica–alumina (ASA) has been showing promise for this application, though the de-

velopment of ASA as a catalyst for lignin degradation is limited by a lack of information on the

mechanism of degradation as well as the effects of metal substitution. DFT has shown itself in the

past to provide relevant information in similar cases. In this study the hybrid functional B3LYP

with the 6-31G* basis set as implemented in NWChem has been used to study several systems

involving the ASA catalyst as well as several fragments of lignin. Results have been obtained for

the binding energies of a monomer and a dimer adsorbed onto the surface of ASA, for the reaction

energy for breaking apart the dimer, and for the desorption of the resultant fragments of the dimer

form the ASA surface. The binding energies for both the monomer and the dimer were found to

be energetically favorable. The cleavage of the β–O–4 ether bond that linked the dimer together

was found to be favorable when the dangling bonds were capped with hydrogen. Although it

was found to be an energetically unfavorable process when compared to the bound cleaved and

capped monomers, overall the desorption of the resultant monomers was found to be energetically

favorable, suggesting ASA is a good catalyst for the degradation of lignin.
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6 THEORETICAL INVESTIGATIONS OF

THE ISOMERIZATION OF Cu2O2+
2

6.1 Introduction

The various bonding motifs of Cu2O2+
2 have drawn considerable attention over the years

for several reasons. The moiety is known to play an important role in various metalloenzymes,

e.g., oxy-tyrosinase, which oxidizes tyrosine residues to their corresponding o-quinones. In oxy-

tyrosinase, which has imidazole rings from six histidine residues serving as ligands, the Cu2O2+
2

core is thought to rapidly interconvert between the bis(µ-oxo) and side-on µ-η2:η2-peroxo iso-

mers,106–109 both of which are shown in Figure 6.1. Understanding this rapid equilibrium then

becomes crucial in the study of the oxidation mechanism of tyrosine. Therefore, many computa-

tional studies have been devoted to attempting to better understand this interconversion.3,4,22,110–114

This then brings us to the other key reason for the considerable attention this system has received.

During the isomerization from bis(µ-oxo) to side-on µ-η2:η2-peroxo there is a rapid change

in both dynamic and nondynamic electron correlation while possessing a variable amount of birad-
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Figure 6.1. The most common bonding motifs of Cu2O2.3

ical character. These properties are very difficult for any method to adequately model. Thus, this

system has become a sort of benchmark “torture track” for various theoretical models.3 Though

some methods, e.g. CR-CC(2,3),23,24 have shown that they can do a good job describing this

system, multireference perturbation theories, e.g., CASPT2,25 have met with serious challenges.

The difficulties that perturbation theories have had with this system in the past comes, in

part, due to the difficulty of forming a physically reasonable active space that captures all the

important chemistry that happens along the isomerization coordinate. Along with that difficulty, a

proper perturbative treatment of the electron correlation effects for transition metal complexes, in

which there are many low-lying electronic states, is needed. GVVPT2 has shown itself to provide

a high level of accuracy for difficult systems, and can be expected to similarly be successful with

the Cu2O2+
2 core, while still enjoying favorable scaling (i.e., N5). This could be hoped for because

the method does not suffer from the well-known intruder state problem that vexes most of the other

MRPTs which possess similar scaling. Therefore, armed with these three motives, it is clear that

Cu2O2+
2 is an important system to study. In order to give a better understanding of what happens

to several important orbitals as Cu2O2+
2 isomerizes, the B3LYP orbitals are given below, in Figure

6.2.
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Figure 6.2. B3LYP orbitals for bis(µ-oxo) (left) and side-on µ-η2:η2-peroxo (right). This illustrates
the nominal 2b1g HOMO and 3b3g LUMO orbitals at the B3LYP level.3
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6.2 Computational Details

The geometries in this study have been obtained from the literature to match the various

benchmark studies. For the bis(µ-oxo) geometry, the Cu–Cu and O–O distances in the D2h core

were taken as 2.8 and 2.3 Å, respectively. For the side-on µ-η2:η2-peroxo geometries the Cu–Cu

and O–O distances in the D2h core were taken as 3.6 and 1.4 Å, respectively. The isomerization

between bis(µ-oxo) and side-on µ-η2:η2-peroxo will be tracked using six different points along the

isomerization coordinate. The geometries can be smoothly changed with the use of

qi(F) = qi(0) +
F

100
[qi(100) − qi(0)] (6.1)

where qi is a given atomic Cartesian coordinate and F is the fraction of progress along the isomer-

ization coordinate. Here F=0% corresponds to the bis(µ-oxo) isomer and F=100% corresponds to

the side-on µ-η2:η2-peroxo isomer. Thus, the six points will be at F=0%, 20%, 40%, 60%, 80%,

and 100%.

The correlation-consistent polarized valence triple-zeta (cc-pVTZ) basis set was used in

all calculations.75,115 The HF, B3LYP, MCSCF, and GVVPT2 single point energy calculations

were performed using our local electronic structure program, known as UNDMOL (version 1.2).14

For comparison, each of the methods used to compare relative energies also used the Stuttgart

pseudopotential and associated basis functions for Cu116 and the atomic natural orbital (ANO)

basis set from by Pierloot et al.117 for oxygen, contracted as [10s6p3d|4s3p2d]. This was simply

denoted at basis set 1 (BS1).
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6.3 Active Space Development

In this section the most important active spaces used in this study will be presented, the

logic behind their development will be presented, and the rationale for going from one active space

to the next will be given. When this study was in its infancy, a Hartree–Fock (HF) MO picture

was used to develop several active spaces for the isomerization of Cu2O2+
2 . These HF-type active

spaces were originally chosen because of the previous successes our group had demonstrated in

describing organic compounds, other systems made up of main-group elements,58,80,118 as well as

for my own studies presented earlier in Chapters 3 and 4. These types of active spaces typically

include single and double excitations between two or more orbital subgroups. However, we found

that the standard logic for constructing these active spaces could not be applied to the Cu2O2+
2

system. These active spaces either (i) exhibited serious convergence issues in the MCSCF or (ii)

gave nonsensical results when the calculations did converge. Therefore this project had to be

benched until we could find a new approach to generate orbitals and active spaces for GVVPT2 to

use, thinking MCSCF could not be used for this purpose.

6.3.1 Generalized Valence Bond-Derived Active Space

Several years later, there was a new development in our group by Dr. Patrick Tamukong,

who showed that a small valence picture active space can capture the important chemistry of transi-

tion metals.26,27 The development of these generalized valence bond (GVB)-derived active spaces

is based on valence bond theory in which chemical bonding results from overlap of atomic orbitals
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which may be hybridized prior to bonding in order to satisfy geometric constraints. It is assumed

that the most important contributors to bonding are the MOs derived from the valence shells of

the participating atoms. Although atomic sub-shells just above or below the valence may con-

tribute, such contributions are generally minimal. These MOs were often further partitioned into

subspaces in which bonding and antibonding orbitals of the same kind are in the same subspace.

The last step was to correlate the near frontier MOs at the GVVPT2 level, when their energies were

close enough to the frontier MO energies. He was able to show that GVB-derived active space can

successfully overcome both of the above mentioned issues with MCSCF for transition metals for

both ground- and low-lying-excited electronic states.

Therefore, we decided to revisit the Cu2O2+
2 isomerization system using Patrick’s GVB-

derived active space in an attempt to adequately describe the bonding for this system. This active

space was developed by Dr. Patrick Tamukong following the above mentioned logic applied to a

system comprised of a Cu2 moiety with oxygen atoms added to either side, Cu2 + 2O. The structure

had Cu–Cu and O–O distances of 1.78 and 3.08 Å, respectively with the same D2h symmetry as

the Cu2O2+
2 core. Several preliminary calculations were conducted to test this active space as well

as energy difference of various electronic states. The MCSCF orbitals were obtained followed

by GVVPT2 energies; the absolute energies along with the relative energies are given below, in

Table 6.1. Based on the energies presented here, it was decided to run the rest of the calculations

presented in this chapter with the irreducible representation of singlet Ag.

Following the success of these preliminary calculations, I applied this active space to the

various geometries of Cu2O2+
2 along its isomerization from bis(µ-oxo) to side-on µ-η2:η2-peroxo.

The details of this active space, denoted as active space-1 (AS-1), is given below, in Table 6.2.

Single and double excitations from valence group 1 (G1) to valence group 2 (G2) were considered.
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Table 6.1. MCSCF and GVVTP2 total energies (a.u.) for Cu2 + 2O along with the GVB-derived
active space (22e,14o).

State
MCSCF/ MCSCF GVVPT2/ GVVPT2

cc-pVTZ Relative E cc-pVTZ Relative E

Singlet Ag -3427.554 114 0.000 -3428.965 341 0.000

Singlet B1u -3427.499 892 0.054 -3428.793 463 0.172

Triplet Ag -3359.172 917 68.381 -3374.174 633 54.791

Triplet Au -3355.118 318 72.436 -3373.557 394 55.408

Triplet B1u -3358.837 335 68.717 -3376.981 104 51.984

Triplet B2u -3358.456 981 69.097 -3374.661 673 54.304

Triplet B3u -3360.155 218 67.399 -3374.475 816 54.900

To accomplish this, three macroconfigurations were used, denoted as (number of electrons in G1

| number of electrons in G2): (12 | 8), (11 | 9), and (10 | 10). For the subsequent GVVPT2 calcu-

lations based on orbitals generated from MCSCF, six of the high-lying frozen core orbitals were

correlated by being placed in an active core group. This group consisted of two ag orbitals, one b1g

orbital, two b2u orbitals, and one b3u orbital.

Table 6.2. GVB-derived active space applied to the isomerization from bis(µ-oxo) to side-on µ-
η2:η2-peroxo, (20e,14o).

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 8 1 2 2 0 5 5 3 26 total orbitals

Valence Group 1 2 0 0 1 1 1 0 1 6 total orbitals

Valence Group 2 1 1 1 1 0 3 1 0 8 total orbitals

Using this approach we were able to get converged MCSCF optimized Cu2O2+
2 MOs for

GVVPT2 to use at a few geometries moving from bis(µ-oxo) to side-on µ-η2:η2-peroxo. However,

as I approached side-on µ-η2:η2-peroxo (i.e., F ≥ 70, which is the biradical region of the Cu2O2+
2

isomerization), the MCSCF began to show serious convergence issues once again. Therefore,

though the GVB-derived active space gave a much better start then the HF-type active space our
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group had used before, AS-1 had to go through significant modification before getting an active

space that worked well for all geometries. It is worth noting that it was because of the partial

success of the GVB-derived active space that we were able to develop the approach which proved

successful for the entire Cu2O2+
2 isomerization. This was accomplished through numerical consid-

erations from the MCSCF output which now provided meaningful values at several geometries due

to the successful convergence. The rationale for this numerically based active space development

technique was first introduced in a more generalized way in Chapter 2 and is given below in more

detail as applied to Cu2O2+
2 .

6.3.2 Numerically Based Active Space Development

As mentioned above, AS-1 had to go through significant modification. This was accom-

plished through numerical considerations in an iterative way based on the output of converged

MCSCF calculations rather than based fully on chemical intuition. This way of active space de-

velopment had not been used in our group prior and it yielded an active space that was somewhere

between the originally attempted HF-type active space (which was shown to work well for main-

block elements)58,80,118 and the GVB-derived active space (which was shown to work well for

transition metals).26,27 This makes sense being that the chemistry behind the Cu2O2+
2 isomerization

is driven by both transition metal and main-block elements and needed to be described in such a

way that adequately accounted for both.

The iterative process of active space improvement started from AS-1. However, it did

prove to be a challenge to get converged MCSCF results for even a few geometries with AS-1.
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Thankfully there were enough points to give us an idea of what was going wrong with the MCSCF

convergence. This analysis involved studying the MCSCF quasi-canonical orbital energies, the

one-particle density matrix, and both the electron configurations that contribute to the total wave

function and their respective amplitudes. After a few iterations of this, we were able to develop

and execute several general rules to guide our modifications to the active space. These rules were

given above in Chapter 2, but are given again here for the readers convenience. As our active

spaces improved and MCSCF calculations were able to converge across the entire isomerization,

any new modification to the active space needed to meet these criterion for all geometries. These

rules are as follows: (i) if the quasi-canonical orbital energy was below -1.0 Ha and it remained

doubly occupied for all CSF amplitudes greater than 0.03 the orbital would be moved to the frozen

core, (ii) if the orbital energy was between -1.0 Ha and 0.0 Ha the orbital would be moved into

the “mostly occupied” valence group 1 (G1), (iii) if the orbital energy was between 0.0 Ha and

about 1.0 Ha and there was at least one configuration that showed occupation with an amplitude

of greater than 0.03 the orbital would be moved into “mostly unoccupied” valence group 2 (G2),

and finally (iv) if the orbital energy was above 1.0 Ha and there was no configuration that showed

occupation with an amplitude of greater than 0.03 the orbital would be moved out of the active

space and it would be treated as a virtual orbital. One last step that only applies to the GVVPT2

level was to take any frozen core orbitals that had a quasi-canonical orbital energy between -2.0

Ha and -1.0 Ha and put them into the active core group.

There are a few minor exceptions to these rules that are system dependent that won’t be

discussed here, but one important exception for our study was to rule (iii) and rule (iv). This

exception was because Cu2O2+
2 is a cation, so there were always a few negative energies for some of

the lowest lying virtual orbitals, however when they were put into G1, their energies grew past 1.0
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Ha and showed no significant occupied configurations as expected for virtual orbitals. Therefore,

several iterations were used to test the lowest lying virtual orbitals by placing them into the “mostly

unoccupied” subspace and then taking them out again if they acted as a virtual orbitals.

It is worth emphasizing that though having a good active space is important for capturing

the chemistry of the system in question, the allowed excitations between valence groups is also

a crucial component. Since our code has the capability to use macroconfigurations, we are able

to easily adjust the electron occupations in each valence group to allow for whatever excitation

levels were of interest. Throughout these active space modifications, we used single and double

(SD) excitations (like both the HF-type and GVB-derived of active spaces), SD along with triple

(SDT) excitations, and SDT along with quadruple (SDTQ) excitations. We had no need to go fur-

ther toward a complete active space (CAS) level of excitation, where all possible excitations are

considered, since all the chemistry along the isomerization should be describable through SDTQs.

This saves a lot of computational effort and is one of the advantages that the flexibility of macro-

configurations provides us.

6.3.2.1 Active Space Iterations

After we determined that AS-1 was not going to work across the entire isomerization from

bis(µ-oxo) to side-on µ-η2:η2-peroxo, we needed to determine how to modify the active space in a

way that worked across all geometries. As mentioned above, this was approached numerically and

there were several iterations and tests of modifications to existing active spaces. Originally this

was taken in two directions. One way was to trim down AS-1 as far as reasonable and slowly add

in orbitals until a stable active space was reached. The other approach was to include all possible
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reasonable orbitals, making a huge active space, and slowly chopping away until a stable active

space was obtained. The latter method will be discussed first because only two active spaces were

developed using this approach before the smaller active space approach showed more promise.

The first active space, denoted here as (for lack of a better name) big active space (AS-Big),

was developed by looking at B3LYP output and taking the orbitals that had a noticeable energy gap

from themselves to the next lowest occupied orbital for G1 or next highest virtual orbital for G2. In

AS-Big both G1 and G2 were kept the same size. This active space was also used to test many of the

virtual orbitals which had a negative quasi-canonical orbital energy in previous MCSCF outputs.

The orbital partitioning is given below, in Table 6.3. AS-Big allowed SD excitations between

valence groups by using three macroconfigurations, (30 | 0), (29 | 1), and (28 | 2). Though the

active space was relatively large compared to AS-1, it converged relatively painlessly. GVVPT2

was not run using these orbitals, however, since there were many obvious changes to be made to

the active space from the MCSCF output to make it smaller. These trims brought about the next

active space.

Table 6.3. Orbital partitioning in AS-Big, (30e,30o). SD excitations were considered with this
active space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 7 0 2 2 0 5 3 2 21 total orbitals

Valence G1 3 2 1 1 1 3 2 2 15 total orbitals

Valence G2 3 0 2 2 0 3 3 2 15 total orbitals

The next active space, denoted here as reduced big active space (AS-RedBig), was made

from AS-Big by removing the four lowest-lying orbitals from G1 and the four highest-lying orbitals

from G2 and is presented in Table 6.4. Four orbitals were chosen on each side because there

was another natural break in the B3LYP energies and we were still trying to keep the valence
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groups balanced. While running several iterations of the smaller active spaces, presented below,

we had realized the importance of including SDTQ excitations for capturing the chemistry of the

isomerization. Since these larger active spaces were being developed and tested in parallel with the

smaller active spaces, SDTQ excitations were attempted for this active space as well. This required

five macroconfigurations, (22 | 0), (21 | 1), (20 | 2), (19 | 3), and (18 | 4). Though the MCSCF

converged in only 13 iterations, it took over 100 hours, while the smaller SDTQ active spaces

would typically finish in a few hours. Therefore, this reason along the fact that the quasi-canonical

orbital energies and MCSCF configurations were stabilizing quickly for the smaller active spaces,

the larger active spaces were abandoned for the smaller which are discussed next.

Table 6.4. Orbital partitioning in AS-RedBig, (22e,22o). SDTQ excitations were considered with
this active space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 8 0 2 2 0 6 4 3 25 total orbitals

Valence G1 2 2 1 1 1 2 1 1 11 total orbitals

Valence G2 3 0 1 2 0 2 2 1 11 total orbitals

As mentioned above, there were two directions of active space development that took place

after AS-1 failed to converge at all geometries. The large active spaces have been presented above,

now the smaller active spaces will be discussed. The first of which, denoted as active space-2

(AS-2), was obtained from the MCSCF output from AS-1 at three points along the isomerization

coordinate, bis(µ-oxo) (F=0%), F=70%, and side-on µ-η2:η2-peroxo (F=100%). F=70% was used

because that was where there appeared to be some sort of potential curve crossing while using AS-

1 and we could only get “mostly converged” orbitals, though they were good enough to serve in

the analysis of the MCSCF output for the necessary modifications. The orbital partitioning in AS-2

is given below, in Table 6.5. Two orbitals, 6b1u and 3b2g, were consistently doubly occupied in the
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MCSCF configurations and had values of -1.0 or lower in their energies, so they were moved from

G1 and G2, respectively, to the frozen core. Two orbitals, 1b1g and 5b2u, had energies between -1.0

and 0.0 at one or more geometries, so they were moved from the frozen core to G1. One orbital,

11ag showed no occupation in the MCSCF configuration in this active space, so it was moved

from G2 to virtual space. AS-2 allowed for SD excitations between valence groups by using three

macroconfigurations, (14 | 6), (13 | 7), and (12 | 8). AS-2 was unable to give convergent MCSCF

behavior, therefore, more modification was necessary.

Table 6.5. Orbital partitioning in AS-2, (20e,13o). SD excitations were considered with this active
space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 8 0 3 2 0 6 4 3 26 total orbitals

Valence G1 2 1 0 1 1 0 0 1 7 total orbitals

Valence G2 0 1 0 1 0 3 1 0 6 total orbitals

To arrive at the next active space, active space-3 (AS-3), there were just two modifica-

tions taken. The 11ag orbital was brought back from the virtual space into G2 because of a re-

evaluation of the quasi-canonical energies at various geometries, and it was found to be important

for (F=100%). The other change was bringing the 7b1u down from G2 to G1 because of its negative

energy for all geometries analyzed. The orbital partitioning in AS-3 is given below, in Table 6.6.

It was with this active space that we decided that at least triple excitations should be allowed when

generating orbitals for GVVPT2, and it is possible that a converged MCSCF may not be obtain-

able with a small active space without considering higher than SD excitations. The SDTs were

obtained by using four macroconfigurations, (16 | 4), (15 | 5), (14 | 6), and (13 | 7). As was the

case for AS-2, AS-3 was unable to give convergent MCSCF behavior for all geometries, therefore,

more modifications were necessary before GVVPT2 calculations could be conducted.
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Table 6.6. Orbital partitioning in AS-3, (20e,14o). SDT excitations were considered with this ac-
tive space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 8 0 3 2 0 6 4 3 26 total orbitals

Valence G1 2 1 0 1 1 1 0 1 8 total orbitals

Valence G2 1 1 0 1 0 2 1 0 6 total orbitals

This next active space, active space-4 (AS-4), was the first moderately successful active

space. We changed the structure of our active spaces here and set up the two valence groups in

a similar way to the HF-type of active space, where G1 contained the high-lying mostly occupied

orbitals and G2 contained the low-lying mostly unoccupied active space. The rationale for this

was taken from the larger active spaces presented earlier, since they were run in parallel with

these smaller active spaces and were exhibiting better MCSCF convergence behavior. As can

be seen above, in AS-2 there were 34 orbitals in the combined frozen core and G1 and a total

of 72 electrons in the Cu2O2+
2 system. Therefore, two more orbitals needed to be moved into

the frozen core or G1 from G2 or the virtual space in order to have room for all 72 electrons

and were decided on based on the lowest energy orbitals. The two orbitals, 8b1u and 2b1g, were

moved from G2 to G1. Besides this main change, there were also a other few modifications. The

7b1u orbital was moved from G1 to the frozen core because its energy had dropped below -2.0.

There were also three other relatively low-lying virtual orbitals, 12ag, 5b3u, and 4b2g, that were

added to help balance out G1 and G2. The orbital partitioning in AS-4 is given below, in Table

6.7. Due to convergence issues for both AS-2 and AS-3, the modifications mentioned here were

based off of unconverged MCSCF output after 20 iterations. AS-4 also considered SDT excitations

by using four macroconfigurations, (18 | 0), (17 | 1), (16 | 2), and (15 | 3). This was the first

active space that gave converged MCSCF results at all geometries while maintaining a smooth
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relative energy throughout the isomerization. Therefore, GVVPT2 calculations were conducted

using these orbitals, and the energies are presented in section 6.4. As was the case when using AS-

1, the subsequent GVVPT2 calculations based on orbitals generated from MCSCF had seven of

the high-lying frozen core orbitals correlated by being placed in an active core group. This group

consisted of two ag orbitals, one b2g orbital, two b1u orbitals, one b2u orbital, and one b3u orbital.

Table 6.7. Orbital partitioning in AS-4, (18e, 16o). SDT excitations were considered with this
active space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 8 0 3 2 0 7 4 3 27 total orbitals

Valence G1 2 2 0 1 1 1 1 1 9 total orbitals

Valence G2 2 0 1 1 0 1 1 1 7 total orbitals

Though AS-4 was able to give converged results for all points along the Cu2O2+
2 isomer-

ization, the shape of the GVVPT2 relative energy curve possessed some strange features when

compared with higher level methods. These features are discussed more in section 6.4. Along

with this, the MCSCF output still gave more numeric clues as to how to improve the active space.

The 9ag orbital energy was around -1.8, so it was moved from G1 to the frozen core. Two more

low-lying virtual orbitals, 13ag and 10b1u, were moved into G2. The orbital partitioning in AS-5 is

given below, in Table 6.8. AS-5 considered both SDT and SDTQ excitations by using four macro-

configurations for the SDTs, (16 | 0), (15 | 1), (14 | 2), and (13 | 3) and five macroconfigurations

for the SDTQs, (16 | 0), (15 | 1), (14 | 2), (13 | 3), and (12 | 4). It was during the development

of AS-5 that we decided to test the effect of SDT vs. SDTQ excitations on the numerics in the

MCSCF output and on the relative energy curve of the Cu2O2+
2 isomerization. The latter effect

was particularly interesting to us, because of the strange features mentioned earlier. It should be

mentioned that we had planned on doing SDTQ excitations all along for the final calculations once
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a reasonable active space was found, since two bonds are broken and formed along the isomeriza-

tion coordinate, thus needing four electrons to be allowed to change occupation between valence

groups. However, SDTQ excitations are relatively expensive compared to SD and even SDT ex-

citations. So we were attempting to find a good active space using the faster SDT excitations and

only conduction SDTQ excitations once it was found. AS-5 was the first active space that SDTQ

excitations were attempted on all geometries at both the MCSCF and GVVPT2 levels. It was found

that including quadruple excitations drastically changed the relative GVVPT2 energy, and this is

discussed in section 6.4. The GVVPT2 calculations again correlated eight of the high-lying frozen

core orbitals. This active core group consisted of three ag orbitals, one b2g orbital, two b1u orbitals,

one b2u orbital, and one b3u orbital. Though AS-5 was stable enough to test quadruple excitations,

there were still some modifications that could be made to trim it down.

Table 6.8. Orbital partitioning in AS-5, (16e, 17o). Both SDT and SDTQ excitations were consid-
ered with this active space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 9 0 3 2 0 7 4 3 28 total orbitals

Valence G1 1 2 0 1 1 1 1 1 8 total orbitals

Valence G2 3 0 1 1 0 2 1 1 9 total orbitals

This most recent modification to the active space, active space-6 (AS-6), was obtained by

considering the SDTQ MCSCF output. It was found that both 13ag and 4b2g could be safely moved

into the virtual space from G2 due to large positive energies. The orbital 4b3g was moved from G2

to G1 because of a consistently negative energy across all geometries. And finally, both 1b1g and

1au were moved from G1 to the frozen core because of energies of around -1.0 for all geometries.

This trimming significantly decreased the size of the active space, yet the relative energies are very

comparable to the larger AS-5 as presented in section 6.4. The orbital partitioning in AS-6 is given
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below, in Table 6.9. AS-6 considered only SDTQ excitations, since it was smaller than AS-5 and

quadruple were shown to greatly effect the energies. The SDTQ excitations were obtained by using

five macroconfigurations, (12 | 0), (11 | 1), (10 | 2), (9 | 3), and (8 | 4). It is worth noting that not

all of G1 is doubly occupied in AS-6, as was the case for AS-4 and AS-5 (i.e., there are two holes

present in G1 in AS-6). For GVVPT2, 10 high-lying frozen core orbitals were correlated. This

active core group consisted of three ag orbitals, one b1g orbital, one b2g orbital, one au orbital, two

b1u orbitals, one b2u orbital, and one b3u orbital. AS-6 is the active space presented below as the

“best-so-far” active space. We have several ideas on how to improve the active space to get even

better agreement between GVVPT2 and the higher level methods given in Reference 3, but that is

outside the scope of this dissertation.

Table 6.9. Orbital partitioning in AS-6, (12e, 13o). Only SDTQ excitations were considered with
this active space.

Symmetry ag b1g b2g b3g au b1u b2u b3u

Frozen Core 9 1 3 2 1 7 4 3 30 total orbitals

Valence G1 1 1 0 2 0 1 1 1 7 total orbitals

Valence G2 2 0 0 0 0 2 1 1 6 total orbitals

6.4 Relative Energies of the Cu2O2+
2 Isomerization

As mentioned above, adjusting the active space and accounting for quadruple excitations

had a significant effect on the relative energies. This is particularly true for the inclusion of quadru-

ples, which can be seen particularly well in the data presented below. However it should be noted

that without a suitable active space, the energies cannot even be obtained for the entire isomer-
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ization coordinate with MCSCF. Therefore, only the most refined active spaces energies will be

presented here, AS-4, AS-5, and AS-6.

6.4.1 Active Space Effect

The first comparison is showing the effect on the relative energies that occurred as we

adjusted AS-4 to get AS-5 and is presented graphically below, in Figure 6.3. Both active spaces

here only considered SDT excitations.

Figure 6.3. Relative energies (kcal/mol) of Cu2O2+
2 at the MCSCF and GVVPT2 levels of theory

showing how the energy changed when AS-4 (solid lines) was modified to get AS-5
(dashed lines). Both active spaces included SDT excitations.

It can be seen that although MCSCF had a significant change, GVVPT2 remained fairly
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stable to the change. One interesting feature of these calculations was the large dip in the MCSCF

energies starting from F=20% to F=40% for both active spaces. This was then accompanied by a

large bump in the corresponding GVVPT2 energies also starting from F=20% to F=40% for both

active spaces. This is likely due to GVVPT2 attempting to correct for MCSCF’s odd behavior.

This behavior was later found out to be from the lack of inclusion of quadruple excitations.

The comparison of AS-5 and AS-6 is given below, in Figure 6.4, where both included

quadruple excitations. Again GVVPT2 was shown to be fairly stable to the active space modifica-

tion, while MCSCF exhibited more change. Here again MCSCF incorrectly predicts the minimum,

only now it is closer to the true minimum (i.e., F=100%),3 at around F=70%–F=80%. This is

likely because this is the biradical region of the isomerization of Cu2O2+
2 , and MCSCF is known to

struggle in such regions with over stabilization.119
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Figure 6.4. Relative energies (kcal/mol) of Cu2O2+
2 at the MCSCF and GVVPT2 levels of theory

showing how the energy changed when AS-5 (solid lines) was modified to get AS-6
(dashed lines). Both active spaces included SDTQ excitations.
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6.4.2 Effect of Including Quadruple Excitations

When quadruple excitations are considered, the relative energy landscape of the isomeriza-

tion of Cu2O2+
2 drastically changes. This is due to the nature of the isomerization where two bonds

are simultaneously formed/broken, thus involving four electrons. However, calculations involving

quadruple excitations can take considerably longer than when only up to triple excitations are ac-

counted for. Therefore, we tested the convergence and stability of various active spaces using SD

and SDT excitations before we decided to do SDTQ calculations. As can be seen above, AS-4 and

AS-5 both converged for the MCSCF and were relatively stable to modification, so we decided

to consider quadruple excitations starting with AS-5. The difference in the absolute energies at

various geometries (i.e., for given value of F) were taken at both the MCSCF and GVVPT2 levels

of theory and are presented below, in Table 6.10, and in Figure 6.5. It is worth clarifying that these

energies are not set equal at side-on µ-η2:η2-peroxo (F=100%), but are rather a comparison of the

absolute energy (given in Hartree) for each value of F individually (e.g., EMCS CF(AS−5,S DT ) at F=0%

compared to EMCS CF(AS−5,S DT Q) also at F=0%).
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Figure 6.5. Bar chart showing how the difference in the energies (kcal/mol) change at different
points along the isomerization of Cu2O2+

2 for both MCSCF and GVVPT2. The MCSCF
and GVVPT2 levels of theory showing the effects of adding quadruple excitations (i.e.,
SDTQ [dashed lines] vs. SDT [solid lines]) when using AS-5.

Considering quadruple excitations at the MCSCF level was found to stabilize all points

along the isomerization. However, for geometries near bis(µ-oxo) (i.e., F=0% and 20%), they

were stabilized more than the rest of the geometries by about 10 kcal/mol. Considering quadruple

excitations at the GVVPT2 level was found to destabilize all points along the isomerization. How-

ever, for geometries near side-on µ-η2:η2-peroxo (i.e., F=100% and 80%), they were destabilized

more than the rest of the geometries by about 10 kcal/mol for F=80% and nearly 20 kcal/mol for

F=100%. This massive destabilization near side-on µ-η2:η2-peroxo is what is primarily responsible

for the fairly isoenergetic GVVPT2 isomerization curve.

While the above Table 6.10 and Figure 6.5 compare each value of F, Figure 6.6, given be-
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low, compares their relative energies by setting both energies of side-on µ-η2:η2-peroxo (F=100%)

equal to zero, as was the convention before and will be for the rest of this chapter.

Figure 6.6. Relative energies (kcal/mol) of Cu2O2+
2 at the MCSCF and GVVPT2 levels of theory

showing the effects of adding quadruple excitations (i.e., SDTQ [dashed lines] vs. SDT
[solid lines]) when using AS-5.

6.4.3 Comparison of GVVPT2 Results to Previous Studies

Now that we have a converged and reasonably stable active space (AS-6), we will compare

our results with previous theoretical studies of this system. As mention in the introduction, this

Cu2O2+
2 isomerization is a kind of benchmark system. Thus far the best estimates of the actual rel-

ative energy along the isomerization from bis(µ-oxo) (i.e., F=0%) to side-on µ-η2:η2-peroxo (i.e.,
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F=100%) has been predicted by a massive calculation of CR-CCSD(TQ)L, which was computed

as CR-CCSD(T)L + CR-CCSD(TQ) – CR-CCSD(T).3 Another great estimate was made a few

years later using second order perturbation theory using a exceedingly large restricted active space

(RASPT2) of (24e,28o). They also that allowed for SDTQ excitations between the valence RAS

groups (denoted by the authors by “//4”, i.e., RASPT2(24e,28o)//4.4 Both of these methods used

BS1, mentioned above in section 6.2.

Two other relatively expensive methods that were used on this system was the complete

active space self consistent field (CASSCF) method and the complete active space second order

perturbation (CASPT2) method, which is applied to the CASSCF reference function in a similar

way that GVVPT2 is applied to the MCSCF reference function. Before CASSCF and CASPT2

were applied to this Cu2O2+
2 system, it was widely used for quantitative modeling of transition

metal chemistry.120,121,121 Similarly to RASSCF and RASPT2 (or MCSCF and GVVPT2 in our

study), the quality of the results of CASSCF and CASPT2 depends greatly on the choice of active

space. The primary difference of CAS from RAS is that it must consider all possible excitations in

its active orbitals, making it relatively expensive and limits the size of active space that can be used.

When applied to Cu2O2+
2 , the authors had attempted several active spaces varying considerably in

size, the smallest and largest of which are shown here for comparison, (8e,8o) and (16e,14o).3

All of the calculations presented here for CASSCF and CASPT2 used BS1, mentioned above in

section 6.2. The comparison of our MCSCF and GVVPT2 results using various active spaces and

degree of excitations are given below, in Table 6.11. A select few isomerization relative energy

curves are also presented graphically below, in Figure 6.7.

Though the results of both CR-CCSD(TQ)L and RASPT2(24e,28o)//4 are included, they

are here for reference purposes only. The main point we are making at the current state in this study

132



is that GVVPT2 can reproduce large active space CASSCF/CASPT2 results using a smaller space

with AS-6 (12e, 13o) and only considering up to quadruple excitations rather than considering all

possible excitations. Future studies will determine how large of an active space will be necessary to

have close agreement with the CR-CCSD(TQ)L results (in a similar way as RASPT2(24e,28o)//4

did).

Table 6.11. Comparisons of relative energies (kcal/mol) of various levels
of theory along the isomerization path of Cu2O2+

2 compared
to best estimates from CAS, RAS and CR-CC results. Ener-
gies were related by equating all the side-on µ-η2:η2-peroxo
energies.

Isomerization Coordinate, F

Level of Theory 0% 20% 40% 60% 80% 100%

MCSCF (AS-4, SDT) 19.5 11.9 -9.0 -13.9 -10.6 0.0

MCSCF (AS-5, SDT) 24.4 16.9 -3.1 -8.2 -7.5 0.0

MCSCF (AS-5, SDTQ) 15.0 5.3 -3.3 -10.5 -12.8 0.0

MCSCF (AS-6, SDTQ) 9.3 0.1 -7.7 -13.8 -14.2 0.0
aCASSCF (8e, 8o) -3.6 -11.1 -16.5 -19.5 -16.7 0.0

aCASSCF (16e, 14o) 0.2 -7.2 -12.7 -16.3 -14.0 0.0

GVVPT2 (AS-4, SDT) 32.7 28.6 30.2 28.0 15.6 0.0

GVVPT2 (AS-5, SDT) 35.5 27.3 30.1 25.9 16.6 0.0

GVVPT2 (AS-5, SDTQ) 3.9 0.1 -1.2 -2.9 0.1 0.0

GVVPT2 (AS-6, SDTQ) 3.4 1.1 1.5 -1.6 -2.9 0.0
aCASPT2 (8e, 8o) 6.5 0.4 -3.1 -5.8 -6.1 0.0

aCASPT2 (16e, 14o) 1.4 -2.7 -5.4 -7.6 -8.7 0.0
bRASPT2(24e,28o)//4 28.6 21.2 15.1 7.1 0.8 0.0

cCR-CCSD(TQ)L 33.8 24.2 15.9 8.2 1.8 0.0

aAll CAS results obtained from Ref. 3. bRASPT2(24e,28o)//4 (a two part RAS
with a maximum of four excitations allowed between the two valence groups)
results obtained from Ref. 4. cCR-CCSD(TQ)L (computed as CR-CCSD(T)L +

CR-CCSD(TQ) – CR-CCSD(T)) results obtained from Ref. 3.

It can be seen that MCSCF curve agrees exceedingly well with CASSCF (16e,14o) results

in the region near side-on µ-η2:η2-peroxo (i.e., F=100%) and reasonably well as the isomerization
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Figure 6.7. Relative energies (kcal/mol) of Cu2O2+
2 at the MCSCF and GVVPT2 levels of the-

ory compared to previous studies (CR-CCSD(TQ)L values obtained from Ref. 3 and
RASPT2(24e,28o)//4 values obtained from Ref. 4).

moves closer to bis(µ-oxo) (i.e., F=0%). GVVPT2 is also shown to agree reasonably well with

both of the CASPT2 results. These agreements highlight the versatility of the macroconfiguration

approach, in that we were able to specify that we only consider the important excitations, thus

getting results comparable to much larger, time intensive calculations. This also shows the validity

of the numerical approach of active space development, as described above in section 6.3.2. There

are several ways in which GVVPT2 calculations can be expanded to increase agreement with CR-

CCSD(TQ)L results, and they are described briefly below in section 6.5.
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6.5 Future Work

There are several directions in which we plan on taking this study to improve our results.

The most obvious of which is to attempt to imitate the large RAS active space of (24e,28o) with

quadruple excitations from Ref. 4. One way in which we intend on doing that is to approach

it starting from our converged MCSCF orbitals for the larger active spaces we have attempted

(i.e., AS-Big and AS-RedBig). Another factor that needs investigating is the effect of using the

smaller basis set that was used in the studies mentioned,3,4 which had the Stuttgart pseudopotential

and associated basis functions for Cu116 and the atomic natural orbital (ANO) basis set from by

Pierloot et al.117 for oxygen, contracted as [10s6p3d|4s3p2d].

Another direction to take is based on numerical considerations of the MCSCF output using

AS-6 with SDTQ excitations. There are still some valid modifications to be tested. Though this

should not have a large effect on the relative energies, it is worth testing.

The fourth direction investigates the use of DFT orbitals, rather than MCSCF orbitals,

as a reference for GVVPT2. This was shown to work well for several test systems122 and may

prove to work well with the isomerization of Cu2O2+
2 . Once the ability for GVVPT2 to run using

DFT generated orbitals is fully implemented into UNDMOL, we will also be able to study far

larger systems than previously possible. In the case of the Cu2O2+
2 system, we would be able to

pursue the more realistic system containing ammonia ligands, which has been shown to give a

good approximation for the biological compounds that use this copper core.22

135



7 OVERALL CONCLUDING REMARKS

There are several key insights that were obtained from the research presented in this dissertation.

The protocol presented for main group oxides seems to be fairly general. The single and double

excitation HF-type active space works well for these systems and other main group oxides could

be attempted with this type of active space. GVVPT2 was shown to work well in describing these

multireference systems. For both AsxOy (Chapter 3) and SbxOy (Chapter 4) species were shown to

have energetically favorable gas phase accretion.

The protocol for the catalytic degradation of lignin (Chapter 5) was able to describe the

binding energy of both a monomer and a dimer (representing lignin) onto a model of an amor-

phous silica–alumina catalyst. This protocol could be attempted with other lignin fragments. The

described cluster model could be extended to study other catalysts, provided it has a large enough

band gap.

GVVPT2 was shown to be capable of describing the isomerization curve between the bis(µ-

oxo) and side-on µ-η2:η2-peroxo isomers of the Cu2O2+
2 moiety (Chapter 6). We found that the

combination of a GVB-derived and HF-type active space was needed in order to properly describe

Cu2O2+
2 . This type of active space should be extended to other metal oxo-bridged compounds.
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