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ABSTRACT
Decision tree is themost efficient and fast technology of datamining
that is frequently used in data analysis and prediction. According to
the development in science and technology in the last years, the data
is growing faster, and the principle of the decision tree algorithms
become not efficient in respect runtime and speed-up ratio. In view
of the above problem, we propose a new method of classification
based on framework Hadoop and Fuzzy logic. Our proposed hybrid
approach is designed to propose a new C4.5 decision tree algorithm
using fuzzy logic and fuzzy set theory to handle uncertainty and
imprecision in data, and Hadoop framework (MapReduce + HDFS)
to parallelize our work. This combination of big data technologies,
fuzzy systems and C4.5 decision tree algorithm has produced a par-
allel fuzzy decision treemodel, which takes advantage of these three
techniques (hadoop + fuzzy logic + C4.5) to produce a decision
tree with higher predictive accuracy. In this paper, an experiment
is presented to compare our approach with other approaches from
the literature. Experiments were carried out using three datasets,
and the results show that our new method outperforms the other
approaches in terms of accuracy and execution time.
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1. Introduction

The classification component is the primary technique in data mining and vastly used in
diverse areas. Classification is a data mining function that attributes items in a collection
to decision categories or classes. Generally, the dominant principle of classification is to
accurately predict the decision or target class for each element in the dataset by using the
constructedmodel [1]. The historical data for a classificationproject is characteristically split
into two data sets: one for building the model; the other for testing the model. The most
used classification algorithm is the decision tree algorithm [2].

A C4.5 decision tree algorithm is an oriented tree comprised of a root node, as well as
decision nodes all the other nodes each with exactly one incoming edge. In order to con-
struct a decision tree, the process is as follows: Given a dataset of training data, apply a
measure function on all available attributes, find the better splitting attribute based on the
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result obtained by the calculation of measure function, once the best attribute is deter-
mined, the dataset is divided into numerous partitions according to the ranges of values
or number of values associated with the best attribute. Within each partition, if all samples
appertain to a single class, the algorithm stops [3,4]. Otherwise, the splitting procedure is
recursively executed until each partition appertains to a single class, or no attribute is left. In
this domain of scientific research, all researches deal with the problem of finding the better
splitting criteria of decision tree algorithm in order to construct small, accurate trees, and
to decrease execution time for a given dataset [1].

One of the excellent characteristics of the decision tree is that; it doesn’t require a lot of
background cognization in the learning procedure since the training dataset can donate
expression by the attribute that is the conclusion of the model [3]. After this, use the
algorithm for learning. Decision tree algorithms have advantages as follows: (1) the struc-
ture of the algorithm is simple, easy to comprehend; (2) the algorithm has high predictive
accuracy. But nowadays, the traditional decision tree algorithms have encountered many
challenges because of the faster growth of data. First, as the quantity of data becomes
hugely massive, the process of constructing a decision tree model can be quite time-
consuming. Second, several computationsmoved to external storage because thememory
storage capacity is limited. Therefore expand the I/O cost. In our work, to overcome these
challenges, we are used the big data framework Hadoop with its component MapReduce
computational model and distributed file system HDFS.

Currently, big data is the capability of extracting useful patterns or information from
large-scale data [5]. For handling this huge quantity of data using a single computer node
it’s inefficient in real-time. To resolve this problem the big data processing framework is
deployed on cluster computerswith a high-performance computingplatform, and the data
mining tasks are deployed on this cluster of computers by running the high-level data-
parallel framework Hadoop. Apache Hadoop is an open-source software framework that
efficaciously facilitates writing distributed applications. It contains two components, the
distributed file system HDFS, and the MapReduce programming model.

HDFS is a distributed, portable and scalable file system written in Java. Up to now, it
is a highly fault-tolerant storage system, which stores huge amounts of data reliably on
multiple low-cost machines redundantly. Thus rescue the system from eventual subse-
quent data losses in case of failure [5,6]. The input data of a Hadoop job are stored as
files in HDFS. Such as it stores the file metadata on the NameNode server and applica-
tion data is stored on other servers called DataNodes. MapReduce is a style of parallel
computing that has been deployed in multiple systems, which the computation in this
model takes a set of input key/value pairs, and produces a set of output key/value pairs.
The user specifies a map function that processes a set of input key/value pairs in order
to generate a set of intermediate key/value pairs, finally, the reduce function merges all
intermediate values associatedwith the same intermediate key. Programmeswritten in this
functional style are automatically parallelised andexecutedon a large cluster of commodity
computers [6,7].

Fuzzy Systems (FS) can be defined as systems that use the fuzzy set theory proposed
by prof. Lofti A. Zadeh [8] to represent at least one of its variables. The fuzzy set the-
ory allows the computational representation and processing of imprecise and uncertain
information, which are abundant in the real world. In fact, most of the available computer
approaches cannot directly process information with imprecision and uncertainty, making
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fuzzy systems a valuable alternative to work with domains presenting such characteristics.
Rule-based fuzzy systems, a particular type of fuzzy system, use a reasoning mechanism
based on approximate reasoning that has the ability to express the ambiguity and sub-
jectivity present in human reasoning. The rule bases on fuzzy systems store knowledge
represented bymeans of rules [9]. A fuzzy system consists of a Knowledge Base (KB) and an
Inference Mechanism (IM). The KB contains a Fuzzy Rule Base (FRB) and a Fuzzy Database
(FDB). The FRB has the rules that form the core of the system. These rules are constructed
based on the fuzzy sets defining the attributes of the system, stored in the FDB. The FDB
and FRB are used by the IM to classify new examples [9].

In this article we propose a new approach to classify the data, using the notions of Fuzzy
Logic, C4.5 decision tree algorithm based on fuzzy information gain, and the open-source
software Hadoop. The first step is to fuzzify the data to be classified (transform the crisp set
to fuzzy set) using the fuzzification methods (trapezoidal shaped membership function or
triangular membership function) and store it in HDFS. After the data is stored in HDFS we
parallelise the instructions of the fuzzy C4.5 algorithm applied on data using the MapRe-
duce programming model. We can deduce that the goal of our new method is to fuzzify
the C4.5 algorithm in order to handle uncertainty and imprecision data, and in order to
classify the huge dataset using this fuzzified algorithm without having the problem of the
execution time, we parallelise our method using Hadoop framework.

The remainder of this paper is organised as follows: Section 2 defines some literature
review. Section 3 describes the motivation of our work, Section 4 presents our research
methodology. Section 5 describes the experiment results and comparisons, followed by
the conclusions and future work in Section 6.

2. RelatedWorks

Several research papers in the literature pursue to study, construe and identify the issues
of text classification using fuzzy logic methods, and their applications in diverse areas
[10–19]. Fuzzy logic (FL) [8,9,20] is one of the soft computing techniques that takes a crucial
role in the construction of hybrid classification models in the last years. FL suggested by
prof. Zadeh [8] explains the manner of representation of human thinking and perception
especially in various scopes such as Datamining, Information abstraction, Machine Learn-
ing, Pattern Recognition, Natural Language processing, and other domains that resolves
uncertainty problems. These ambiguous and uncertainty issues can be solved by different
fuzzification methods that are applied to transform the input crisp set into fuzzified sets.

Ducangeet al. [10] propose aneffective distributed fuzzy associative classificationmodel
based on the MapReduce programming model. The first step of their approach aims to
extract a set of fuzzy association classification rules using the fuzzy extension of the learn-
ing algorithm FP-Growth, then they prune the resulted set of rules through using tools of
pruning such as fuzzysuppConfL, minFuzzysupp, andminFuzzyConf. The aims of this prun-
ing process is to reduce the redundant and noise rules generated in the first phase of the
proposed approach. They implemented their work using the Hadoop framework, also they
study the scalability of their work by carrying out a lot of experiments on a real-world huge
dataset.

Authors of the research paper [11] proposed a fuzzy system that can extract the principle
aspects from tourist opinions and then classify these extracted aspects into the positive or
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negative category they employ algorithms based on fuzzy logic in both phases: aspect clas-
sification and aspects extraction. They evaluated five prevalent algorithms based on fuzzy
logic, FURIA, FLR, FNN, VQNN, and FRNN in order to choose the best one. According to the
presented result, the FURIA algorithm gave good results as compared to other fuzzy learn-
ing algorithms with the 90.12% accuracy on the restaurant’s dataset and the FLR classifier
achieved a better result with the 86.02% accuracy on the hotel’s dataset. In general, their
work is carrying out through four phases, data collection, data pre-processing, fuzzy rules
extracted, and classification step using fuzzy logic algorithms.

Abdul-Jaleel et al. [12] proposed an approach combined genetic algorithm and the-
ory of fuzzy logic to resolve the issue of text classification based on the membership
degree. The inputs for their proposedclassificationapplicationare a set of featuresobtained
from a tweet and the outcome of this classification system is the class (negative, neu-
tral, positive) which the tweet belonging to it. The results obtained from this proposed
system are compared with the technique of fuzzy logic and the technique of keyword
searches. This comparison is based on both rates, which are correction rate and incre-
mental rate. In the incremental rate, their classification system is more efficient than
these techniques (keyword search and fuzzy logic), where the number of tweets extracted
using the proposed approach is 160 tweets compared to 98 and 141 using the other
techniques. Also, the proposed classification system achieved a better result with the
98.75% correction rate compared to 97.9% and 95.7% correction rate obtained by other
techniques.

Authors of [13] present a hybrid methodology to classify the soil using Munsell Soil
Colour Charts. In their proposed approach, they resolve the issue of soil classification by
combining Fuzzy Logic Systems and Artificial Neural Networks. Melin et al. [14] develop
a new approach for dynamic parameter adaptation in particle swarm optimisation (PSO),
where PSO is a metaheuristic inspired in social behaviours. The authors also in this work
used fuzzy logic in order to ameliorate the variety and the convergence of the swarm in
PSO. Experiment outcomes prove that their proposal gave good results in terms of the per-
formance of PSO. The authors Rubio et al. [15] present a new clustering algorithm called
Fuzzy Possibilistic C-Means (FPCM). This proposed algorithm is based on the technique of
Type-2 Fuzzy Logic. The objective of this work is to improve the performance of the FPCM.
Several simulationsweremadeby applied the Interval Type-2 FuzzyC-Means algorithmand
FPCM on 6 well-known datasets. The authors of these research papers [16,18,19] proposed
the newmachine learning techniques to solve the issue of classification in some areas such
as pattern recognition and diabetes disease classification.

Authors of [17] present a work that combines both the company’s stakeholders and
decision-makers in order to choose the better supplier. In their work, the authors convert
the set of extracted opinions into a fuzzy soft set, then combine the obtained fuzzy soft set
with the roughapproximation theory. The attributes in thiswork are representedby linguis-
tic terms. To evaluate the effectiveness and the performance of their proposedmethod, the
authors gave a case study using their improved technique. Also, many works in the litera-
ture have exploited the possibility of combining the fuzzy set theory with the decision tree
algorithms to handle uncertainty data. And these fuzzy Decision tree algorithms have been
successfully used in several areas such as industrial applications, decisionmaking, machine
learning, knowledge engineering, and data mining. In this section, I will describe some of
these research works.
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Authors in [21] proposed a new fuzzy logic-based method for multi-label classification.
The new algorithm utilises generalised fuzzy entropy, aggregate overall labels, to select
the best attribute for growing the tree. The reasons adopted by the authors for improving
this new fuzzy decision are two-fold: firstly, the ingrained interpretability of fuzzy systems
give some anticipation or explication about the classification. Which is a very important
feature in several knowledge discoveries and data mining tasks. Second, the new method
has several degrees of ambiguity among the labels boundaries, which cannot be properly
discovered by classical crisp classifiers.

Another work that uses fuzzy sets in the decision tree is that presented in [22]; in this
article, the authors introduced an approach of using cumulative information estimations
for fuzzy decision tree induction. They proposed a novel type of fuzzy decision tree called
an ordered tree. This tree is used to process the attributes in a parallelmannerwith differing
costs. Unordered tree dissents from ordered fuzzy decision tree in the manner of testing
attributes. In the ordered tree the order of tested attribute is unrelated from the outcomes
of preceding tests, thereforewe can examine the next attributes in a parallel way. This leads
to the diminishing of costs for test attributes.

Suryawanshi and Thakore [23] proposed a method that integrates fuzzy set theory with
the ID3 decision tree algorithm. This paper essentially focuses on the classificationmethod
of data mining to recognise the class of an attribute using the ID3 decision tree algorithm,
and then to add the fuzzification principle to ameliorate the performance of ID3.

Authors of [24] present a hybrid approach, which combines maximum ambiguity based
sample selection and fuzzy decision tree induction. This paper introduces a novel sample
selection technique, i.e. the maximum ambiguity-based sample selection in fuzzy decision
tree induction. The experimental results show that the generalisation ability of the tree
using this new selection method is more performance than that found on the random
selection technique.

3. Motivation

The idea of fuzzy logic theory aims to analyse the collected data from different areas in a
way that is similar to the humanbeings feelings [20], unlike traditional analysis strategy. The
output of a fuzzy system is obtained through the application of the membership functions
on both inputs and outputs, this process is called the fuzzification process. A crisp input will
be transformed into the variousmembers of the relatedmembership functions founded on
its value. Furthermore, the output of the fuzzy logic system is derived from itsmemberships
of the various membership functions, which can be treated as a set of inputs [25].

Fuzzy logic ideas are often used in our routine life that none evenpays attention to them.
For example, to respond to a fewquestions in some surveys, in all the time the person could
replywith ‘Not Satisfied’ or ‘Fully Satisfied’, that are also vague ambiguous or fuzzy answers.
Precisely to what a degree is a person contented or discontented with certain products or
services for those surveys. These ambiguous answers can only be created by humanbeings,
but not machines [20]. Is it possible for a machine to respond to those survey questions
immediately as human beings did? It is definitely impossible. Machines can only compre-
hend either ‘FALSE’ or ‘TRUE’, and ‘0’ or ‘1’. Those pieces of information are called crisp data
and can be treated by all computers. Is it possible the human being help the machines to
treat those vague data? If so, how can machines and computers treat those ambiguous



6 F. ES-SABERY AND A. HAIR

data? Yes, inspired by human being feeling’s, professor L. A. Zadeh proposed the fuzzy
logic that can help the computers to handle those vague/ambiguous data as humanbeings
do [8].

Fuzzy logic is considered as an extension of classical logic. in otherwords, the truth value
takes a real number from the interval [0, 1] in fuzzy logic rather than a binary value ‘0’ or ‘1’
in classical logic. the main objective of the theory of fuzzy logic is converting a white and
black problem into a grey issue [8]. In the definitions of set theory, classical or deterministic
logic is considering the set of elements as the crisp set, which denotes that the member-
ship degree of each element in a set is equal to 1 i.e. the element entirely belongs to the set.
Unlike, fuzzy logic is considering the set of elements as the fuzzy set, which denotes that the
membership degree of each element in a fuzzy set is ranged from 0 to 1, i.e. the element
belongs partially to the set. The membership degree is computed by a specific member-
ship function such as triangularmembership function, Gaussianmembership function, and
trapezoidal membership function [26].

Generally, features in a learning process can be divided into two categories, namely,
continuous-valued features and discrete-valued features. The first category is regarded as
nominal concepts while the second, as real numbers. The C4.5 decision tree algorithm
supposes that all feature values are nominal. Therefore the continuous-valued attributes
should be discretized before the C4.5 measures the splitting criterion. there are several
manners for discretization but an effective one is a binary split which denotes that a
continuous-valued feature is discretized at the beginning of the learning algorithmprocess
by dividing its range into two intervals [27] binary split is generally performed by select-
ing the threshold value which decreases the impurity measure (C4.5 gain ratio) utilised as
the splitting criterion [28]. Once the threshold value T is determined for the continuous-
valuedattributeA, the instancesof the training setwithA ≤ Tare assigned to the left node’s
branch,whereas the instances of the training setwithA > T are assigned to the right node’s
branch.

C4.5 handles continuous-valued features by putting real numbers into two different
intervals using the binary split technique, each interval is utilised as a condition judgment
by the current node toward the next node. In the literature, there are several research
works [22,23,27,28] criticise this way of dealing with continuous-valued feature and con-
sider it as judgment bias. Motivated by the effectiveness and advantage of fuzzy logic
techniques to resolve the judgment bias problem in several problems, we proposed a new
version of C4.5 by representing the continuous-valued features utilising fuzzy linguistic
terms instead of the split binary technique. In the next section, I will describe how we
use the fuzzy logic technique with the C4.5 algorithm to handle the continuous-valued
features.

From the point of view of some research papers [28–30], the rule-based fuzzy system
(RBFS) is the most important field of fuzzy sets theory. This kind of system is regarded
as an extension of traditional rule-based systems, taking into consideration IF THEN rules
whose consequent block and antecedent block are constituted of fuzzy logic terms, instead
of traditional logic ones. As argued in [26] RBFS can raise the interpretability rate of
learning algorithms for text-classification than computational models. Generally, the RBFS
is a particular kind of expert systems, which typically be composed of a set of fuzzy
rules. Each rule is a set of linguistic terms, which are called conditions or antecedents. In
the literature, There are three common kinds of RBFS, namely Sugeno, Tsukamoto and
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Mamdani [31]. Both Mamdani and Sugeno rule-based fuzzy systems are used in cases of
regression problems, and the Tsukamoto rule-based fuzzy system generally used for clas-
sification problems. Tsukamoto consists of three phases, which are fuzzification, Inference,
anddefuzzification. In fuzzification step, the Tsukamotouseoneof the threepopular fuzzifi-
cation functions, such as Triangular membership function, Gaussianmembership function,
and Trapezoidal membership function [26], the inference mechanism is based on expert
knowledge, and in the defuzzification step, one of the most popular functions is used such
asMaxmembership function, Centroid function, andWeighted average function. Similar to
Tsukamotomodel, our proposedmethod consists of three phases, such as fuzzification step
performed by using triangular membership function, Inference step carried out by apply-
ing the Fuzzy C4.5 algorithm [32] to fuzzified dataset, and in the last phase, we applied
the classic and general reasoning methods on extracted fuzzy rules to classify the new
instances.

4. ResearchMethodology

Our proposal pursues to resolve one of the problems encounter by The C4.5 decision tree
algorithm by using fuzzy logic techniques. The problem is how C4.5 handles continuous-
valued attributes. Generally classical C4.5 uses the binary split to deal with continuous-
valued attributes as explained in the motivation section. After numerous experiments,
analysis and studies carried out by researchers, it turns out that the binary split technique
is not more efficient and they consider it as judgment bias. Finding another way to over-
come this judgment bias in the C4.5 learning process is the first phase of our proposal. After
our studies of fuzzy logic theory, we deduced that this theory is more efficient to resolve
the judgment bias problem in several problems as presented in the related works section.
Therefore, we decided in the first phase of our proposal to fuzzify the dataset using the
fuzzification techniques. This step allows us to improve the C4.5 decision tree, instead of
thediscretizedprocess using thebinary split technique for the continuous-valued attribute,
we replace the continuous value of such attribute with the linguistic term with the highest
membership degree with it.

In the second phase of our work, we propose a new rule-based fuzzy system to han-
dle the uncertainty and imprecision data in the classification process. This system consists
of three steps such as the fuzzification step presented earlier in the first phase of our
proposal, the Inference phase, and the classification phase. The inference phase is the
component that extracts the set of fuzzy rules from the fuzzified dataset according to
the application of the parallel fuzzy C4.5 algorithm on the fuzzified data. The classifica-
tion phase aims to classify new instances by using classic and general reasoning methods.
Therefore, the integration of fuzzy logic (using the fuzzy linguistic term to represent the
continuous-valued features) and rule-based fuzzy system (designed by parallel fuzzy C4.5
algorithm) can make rules appeared in a form that is extremely identical to natural lan-
guage and can thus make the knowledge generated from rules more interpretable and
understandable.

For more details, in this section, we going to present the different steps of our work
and to describe the methodology of our hybrid system. As we have presented previously,
the aim of our proposed hybrid system is to improve the C4.5 decision tree algorithm
using Fuzzy logic and to propose a new fuzzy rule-based system using our improved C4.5,
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Figure 1. Flow chart of our improved algorithm.

in order to handle the uncertainty and imprecision data. The classification is made using
the fuzzy C4.5 algorithm, fuzzy rule-based system and the Hadoop framework, which par-
allelises the classification tasks between five machines; one master node and four slave
nodes, using its distributed file system (HDFS) for storing the dataset to classify and the
classified dataset (the result of the classification), and MapReduce programmingmodel for
the process and development of our work. We can summarise our work in the following
steps:

• Store the dataset in the Hadoop distributed file system.
• Apply the fuzzificationmethod to fuzzify the dataset to fuzzy set, in this work we use the

fuzzification method called triangular membership function (MFs).
• After the fuzzification process is done, we store the fuzzified data set in HDFS file system.
• Apply our parallel fuzzy C4.5 algorithm.
• After the implementation and execution of our parallel fuzzy C4.5, the parallel fuzzy deci-

sion tree is created, and we use this resulted decision tree to deduce the fuzzy rule (That
is called Inference rule in the fuzzy system).

• After the Inference rule step,weuse the classic andgeneral reasoningmethods to classify
the new examples.

• Finally, store the classification result in the HDFS file system. Figure 1 presents the flow
chart of our improved algorithm.

4.1. FuzzificationMethods

As shown in Figure 1 and as presented earlier, the first step of our proposed method is to
store the data in HDFS distributed system, after the storing is done, we divide the data into
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two subsets training dataset and test dataset using a10-fold Cross-Validation strategy. The
following step is to fuzzify the training dataset using the membership function (MF). The
aim of this step is to take the crisp input and calculate the degree to which the crisp input
belongs to each of the suitable fuzzy sets (linguistic terms). In our case, the crisp inputs
are the values taking by each attribute in our using dataset andwe use the triangular MF to
determine themembership degree. TheAlgorithm1 illustrates the steps of the fuzzification
of the training dataset.

Our Fuzzification algorithm takes into input the training dataset described by m
attributes and n examples and the predefined fuzzy database which contains the set of lin-
guistic terms. The first step of our algorithm is to verify if the attribute is continuous, then
and for each linguistic value we calculate the membership degree of the input value of the
attribute. After we replace the continuous value of the attribute, with the linguistic term
with the highest membership degree with it. And as we said earlier to calculate the mem-
bership degree, we use the triangularMF,which is determined by three parameters a, b and
c is defined by Equation (1)

f (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x ≤ a

x − a

b − a
if a ≤ x ≤ b

c − x

c − b
if b ≤ x ≤ c

0 if c ≤ x

(1)

In order to calculate themembership function for each linguistic value, it is necessary to
determine the values of scalar parameters a, b and c. In our case, we calculate these param-
eters using the maximum(max) and minimum (min) value of each attribute in all examples
of the training dataset. The first step is to determine for each attribute the max and min
values, then we calculate the mean of these two values. After we determine the value of
scalar parameters as a = min, b = mean and c = max.
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After all continuous attributes in our training dataset are fuzzified, the next step is to
define the fuzzy rules. And to achieve this step we apply the C4.5 decision tree algorithm
based on fuzzy information gain, which is executed in a parallel manner using the MapRe-
duce programming model.

4.2. Parallel Fuzzy C4.5 Decision Tree Algorithm

The next step after the fuzzification process of the crisp inputs is the step of the definition
of the rules base. For that, we apply the parallel fuzzy C4.5 decision tree algorithm at the
fuzzified training dataset. Our proposed approach integrates the principle of Fuzzy logic,
Decision tree, and Hadoop framework.

As we presented earlier, the C4.5 decision tree algorithm is an oriented tree comprised
of a root node, as well as decision nodes all the other nodes each with exactly one incom-
ing edge. In order to construct a decision tree, the process is as follows: Given a dataset
of training data, apply a measure function on all available attributes, find the better split-
ting attribute based on the obtained result by the calculation of measure function, once
the best attribute is determined. The dataset is divided into numerous partitions according
to the ranges of values or number of values associated with the best attribute. Within each
partition, if all samples appertain to a single class, the algorithm stops. Otherwise, the split-
ting procedure is recursively executed until each partition appertains to a single class, or no
attribute is left.

On theother hand, FuzzyC4.5 integrates decision treeswith convergent reasoninggiven
by fuzzy logic to handlemeasurement and language uncertainties. Fuzzy C4.5 utilises fuzzy
linguistic terms to designate the splitting conditions of nodes and authorise instances to
simultaneously follow down various branches with different membership degrees ranged
on [0, 1]. The construction of Fuzzy C4.5 decision tree is identical to that of the classical C4.5
with the difference is that, in the learning process to choose the best splitting attribute,
while the classical C4.5 calculates the information gain ratio based on the probability of the
ordinary examples, the Fuzzy C4.5 calculates the information gain ratio using the proba-
bility of the membership degrees of the examples. In the next paragraph, we will describe
how we calculate the fuzzy information gain ratio as described in the article [32].

As known, in each dataset, an attribute could take several values. And with fuzzy logic,
these values expressed in linguistic terms (fuzzy set). Each fuzzy set is described by a MF.
Let X is the set of instances, A(k) = {k = 1, 2, . . . , n} is the set of attributes which has fuzzy
values described by fuzzy set A(k)

i = {i = 1, 2, . . . ,m}, M
A(k)
i

is the MF of the fuzzy set A(k)
i ,

and the training examples are to be classified into fuzzy classes described by fuzzy sets
yj = {j = 1, 2, . . . , c}. LetMyj denote the MF of the fuzzy set yj. The class degree (CD) of the

ith fuzzy set of the kth attribute A(k)
i with respect to the jth fuzzy class yj is defined as

CD
A(k)
i

(yj) =
∑

x∈Xj MA(k)
i

(x(k))∑
x∈X MA(k)

i
(x(k))

(2)

where Xj is all the members in the set of training instances that possess the kth attribute in

the sense of falling in the support of the fuzzy set A(k)
i , and also belong to class yj, X is all

the members in the set of training instances that possess the kth attribute in the sense of
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falling in the support of the fuzzy set A(k)
i . x(k) Is the value of the kth attribute of instance

x and M
A(k)
i

(x(k)) is the membership degree of the value of the kth attribute of instance x

represented by the fuzzy set A(k)
i . So the fuzzy entropy (FE) of the ith fuzzy set of the kth

attribute A(k)
i is defined as follow:

FE
A(k)
i

= −
c∑

j=1

CD
A(k)
i

(yj) log CDA(k)
i

(yj) (3)

where CD
A(k)
i

(yj) is the class degree (CD) of the ith fuzzy set of the kth attribute A(k)
i with

respect to the jth fuzzy class yj calculatedusing Equation (2). Furthermore, the fuzzy entropy
(FE) of the kth attribute A(k) is defined as a weighted sum of the FE

A(k)
i
:

FEA(k) =
m∑
i=1

∑
x∈X MA(k)

i
(x(k))∑m

l=1
∑

x∈X MA(k)
i

(x(k))
∗ FE

A(k)
i

(4)

where X is all the members in the set of training instances that possess the kth attribute
in the sense of falling in the support of the fuzzy set A(k)

i , m is the total number of fuzzy

set A(k)
i ,M

A(k)
i

(x(k)) is the membership degree of the value of the kth attribute of instance

x represented by the fuzzy set A(k)
i , and FE

A(k)
i

is the fuzzy entropy (FE) of the ith fuzzy set

of the kth attribute A(k)
i calculated using Equation (3). On the other hand, the class degree

(CD) of the training instances with respect to the jth fuzzy class yj is defined as

CD(yj) =
∑

x∈Xj Myj(x)∑
x∈X Myj(x)

(5)

where X is all the members in the set of training instances, Xj is all the members in the set
of training instances that belong to class yj and Myj(x) is the membership degree of the
class j represented by the fuzzy set yj in the instance x. The fuzzy entropy (FE) of the training
instances is defined accordingly as

FE = −
c∑

j=1

CD(yj) log CD(yj) (6)

where CD(yj) is the class degree (CD) of the training instances with respect to the jth fuzzy
class yj calculated using Equation (5). Therefore, the fuzzy information gain (FIG) of the kth
attribute with respect to a set of training instances is finally defined as

FIGA(k) = FE − FEA(k) (7)

So, the fuzzy information gain (FIG) is the difference between the fuzzy entropy (FE) of
the training instances calculated using Equation (6) and the fuzzy entropy (FEA(k) ) of the
kth attribute calculated using Equation (4). The split information SIA(k) of the kth attribute
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defined as

SIA(k) =
m∑
i=1

−
⎛
⎝

∑
x∈X MA(k)

i
(x(k))∑m

l=1
∑

x∈X MA(k)
i

(x(k))

⎞
⎠ log

⎛
⎝

∑
x∈X MA(k)

i
(x(k))∑m

l=1
∑

x∈X MA(k)
i

(x(k))

⎞
⎠ (8)

where X is all the members in the set of training instances that possess the kth attribute in
the sense of falling in the support of the fuzzy set A(k)

i , m is the total number of fuzzy set

A(k)
i , andM

A(k)
i

(x(k)) is the membership degree of the value of the kth attribute of instance

x represented by the fuzzy set A(k)
i . Therefore the fuzzy information gain ratio (FIGR) of the

kth attribute defined as follow:

FIGRA(k) = FIGA(k)

SIA(k)
(9)

where FIGRA(k) is the fuzzy information gain (FIG) of the kth attribute with respect to a set of
training instances calculated using Equation (7), and SIA(k) is the split information calculated
using Equation (8).

The building of a decision tree is a repeated process, if the classic serial algorithm is
applied to realise the process, a lot of resources are spent on a small amount of data, not
to mention a huge amount of data. To remedy this problem we work with the parallel
programming method. The fuzzy C4.5 decision tree is also produced through the iterative
process. In the situation of big amounts of data, it is hard to reach the goal of the classifica-
tion using fuzzy C4.5with a single node. In particular, calculating the fuzzy information gain
ratio in the process of building the fuzzy decision tree, is themost time-consuming process
and used a lot of resources. In our work, to handle this problem we apply the MapReduce
programmingmodel, which parallelises the classification tasks between fivemachines; one
master node and four slave nodes. The following Algorithm 2 illustrates the steps of our
parallel fuzzy C4.5 decision tree algorithm.

4.3. Fuzzy Rules

We create the rule base by first transforming the training dataset into fuzzified data using
the fuzzification method (triangular MF). Then, we apply the parallel fuzzy C4.5 algorithm
to the fuzzified dataset for producing a fuzzy decision tree. Finally, we extract the rule base
from the produced fuzzy decision tree. The rule base contains the fuzzy rules that are to be
used in making decisions. The process of generating these rules is usually based on some
approaches such as neural networks, decision trees (that used in our work), genetic algo-
rithms or other empirical methods. However, in some situations, the rule can be produced
using intuition andpersonal experience. Rules are among the first techniquesused to repre-
sent knowledge. In fact, rules are still widely used due to the fact that they make it possible
to clearly express directives and strategies, aswell as capturing the knowledge fromhuman
experts. Rules also have the advantage of their linguistic format, which is easily understand-
able. Fuzzy rules are a facile manner to formulate vague knowledge. In general, fuzzy rules
have the following form:

IF(antecedent)THEN(consequent)
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A rule ismadeupof twoprincipal parts: an antecedent block (between If and Then) and a
consequent block (following Then). As we said earlier, in our work, we use the parallel fuzzy
C4.5 decision tree algorithm togenerate the fuzzy rules. Rules are generated fromeachpath
from the root to a leaf node of the produced decision tree. Figure 2 shows an example of a
fuzzy decision tree produced by the application of the parallel fuzzy C4.5 decision tree to a
fuzzified training dataset characterised by two classes (Y1, Y2) and six attributes. And each
attribute has 5 fuzzy sets.

From the fuzzy decision tree illustrated by Figure 2 we can deduce the set of fuzzy rules,
such as the number of rules will correspond to the number of possible paths from the root
to the leaf nodes, and from Figure 2, the number of paths is thirteen so the number of rules
will be thirteen as describe below:
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Figure 2. An example of fuzzy decision tree produced by the parallel fuzzy C4.5 algorithm applied to
the fuzzified training dataset.

Rule 1: IF A4 is v1;4 AND A1 is v1;1 THEN C is Y2
Rule 2: IF A4 is v1;4 AND A1 is v2;1 THEN C is Y1
Rule 3: IF A4 is v1;4 AND A1 is v3;1 THEN C is Y1
Rule 4: IF A4 is v1;4 AND A1 is v4;1 THEN C is Y2
Rule 5: IF A4 is v1;4 AND A1 is v5;1 THEN C is Y1
Rule 6: IF A4 is v2;4 THEN C is Y2
Rule 7: IF A4 is v3;4 THEN C is Y2
Rule 8: IF A4 is v4;4 THEN C is Y1
Rule 9: IF A4 is v5;4 AND A2 is v1;2 THEN C is Y1
Rule 10: IF A4 is v5;4 AND A2 is v2;2 THEN C is Y1
Rule 11: IF A4 is v5;4 AND A2 is v3;2 THEN C is Y2
Rule 12: IF A4 is v5;4 AND A2 is v4;2 THEN C is Y2
Rule 13: IF A4 is v5;4 AND A2 is v5;2 THEN C is Y2

4.4. Fuzzy ReasoningMethods

After the step of the extraction of fuzzy rules by applying the parallel fuzzy C4.5 to the fuzzi-
fied training dataset, the next step is the test of our generated learningmodel. That is to say,
we use our generated decision tree to classify the new input. In ourwork, to classify the new
instance or to apply the resulted set of fuzzy rules to a new input instance in order to deter-
mine the class it belongs to. We use two inference mechanisms. The general and classic
fuzzy reasoning methods, which are vastly used in the literature.

4.4.1. Classic Fuzzy ReasoningMethod
Many fuzzy classification systems utilise the Classic Fuzzy ReasoningMethod (CFRM), which
chooses the rule with greatest compatibility degree to classify the new given instance. Let
ep = {ap1, ap2, . . . , apm} a new instance to be classified and {R1, R2, . . . ., Rs}a set of s fuzzy
classification rules. Let Mi(api) and {i = 1, . . . .,m } be the membership degree of attribute
value. The (CFRM), applies the following steps to classify a new instance:
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(1) Calculate the compatibility degree between example ep and each rule Rk for k =
1, 2, . . . , s and a t-norm t, given by

compat(ep, Rk) = t[M1(ap1),M2(ap2), . . . .,Mm(apm)] (10)

(2) Find rule Rkmax as the rule with the greatest compatibility degree with the instance, i.e.

compat(ep, Rkmax) = max[compat(ep, Rk)]; k = 1, 2, . . . , s. (11)

(3) Assign the class cj to the instance ep, where cj the class predicted by the rule Rkmax

found in the previous step.

For example, we have ep = {a, b, c, ?} a new instance with unknown class ‘?’ to be classi-
fied. Where a, b and c are fuzzy sets. LetM(a) = 0.65,M(b) = 0.32 andM(c) = 0.82 are the
membership degree of a, b, and c respectively. And we have two rules such as

• R1: IF A is a1 AND B is b1 AND C is c1 THEN D is Y1. With M (a1) = 0.52, M (b1) = 0.21
andM (c1) = 0.92.

• R2: IF A is a2 AND B is b2 AND C is c2 THEN D is Y2. With M (a2) = 0.13, M (b2) = 0.85
andM (c2) = 0.63.

Step 1: Calculate the degree that input instance (a, b, c) matches each rule term
(a1, a2, b1, b2, c1, c2), and then we will use these calculated degrees to compute the com-
patibility degree for each rule.

d(a, a1) = min[M(a),M(a1)] = min(0.65, 0.52) = 0.52
d(b, b1) = min[M(b),M(b1)] = min(0.32, 0.21) = 0.21
d(c, c1) = min[M(c),M(c1)] = min(0.82, 0.92) = 0.82

⎫⎬
⎭ = min(0.52, 0.21, 0.82) = 0.21

d(a, a2) = min[M(a),M(a2)] = min(0.65, 0.13) = 0.13
d(b, b2) = min[M(b),M(b2)] = min(0.32, 0.85) = 0.32
d(c, c2) = min[M(c),M(c2)] = min(0.82, 0.63) = 0.63

⎫⎬
⎭ = min(0.13, 0.32, 0.63) = 0.13

Therefore the compatibility degree between example ep and rule R1 is equal to
compat(ep, R1) = 0.21, and compat(ep, R2) = 0.13 is the compatibility degree between
example ep and ruleR2. To compute the compatibility degreeweused t-norm = minimum
because we have the AND in the rules, and in the case where we have OR in the rules, we
must use t-norm = maximum.

Step 2: Find rule Rkmax as the rule with the greatest compatibility degree with the
instance ep, i.e.: compat(ep, Rkmax)= max [compat(ep, R1),compat(ep, R2)] = max (0.21,
0.13) = 0.21. Therefore the rule with the greatest compatibility degree is the rule R1: IF
A is a1 AND B is b1 AND C is c1 THEN D is Y1.

Step3:Assign the class Y1 to instance ep = {a, b, c, Y1}, where Y1 is the class predicted by
the rule R1: IF A is a1 AND B is b1 AND C is c1 THEN D is Y1. Found as Rkmax in the previous
step.

Figure 3 illustrates graphically the (CFRM). The compatibility degree of the new input
instance is computed in relation to all s fuzzy rules, and because the class cj from rule Rkmax

has the greatest compatibility degree, it assigned to the input example.
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Figure 3. A classic fuzzy reasoning method.

4.4.2. General Fuzzy ReasoningMethod
The General Fuzzy Reasoning Method (GFRM) follows the below indicated steps to classify
a given example ep:

(1) Calculate the compatibility degree between example ep and each rule Rk for k =
1, 2, . . . , s and a t-norm t, given by

compat(ep, Rk) = t[M1(ap1),M2(ap2), . . . .,Mm(apm)] (12)

(2) For each class, calculate the classification value classc. classc is defined as the aggre-
gation of the compatibility degree, computed in the preceding step, of all rules with
class cj and represents the compatibility degree of the instance with all the rule whose
predicted class is cj, given by: classcj = f{compat(ep, Rk)| cj is the class of Rk}. Where f
is an aggregation operator.

For example, we have ep = {a, b, c, ?} a new instance with unknown class ‘?’ to be classi-
fied. Where a, b and c are fuzzy sets. LetM (a) = 0.65,M (b) = 0.32 andM (c) = 0.82 are the
membership degree of a, b, and c respectively. And we have four rules such as

• R1: IF A is a1 AND B is b1 AND C is c1 THEN D is Y1. WithM(a1) = 0.52,M(b1) = 0.21 and
M(c1) = 0.92.

• R2: IF A is a2 AND B is b2 AND C is c2 THEN D is Y2. WithM(a2) = 0.13,M(b2) = 0.85 and
M(c2) = 0.63.

• R3: IF A is a3 AND B is b3 AND C is c3 THEN D is Y1. WithM(a3) = 0.19,M(b3) = 0.97 and
M(c3) = 0.38.

• R4: IF A is a4 AND B is b4 AND C is c4 THEN D is Y2. WithM(a4) = 0.75,M(b4) = 0.53 and
M(c4) = 0.20.
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Step 1: Calculate the degree that input instance (a, b, c) matches each rule term
(a1, a2, a3, a4, b1, b2, b3, b4, c1, c2, c3, c4), and then we will use these calculated degrees to
compute the compatibility degree for each rule.

d(a, a1) = min[M(a),M(a1)] = min(0.65, 0.52) = 0.52
d(b, b1) = min[M(b),M(b1)] = min(0.32, 0.21) = 0.21
d(c, c1) = min[M(c),M(c1)] = min(0.82, 0.92) = 0.82

⎫⎬
⎭ = min(0.52, 0.21, 0.82) = 0.21

d(a, a2) = min[M(a),M(a2)] = min(0.65, 0.13) = 0.13
d(b, b2) = min[M(b),M(b2)] = min(0.32, 0.85) = 0.32
d(c, c2) = min[M(c),M(c2)] = min(0.82, 0.63) = 0.63

⎫⎬
⎭ = min(0.13, 0.32, 0.63) = 0.13

d(a, a3) = min[M(a),M(a3)] = min(0.65, 0.19) = 0.19
d(b, b3) = min[M(b),M(b3)] = min(0.32, 0.97) = 0.32
d(c, c3) = min[M(c),M(c3)] = min(0.82, 0.38) = 0.38

⎫⎬
⎭ = min(0.19, 0.32, 0.38) = 0.19

d(a, a4) = min[M(a),M(a4)] = min(0.65, 0.75) = 0.65
d(b, b4) = min[M(b),M(b4)] = min(0.32, 0.53) = 0.32
d(c, c4) = min[M(c),M(c4)] = min(0.82, 0.20) = 0.20

⎫⎬
⎭ = min(0.65, 0.32, 0.20) = 0.20

Therefore the compatibility degree between example ep and each rule R1, R2, R3 and
R4, is equal to:compat(ep, R1) = 0.21, compat(ep, R2) = 0.13, compat(ep, R3) = 0.19, and
compat(ep, R4) = 0.20 respectively.

Step 2: For each class, calculate the classification value classc in our example we have
two class Y1 and Y2.

classY1 = f {compat(ep, Rk)|Y1} = compat(ep, R1) + compat(ep, R3) = 0.21+ 0.19 = 0.40
classY2 = f {compat(ep, Rk)|Y2} = compat(ep, R2) + compat(ep, R4) = 0.13+ 0.20 = 0.33

Step 3: Assign the class Y1 to instance ep = {a, b, c, Y1}, where Y1 the class with highest
sum is (classY1 =0.40) found in the previous step.

Figure 4 describes graphically the GFRM. The compatibility degree of the new input
instance is computed in relation to all s fuzzy rules, and because the class cj is the class
that obtained the greatest classification degree among all classes, it assigned to the input
example.

5. Simulation Experiments and Analysis

In our approach, we divided the dataset into two subsets (training dataset and test dataset)
using a 10fold Cross-Validation strategy and store it in HDFS. Thenwe used the fuzzification
method, especially the triangular MF, to fuzzify the training dataset. After we applied our
proposed algorithm (parallel fuzzy C4.5 decision tree) to the fuzzified data, we obtained
a fuzzy decision tree. Further, we used the generated fuzzy decision tree to extract a set
of rules. Finally, we applied the two fuzzy reasoning methods on the set of rules to clas-
sify the test dataset and store the classified data into HDFS. To assess the effectiveness of
our improved algorithm, we have applied it to three data sets chosen from the UCI dataset
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Figure 4. A general fuzzy reasoning method.

Table 1. Data sets properties.

N. Name of dataset N. Instances N. Attributes

1 PAMAP2 Physical Activity Monitoring 3850505 52
2 Gas sensor array under dynamic gas mixtures 4178504 19
3 Record Linkage Comparison Patterns 5749132 12

(Machine Learning repository) [33]. Table 1 describes these dataset properties. And to eval-
uate its effectiveness, we have chosen nine evaluation metrics are shown in Table 3. The
nine metrics are True Positive Rate (TPR) or Sensitivity or Recall, True Negative Rate (TNR)
or Specificity, False Positive Rate (FPR), False Negative Rate (FNR), Error Rate (ER), Precision
(PR), Classification Rate (CR), kappa statistic (KS), and F1-score (FS). Without forgetting the
execution time rate.

5.1. Experiment Platform

• Computer Performance: Hardware environment is: Intel(R) Core(TM) i7- 6500U CPU
@2.50GHz 2.59GHz, Installed memory(RAM) 16.0GB, Two Hard disk SSD 500G, System
type 64-bit Operating System, Window 10 system.

• Virtual Box: Virtual Box Graphical User Interface Version 5.2.22 r126460 (Qt5.6.2), which
released within 9 November 2018.

• Operating System: in our work we used Ubuntu 16.04.5 LTS (Xenial Xerus).
• Eclipse Software: in our work we used Eclipse 2018- 12 (4.10), with package Eclipse IDE

for Java Developers.
• Hadoop machine: the cluster of our work contains five Hadoop machines, four slave

nodes and master node.

5.2. Experiment Data Sets

To evaluate the performance of our approach (fuzzyLogic+MapReduce+C4.5) compared
with other methods like ID3, C4.5, MapReduce+C4.5, Fuzzy+C4.5, Damanik et al., Cherfi
et al., and Lee, we have considered three datasets selected from UCI dataset (Machine
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Learning repository) [33] with the number of instances range from 3850505 to 5749132
as described in Table 1.

5.3. EvaluationMetrics

The major concept of the classification process is linked an unknown instance into appro-
priate predefined class labels. This linked process takes place according to the type of
classification desired (Binary, Multi-class, Multi-labelled, and Hierarchical classification). In
our work, we used Binary and Multi-class classification, which pushed us to focus on them
in this section.

Multi-Class Classification: The income instance in predictingmodel is to be classified into
one, and only one of l non-overlapping classes. As the binary classification, multi-class cat-
egorisation can be thematic or particular, well defined, or fuzzy. How to compute the nine
selected evaluation criteria for any multi-class classification problem: Most of them can be
calculated by using the confusion matrix. It is a way of classifying true positives, true neg-
atives, false positives, and false negatives when there are more than two classes. It is used
for computing the evaluation criteria for multi-class problems.

Binary Classification: Positive or Negative: the binary classification system is the most
popular task. Its idea is to classify the input instances into two possible non-overlapping
categories positive C1 or negative C2. The effectiveness of this type of classification can
be examined by calculating the correctly detected positive class instances rate (TPR) and
the correctly recognised negative class instances rate (TNR). We could have instances that
are actually positive but are predicted to be negative (FNR) and instances that are actu-
ally negative and predicted to be positive (FPR). These four possible outcomes constitute a
confusion matrix, as shown in Table 2.

• True Positive (tp): instance that is actually positive and predicted to be positive
• False Negative (fn): instance that is actually positive and predicted to be negative
• True Negative (tn): instance that is actually negative and predicted to be negative
• False Positive (fp): instance that is actually negative and predicted to be positive

Therefore, we are going to use these four outcomes for discussing the ten selected
evaluation metrics of the Binary and Multi-class classification tasks.

• TPR: estimates the effectiveness of a classifier to recognise the instances have positive
labels, TP corresponds to the number of the true positive instances, and TP+ FN is the
total number of positive instances.

• TNR:measures howefficaciously a classifier identifies the instances havenegative labels.
Where TN matches the number of the true negative samples, and TN+ FP is the total
number of examples that is negative.

Table 2. Confusion matrix: for binary classification and the corre-
sponding array representation used in this paper.

Data class Classified as positive Classified as negative

Positive True Positive(TP) False Negative(FN)
Negative False Positive(FP) True Negative(TN)
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• FPR: is the rate to measure the ineffectiveness of a classifier and to estimate the mis-
classification rate by determinate the number of examples actually are negative and the
classifier is predicted it positives.

• FNR: is the rate to measure the inability of a classifier and to estimate the misclassifica-
tion rate by specify the number of examples actually are positives and the classifier is
classified it negatives.

• ER: incorrect classification rate is the misclassification instances over all instances in the
distribution its objective is tomeasure the classifiers ability to prevent false classification

• PR: Gauges how many instances predicted as a positive class are actually positive. This
measure is valuable for appreciating fragile classifiers that are used to classify an entire
dataset.

• CR: The classification accuracy is an overall measure for assessing the correctness and
righteousness of learning systems. The accuracy of a decision tree is calculated using a
test set that is separate from the training set. Generally, is the rate of all true classified
instances overall classified instances.

• FS: F1-Score or F-measure is the harmonic mean between precision and recall. Supplies
a better notion of average, the range for F1 Score is [0, 1]. It tells you how accurate your
classifier is, as well as how robust it is. The higher the F1 Score, the better is the perfor-
mance of our model. That means the precision is high, but the recall is lower, gives you
an extremely accurate.

• KS: The Kappa statistic is an evaluation criterion that makes a comparison between an
Expected Accuracy (random chance) and an Observed Accuracy. It is applied not only to
assess one classifier but also to examine classifiers amongst themselves. Where:

P0 = tp + tn

100
andPe =

[
tp + fn

100
∗ tp + fp

100

]
+

[
fp + tn

100
∗ fn + tn

100

]

5.4. Results and Discussion

In this section, we are going to present the experimental results of our approach (MapRe-
duce+ Fuzzy Logic+C4.5). These experimental results are obtained by applying our
approach and other approaches like ID3, C4.5, MapReduce+C4.5, Fuzzy+C4.5, Damanik
et al., Cherfi et al., and Lee, on three selected dataset as shown in Table 1. To verify which
of these approaches more efficient and better, we compute nine evaluation metrics as
described earlier in Table 2. The classification using our approach will be done in a par-
allel manner using the Hadoop framework with HDFS and the MapReduce programming
model. The Hadoop cluster contains four salve nodes and one master node.

Figure 5 shows the result of the classification accuracy (AC) after the application of
Fuzzy+C4.5 using the general reasoning method(approach 1) and Fuzzy+C4.5 using the
classical reasoning method(approach 2) on three select dataset number 1,2 and 3.

From Figure 5, we notice that the approach1 outperforms the approach2 in all selected
datasets with accuracy rate equal to 72.23, 86.56 and 78.47 respectively to dataset numbers
1, 2 and 3. That is to say; the general reasoningmethod ismore efficient in the classification
of new instances than the classic reasoning method. So in the rest of this work, we will use
the general reasoning method.
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Figure 5. Accuracy rate using approach1 and approach2.

Figure 6. Accuracy rate using approach1 and C4.5.

Another experiment is made to compare the classical C4.5 and approach1, to demon-
strate if the application of fuzzy logic influences the classification result, as the first experi-
ment, we applied both approaches on the three chosen dataset. Figure 6 shows the result
of the accuracy rate using both algorithms: fuzzy and classical.

From Figure 6, we deduce that the application of fuzzy logic on the C4.5 algorithm
improves the performance of the classification. Which is it increases the accuracy rate by
25.03, 31.26 and 24.66 respectively to dataset numbers 1, 2 and 3, compared to C4.5.

To evaluate our work, we have selected three datasets that contain a huge amount of
data, such as the dataset n.1 has 3850505 instances, the dataset n.2 has 4178504 instances,
and the dataset n.3 has 5749132 instances. The application of classical C4.5 takes a lot of
time, which can be varied from one hour to 2.5 h according to the size of the dataset used.
To remedy this problem, we use the MapReduce programming model, which shares the
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Figure 7. Execution time using C4.5+MapReduce and C4.5.

work on fivemachines (four slave nodes andonemaster node). Another experiment is done
to compare the C4.5 and C4.5+MapReduce. Figure 7 shows the execution time of C4.5 and
C4.5+MapReduce algorithms.

From Figure 7, we notice that the C4.5+MapReduce algorithm has less execution time
than the C4.5 algorithm, which makes the application of MapReduce on C4.5 more effi-
cient. For example, the consuming time by applying the C4.5 on the dataset n.1 is 3685 s,
on the other hand, the used time by executing the C4.5+MapReduce on the same dataset
is 500 s. We remark that the C4.5+MapReduce reduces the consuming time by 7.37 times
compared to C4.5. This reduction is due to the use of five machines(four slave nodes
and one master node) in the execution of the algorithm C4.5+MapReduce. Also, the
C4.5+MapReduce algorithm decreases the consuming time for dataset n.2 and dataset
n.3 by 7.81 and 9.43 times, respectively compared to C4.5.

In summary, from the first experience, as shown in Figure 5 Fuzzy+C4.5 using the gen-
eral reasoningmethod outperforms the Fuzzy+C4.5 using the classical reasoningmethod,
So in ourwork,wewill use the powerfulmethod to classify the new instances. Also, from the
second experience, as described in Figure 6, we deduce that the application of fuzzy logic
onC4.5 allowsus to improve the classification accuracyof the classical C4.5. Therefore in our
work, wewill apply the fuzzy logic. Finally, from the third experience, as illustrated in Figure
7, we notice that the utilisation of the MapReduce programmingmodel decreases the con-
suming time used by C4.5 on a huge amount of data. Accordingly, in our work, we have
combined C4.5, fuzzy logic, and MapReduce, so in the next experiences, we will evaluate
the performance of our approach C4.5+ Fuzzy Logic+MapReduce.

Figure 8, illustrates the result obtained for the classification rate and Error rate using
our proposed approach (C4.5+Fuzzy Logic+MapReduce), and we compare the result
obtained with other methods like ID3, C4.5, and C4.5+ FuzzyLogic. Figure 8a shows the
result acquired by the application of all approaches on dataset n.1, as well Figure 8b illus-
trates the result of the classification and error rate obtained by applying all cited methods
on the dataset n.2. Finally, Figure 8c presents the result of the dataset n.3.

From Figure 8, the first remark is that our proposed algorithm (C4.5+ FuzzyLogic+
MapReduce) outperforms the other algorithms in terms of classification and error rate.
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Figure 8. Classification rate and error rate, (a) dataset n.1, (b) dataset n.2, (c) dataset n.3.

And as presented in Figure 8a, if we compare our approach with C4.5, we notice that our
approach increases the classification rate from 63.42% (C4.5) to 91.62% (our method) and
reduces the error rate from 36.58%(C4.5) to 8.38%(our approach) for the dataset number
1. The second remark, according to this comparison, is that the integration of MapReduce
and Fuzzy Logic with C4.5 improves the performance of the classification. As we said ear-
lier,wehaveevaluatedourworkbyusing threedatasets, thedataset n.2(4178504 instances)
contains more the instances than the dataset n.1(3850505 instances) and also the dataset
n.3(5749132 instances) is large than the dataset n.2. The major aim of this variation in the
number of instances is to test the scalability of our approach. As we see, in Figure 8a that
represents the dataset n.1, the classification rate is 91.62% for our method, 77.16% for
C4.5+FuzzyLogic, 63.42% for C4.5 and 57.61% for ID3. As shown in Figure 8b that illustrates
the result obtained by the application of all approaches on the dataset n.2, the classifica-
tion rate is 89.32% for our procedure, 70.06% for C4.5+Fuzzy Logic, 55.61% for C4.5 and
47.41% for ID3. Also for the dataset n.3 (Figure 8c), the classification rate is 93.52% for our
approach, 65.06% for C4.5+Fuzzy Logic, 35.61% for C4.5 and 27.61% for ID3. Consequently,
the third remark, according to this study, is that the proposed approach is scalable. And
because the C4.5+FuzzyLogic is note scalable, we can deduce that this scalability is due to
the MapReduce programming model.

For demonstrating the effectiveness of our approach, we have calculated other evalua-
tion metrics like TPR, FNR, TNR, FPR, PR, KS, and FS as earlier explained in Table 3. Table 4
shows the result obtained.

According to Table 4, our approach (C4.5+FuzzyLogic+MapReduce) out-performs the
other algorithms in all datasets (1,2,3) and at the level of TPR(92.03%, 89.19%,92.13%),
FNR(7.97%, 10.81%,7.87%),TNR(89.71%,87.61%,89.56%), FPR(10.29%, 12.39%, 10.44%)
PR(91.45%,75.52%,90.18%), KS(89.96%,88.49%, 85.4%) and FS(88.24%,80.74%,79.05%).
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Table 3. Measures for binary andmulti-class classification using the notation
of Table 1.

Measure Binary-class formula Multi-class formula

TPR
tp

tp + fn

∑l
i=1

tpi
tpi + fni
l

TNR
tn

tn + fp

∑l
i=1

tni
tni + fpi
l

FPR
fp

fp + tn

∑l
i=1

fpi
fpi + tni
l

FNR
fn

fn + tp

∑l
i=1

fni
fni + tpi
l

ER
fp + fn

tp + fn + tn + fp

∑l
i=1

fpi + fni
tpi + fni + tni + fpi

l

PR
tp

tp + fp

∑l
i=1

tpi
tpi + fpi
l

CR
tp + tn

tp + fn + tn + fp

∑l
i=1

tpi + tni
tpi + fni + tni + fpi

l

KS
p0 + pe
1 − pe

∑l
i=1

p0i−pei
1 − pei
l

FS
2 ∗ precision ∗ recall

precision + recall

∑l
i=1

2 ∗ presicioni ∗ recalli
presicioni + recalli

l

Table 4. The result of TPR, FNR, TNR, FPR, PR, KS, and FS.

TPR FNR TNR FPR PR KS FS

Dataset n.1 Our Approach 92.03 7.97 89.71 10.29 91.45 89.96 88.24
C4.5+ FuzzyLogic 79.19 20.81 78.06 21.94 72.85 68.67 76.49
C4.5 64.53 35.47 70.11 29.89 63.25 59.46 67.20
ID3 58.14 41.86 50.89 49.2 42.72 50.52 62.42

Dataset n.2 Our Approach 89.19 10.81 87.61 12.39 75.52 88.49 80.74
C4.5+ FuzzyLogic 69.23 30.77 60.57 39.42 70.45 58.18 67.92
C4.5 56.31 34.69 49.82 50.18 59.11 45.68 57.38
ID3 37.61 62.39 31.36 68.64 40.43 37.02 39.92

Dataset n.3 Our Approach 92.13 7.87 89.56 10.44 90.18 85.4 79.05
C4.5+ FuzzyLogic 64.15 35.85 60.33 39.67 59.45 62.26 61.05
C4.5 36.81 63.19 35.09 64.91 30.29 33.67 35.70
ID3 26.48 73.52 30.00 69.98 29.46 31.52 32.20

Another experiment is made to compare the execution time between our approach
and the other techniques. Figure 9 presents the result obtained after the application
of all approaches on three selected datasets. Without forgetting that our approach is
implemented in a parallel manner on five machines using framework Hadoop.

From Figure 9, we note that our approach has a lower implementation time in all cases.
Compared to ID3 our approach decreases the execution time from 4007s to 556s for the
dataset n.1, from 7320s to 798s for the dataset n.2, and from 9080s to 1010s for the dataset
n.3. That demonstrates that the utilisation of parallelisation is a good idea. Another remark
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Figure 9. Execution time in seconds of our approach and other techniques.

Figure 10. Results obtained by our comparison.

that we had deduced when we implement our work on the Hadoop cluster, the execution
time decreases with the increase of the number of nodes in the cluster.

To evaluate the results obtained by applying our proposed method, we compare our
approach with some other techniques from the literature. Such as; a ‘Decision Tree Opti-
mization in C4.5 Algorithm Using Genetic Algorithm’ proposed by Damanik et al. [34], this
integrates decision tree and genetic algorithm to improve the performance of the C4.5 to
generate effective rules. a ‘Very Fast C4.5 Decision Tree Algorithm’ proposed by Cherfi et al.
[35], this approach uses the arithmeticmean andmedian to enhance a reported feebleness
of theC4.5 algorithmwhen it handles the continuous attributes, andan ‘AUC4.5: AUC-Based
C4.5 Decision Tree Algorithm for Imbalanced Data Classification’ proposed by Lee [36]. This
approach presents a modification of the C4.5 algorithm, which examines the difference in
the AUC (area under the ROC curve) for choosing the better splitting attribute. Figure 10
illustrates the results obtained.
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From Figure 10, we remark that our approach based on the decision tree, fuzzy logic and
Hadoop framework outperforms the other methods (Damanik et al., Cherfi et al., and Lee)
with classification rate equal to 93.52% and error rate equal to 6.48%. This effectiveness and
advantage of our proposed method are due to the utilisation of fuzzy logic theory, general
reasoning method and Hadoop framework.

6. Conclusion

In this paper, firstly, we have improved the C4.5 decision tree algorithm at the level of han-
dling with continuous-valued attributes. This improvement is performed by using fuzzy
logic. Secondly, we have proposed a new rule-based fuzzymodel, which is consists of three
phases, such as the fuzzification phase, the Inference phase, and the classification phase.
This proposed system is proved by several experiments for resolving data classification
issues in data mining. Initially, this system applies the fuzzification method to determine
the membership degree of each attribute value, and replace the continuous value of the
attributewith the linguistic term that has the highestmembership degree. This initial phase
is carried out to deal with the uncertainty and imprecise data. In the next step, parallel fuzzy
C4.5 algorithm is applied to build the fuzzy decision tree, and then to extract the set of fuzzy
rules. Finally, the general reasoningmethod is applied to the set of fuzzy rules to classify the
new instances and then to evaluate the effectiveness of our proposed model.

Generally, our proposed approach combines C4.5 decision tree, fuzzy logic and Hadoop
framework. To demonstrate the effectiveness of our proposedmodel (C4.5+ FuzzyLogic+
MapReduce). Some other approaches like ID3, C4.5, Fuzzy-Logic+C4.5, Damanik et al.,
Cherfi et al. and Lee are used to compare with the proposed one. And we have selected
three huge datasets from UCI dataset to show the scalability of our improved approach.
The experimental result shows that our method outperforms the other approaches
in terms of True Positive Rate (TPR = 92.13%) or Sensitivity or Recall, True Negative
Rate (TNR = 89.56%) or Specificity, False Positive Rate (FPR = 10.44%), False Negative
Rate (FNR = 7.87%), Error Rate (ER = 6.48%), Precision (PR = 90.18%), Classification Rate
(CR = 93.52%), kappa statistic (KS = 85.4%), F1-score (FS = 79.05%) and execution time
(=556 s).

Our future work is to integrate the convolution neural network, fuzzy logic and decision
tree in order to detect the fake news, taking into account several parameters related to
feature extraction.
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