
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=cirl20

International Review of Law, Computers & Technology

ISSN: 1360-0869 (Print) 1364-6885 (Online) Journal homepage: https://www.tandfonline.com/loi/cirl20

‘Upload filters’ and human rights: implementing
Article 17 of the Directive on Copyright in the
Digital Single Market

Felipe Romero Moreno

To cite this article: Felipe Romero Moreno (2020) ‘Upload filters’ and human rights: implementing
Article 17 of the Directive on Copyright in the Digital Single Market, International Review of Law,
Computers & Technology, 34:2, 153-182, DOI: 10.1080/13600869.2020.1733760

To link to this article:  https://doi.org/10.1080/13600869.2020.1733760

© 2020 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group

Published online: 17 Mar 2020.

Submit your article to this journal 

Article views: 3544

View related articles 

View Crossmark data

https://www.tandfonline.com/action/journalInformation?journalCode=cirl20
https://www.tandfonline.com/loi/cirl20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/13600869.2020.1733760
https://doi.org/10.1080/13600869.2020.1733760
https://www.tandfonline.com/action/authorSubmission?journalCode=cirl20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=cirl20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/13600869.2020.1733760
https://www.tandfonline.com/doi/mlt/10.1080/13600869.2020.1733760
http://crossmark.crossref.org/dialog/?doi=10.1080/13600869.2020.1733760&domain=pdf&date_stamp=2020-03-17
http://crossmark.crossref.org/dialog/?doi=10.1080/13600869.2020.1733760&domain=pdf&date_stamp=2020-03-17


‘Upload filters’ and human rights: implementing Article 17 of
the Directive on Copyright in the Digital Single Market
Felipe Romero Moreno

Hertfordshire Law School, Hertfordshire University, Hertfordshire, UK

ABSTRACT
This paper critically examines to what extent Article 17 of the
EU Directive on Copyright in the Digital Single Market (CDSM)
could be implemented in a way which complies with the right of
online content-sharing service providers and uploaders to a fair
trial, privacy and freedom of expression under Articles 6, 8 and 10
of the European Convention on Human Rights (ECHR), the
E-Commerce Directive 2000/31 and the General Data Protection
Regulation 2016/679. The analysis draws upon Article 17 CDSM
Directive, the case-law of the Strasbourg and Luxembourg courts,
and academic literature. It assesses the compliance of ‘upload
filters’ with the European Court of Human Rights’ (ECtHR) three-
part, non-cumulative test to determine whether the obligations
laid down in Article 17 can be implemented: firstly, that it is ‘in
accordance with the law’; secondly, that it pursues one or more
legitimate aims contained in Article 8(2) and 10(2) Convention;
and thirdly, that it is ‘necessary’ and ‘proportionate’. The paper
also evaluates the compatibility of upload filters with the ECtHR
principle of presumption of innocence under Article 6 ECHR. It
proposes that for Article 17 to be a human rights-compliant
response, upload filters must be targeted specifically at online
infringement of copyright on a commercial-scale.

KEYWORDS
Upload filters; notice and
staydown; human rights

1. Introduction

The European Union Directive on Copyright in the Digital Single Market (the CDSM Directive)
aims to strengthen the hand of rightholders to enabling them to better negotiate and
be compensated for the use of copyrighted material. Article 17 of the CDSM Directive
permits rightholders to negotiate with user-generated content (UGC) services the way in
which rightholder content is shared and utilised (EC 2019). This obligation affects online
content-sharing service providers (OCSSPs), which have become the predominant way for
users to access large amounts of copyrighted material that OCSSPs economically benefit
from through ad revenue, generally without the rightholder’s permission (EC 2019).

Specifically, Article 17 of the CDSM Directive requires specific types of OCSSPs to enter
into licensing agreements with rightholders for the use of works, for instance, songs and
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videos. If a licence is not concluded (perhaps because rightholders are unwilling to do
so), OCSSPs must make ‘best efforts’ to guarantee that unauthorised content for
which rightholders have given the ‘relevant and necessary information’ is inaccessible
(EC 2019). Furthermore, after receiving a notice from rightholders, such OCSSPs must
remove or disable access to the uploaded content (EC 2019). There is a general agree-
ment in the literature that what this ‘best effort’ obligation means in practice is the adop-
tion of notice and staydown or ‘upload filters’. This is where a rightholder takedown
notice for a specific unlawful copyrighted work triggers an OCSSP’s duty to proactively
detect and remove all instances of infringing content and prevent future uploads
(Engstrom and Feamster 2017, 10; Romero-Moreno 2019, 2; Urban, Karaganis, and
Schofield 2016, 60). This is notwithstanding the fact that the European Commission
(EC) neither requires any upload filters nor compels OCSSPs to utilise any specific tech-
nology or means (EU 2019) following implementation of the CDSM Directive. As the lit-
erature suggests, however, the problem remains that in the EU internet governance
decisions are gradually moving from intermediary liability to intermediary responsibility
(Frosio and Mendis 2019, 17; Kuczerawy 2019, 2; Montagnani and Yordanova-Trapova
2018, 295, 297).

The E-Commerce Directive 2000/31 (the E-Commerce Directive), which is currently
under review, is the legislative framework for intermediary service providers in the
Single Market. This Directive aims to eliminate barriers to cross-border services within
Europe, as well as provide legal certainty to individuals and companies. The E-Commerce
Directive provides intermediary service providers which offer mere conduit, caching and
hosting functions with a specific exemption from secondary liability due to unlawful
users’ activity. More specifically, Article 14 of the E-Commerce Directive shields
hosting service providers against liability for content stored by uploaders if services
have no actual knowledge of the unlawful action/content and are unaware of facts
and circumstances from which unlawful action/content has appeared. If the service
gains knowledge/awareness, it is still exempted if it acts expeditiously to disable or
remove access to the content by implementing a notice and takedown procedure. Simi-
larly, the literature seems to identify an existing research gap in that the Court of Justice
of the EU (CJEU) has yet to fully clarify the boundary between general and specific moni-
toring (Frosio and Mendis 2019, 4, 24; Husovec 2019, 25; Kuczerawy 2019, 14–15; Riordan
2016, 422). Article 15 of the E-Commerce Directive prohibits Member State courts from
imposing on service providers a general obligation to monitor stored or transmitted
information or actively look for facts or circumstances denoting unlawful action,
such as uploading unauthorised copyrighted material. However, importantly, under
the E-Commerce Directive, the prohibition of monitoring duties exclusively concerns
monitoring of a general character. Recital 47 of the E-Commerce Directive also allows
Member States to require services to perform a monitoring obligation in a specifically
targeted situation.

Moreover, pursuant to Recital 48 of the same Directive, such services can also adopt
‘duties of care’ to identify and prevent unlawful activities, specified by domestic legislation.
In this context, it is worth stressing that in Glawischnig-Piesczek v Facebook the CJEU
explained that, pursuant to Article 15 of the E-Commerce Directive, a duty extending to
information with equivalent content did not result in a general monitoring obligation
being imposed upon hosting services. The CJEU found that this was particularly the
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case provided that the monitoring and examination of information required were limited
to the information including the details set out in the staydown injunction, and the ser-
vices were not required to undertake an independent evaluation since they could use
‘automated search tools and technologies’.1 Furthermore, in view of Google France v
Louis Vuitton2 and L’Oréal v eBay,3 the literature elaborates that the CJEU also needs to
shed more light on the scope of the E-Commerce Directive’s safe harbour regime as per
its Article 14 (Angelopoulos and Quintais 2019, 6, 13; Bridy 2019, 9–12; Visser 2019, 11).
As of 22 August 2019, TorrentFreak explains on its blog that in several pending cases4

the Luxembourg Court was requested to address some important questions regarding
upload filters. For example, one was whether hosting services such as Google’s
YouTube, under Article 14 E-Commerce Directive, played an ‘active role’ when classifying
footage, making topic suggestions and targeting ads, and another was whether these ser-
vices should remove copyrighted material based simply upon metadata (to prevent recur-
rent uploads), rather than identifying specific unlawful material.

Building on the author’s previous research (Romero-Moreno 2019), the purpose of this
paper is twofold. The first is to critically assess the extent to which Article 17 of the CDSM
Directive can be implemented in a way which is compatible with the right of OCSSPs and
uploaders to a fair trial, privacy and freedom of expression under the European Conven-
tion on Human Rights (ECHR), the E-Commerce Directive and the General Data Protection
Regulation (EU) 2016/679 (GDPR). The second is to suggest and appraise some procedural
safeguards to ensure the CDSM Directive’s compatibility with the ECHR, the E-Commerce
Directive and the GDPR. Importantly, the paper seeks to fill a major gap in the literature by
proposing that, in order for Article 17 to be a human rights-compliant response, upload
filters must be specifically targeted at infringement of copyright on a commercial-scale.
I conclude that unless, pursuant to the stakeholder discussions requirement contained
in Article 17(10) of the CDSM Directive, the procedural safeguards suggested in this
paper are heeded, the implementation of Article 17 will violate Articles 6, 8 and 10 of
the Convention, the E-Commerce Directive and the GDPR.

2. The substantive law

Article 17(1) of the CDSM Directive states that Member States must set out clearly in
national legislation that an OCSSP carries out an act of making available to the public
or an act of communication to the public if it grants the public access to uploaded copy-
righted works or other subject matter. Thus, Article 17(1) of the CDSM Directive requires
OCSSPs to gain authorisation from rightholders under Article 3(1) and (2) of Information
Society Directive 2001/29 by concluding licensing agreements. Article 17(2) of the
CDSM Directive explains that such authorisation not only covers non-commercial activities
of users but also those user actions which do not generate substantial revenues. Impor-
tantly, however, Article 17(3) of the CDSM Directive alerts that if an OCSSP carries out
an act of communication or making available to the public, it cannot benefit from the liab-
ility exemption enshrined in Article 14(1) of the E-Commerce Directive. Accordingly, Article
17(4) of the CDSM Directive elaborates that if a licensing agreement is not concluded, the
OCSSP is liable unless it shows that it has:

(a) ‘made best efforts to obtain an authorisation, and

INTERNATIONAL REVIEW OF LAW, COMPUTERS & TECHNOLOGY 155



(b) made, in accordance with high industry standards of professional diligence, best
efforts to ensure the unavailability of specific works and other subject matter for
which the rightholders have provided the service providers with the relevant and
necessary information; and in any event

(c) acted expeditiously, upon receiving a sufficiently substantiated notice from the right-
holders, to disable access to, or to remove from their websites, the notified works or
other subject matter, and made best efforts to prevent their future uploads in accord-
ance with point (b).’

Put differently, Recital 66 of the CDSM Directive sums up that if rightholders neither
provide the OCSSP with the ‘relevant and necessary information’ nor notify the OCSSP
regarding the removal or disabling of uploaded copyrighted material, the OCSSP is
exempt from liability.

In terms of the principle of proportionality, Article 17(5) of the CDSM Directive recog-
nises that, in establishing whether the OCSSP satisfies the above obligations, there are
several factors to consider, such as (a) the type, audience and size of the OCSSP, and
the type of uploaded copyrighted content; and (b) the existence of effective and suitable
means, and their cost for OCSSPs. Recital 66 of the CDSM Directive stresses that depending
on the type of work, different means to prevent unlawful material could be appropriate
and proportionate. Thus, when assessing proportionality, the evolving state of the art
regarding current means must also be considered, including possible future
developments.

However, Article 17(6) of the CDSM Directive subjects start-ups and small OCSSPs which
have existed for less than 3 years with a turnover below 10 million euros to simpler obli-
gations. According to Article 17(6), if these small OCSSPs fail to conclude an agreement
with rightholders, following a rightholder notice, they must respond expeditiously to
remove or disable access to the unlawful content by implementing notice and takedown.
Notwithstanding, if at a later stage the audience surpasses 5 million visitors monthly, upon
receiving a rightholder notice, such small OCSSPs must also make best efforts to prevent
future uploads by adopting notice and staydown. Furthermore, the EC has stressed that
uploading GIFS, memes or similar UGC is expressly permitted (EC 2019) as under Article
17(7) the CDSM Directive must in no way impact lawful uses, thereby allowing uploaders
to rely on exceptions or limitations to copyright for the purposes of review, quotation, cri-
ticism, pastiche, caricature or parody. However, this contrasts with Cambridge Consultants’
warning that these types of UGC cannot easily be determined using content analysis alone
but require knowledge of the context surrounding it to establish whether it is copyright
infringing. In fact, understanding such context consistently raises significant issues for
both AI and humans. It demands a wider appreciation of cultural, societal, political and his-
torical aspects, thus requiring a mixture of contextual and cultural awareness to be
effective (Ofcom 2019, 4, 33).

Pursuant to Article 17(9) of the CDSM Directive, OCSSPs must also inform users in their
terms and conditions about these exceptions or limitations. Recital 70 of the CDSM Direc-
tive therefore points out that legally obliging Member States to permit such uses is vital to
strike a balance between the right to freedom of expression, freedom of the arts, and IP
under the EU Charter of Fundamental Rights (the Charter). Although not specifically refer-
ring to Article 15 of the E-Commerce Directive, importantly, Article 17(8) of the CDSM
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Directive expressly prohibits Member States from implementing Article 17 in a way which
could lead to the imposition on OCSSPs of a general monitoring obligation of UGC. Recital
84 states that the CDSM Directive complies with the fundamental rights and principles
enshrined in the EU Charter. Therefore, it should be applied and interpreted by observing
such rights and principles. Moreover, crucially, Article 17(9) also compels Member States to
implement the above obligations in compliance with data protection and privacy laws
since the CDSM Directive must neither result in any disclosure of users nor in the proces-
sing of personal data, except pursuant to the GDPR and E-Privacy Directive 2002/58.
Indeed, echoing Article 28 of the CDSM Directive, Recital 85 CDSM Directive stresses
that any personal data processing must also respect the right to privacy and protection
of personal data under Articles 7 and 8 of the Charter.

Furthermore, Article 17(9) asserts that Member States must also require OCSSPs to
provide for an expeditious and effective complaint and redress mechanism for users
who contest the unjustified removal or disabling of access to uploaded content. Specifi-
cally, Article 17(9) of the CDSM Directive indicates that if rightholders request removal
or disabling of access, they must provide solid grounds for such a request. It further
explains that user complaints must be handled without excessive delay and removal or
disabling decisions should be subject to human review. Additionally, under Article 17(9),
Member States must establish alternative dispute resolution or out-of-court redress
systems, thus allowing disputes to be decided independently, without affecting users’
right to go to domestic courts and rely on copyright exceptions or limitations.

Lastly, and of particular relevance here, Article 17(10) of the CDSM Directive adds that
the EC, in collaboration with the Member States, must arrange stakeholder discussions to
consider best practices for collaboration among rightholders and OCSSPs. Thus, vitally,
Article 17(10) requires the EC, in cooperation with rightholders, OCSSPs, user groups
and others, to discuss potential practical solutions for the implementation of Article 17,
emphasising the importance of striking the right balance between fundamental rights
and copyright exceptions and limitations. Article 17(10) concludes that, regarding these
stakeholder dialogues, user groups must also have access to appropriate data from
OCSSPs on the operation of the cooperation procedures. In this context, it is important
to reiterate that unless, following the stakeholder discussions requirement included in
Article 17(10) of the CDSM Directive, the procedural safeguards proposed below are
taken on board, the adoption of Article 17 will infringe the rights of OCSSPs and uploaders
under Articles 6, 8 and 10 of the ECHR, the E-Commerce Directive and the GDPR. Moreover,
in order for Article 17 to be a lawful response to the problem of online copyright infringe-
ment, upload filters must be targeted specifically at commercial-scale cases.

3. Completing the upload filter puzzle

For the upload filter puzzle to be complete, it requires several pieces to be in place: firstly,
the algorithm needed for detecting a specific fragment of material; secondly, a database of
copyrighted works against which every uploaded fragment of material can be checked;
and lastly, arrangements with rightholders as to what steps to take if a match is identified.
Importantly, for the successful implementation of Article 17 of the CDSM Directive, content
recognition and filtering technologies must exist for every type of uploaded content.
Therefore, the algorithms used should detect all types of material – audio, video and
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images. Then, once uploaded content is detected, an infringement can be flagged by
checking it against a database that must be managed and constantly updated in
cooperation with rightholders (Gann and Abecassis 2018, 4).

3.1. Types of filtering technology: OCSSPs make ‘best efforts to prevent future
uploads’

3.1.1. Metadata
The simplest form of content recognition and filtering system relies upon a content meta-
data query which examines data surrounding the content (Engstrom and Feamster 2017,
11). This ‘metadata’ might include information concerning the file, for instance, in respect
of a film, its title and duration (Gann and Abecassis 2018, 5). The metadata of a fragment of
file can be compared against a database of copyrighted content without having to
examine the content. However, this technique has obvious drawbacks since metadata
can easily be manipulated by users and is frequently unreliable or incorrect (Gann and
Abecassis 2018, 5).

3.1.2. Hashing
With hashing, a fragment of material is depicted numerically using a content hash. The file
size of such a numerical depiction is considerably lower than the one of the initial file,
making it more effective when comparing the hash value of an uploaded fragment of
content against databases of hash tasks (Gann and Abecassis 2018, 5). This technology
has been criticised for only allowing strictly same files to the original files to be identified.
However, for instance, Google’s YouTube uses hashing to prevent an identical file to the
original file already removed after a notice and takedown process from being reuploaded
(Japiot 2017, 17). It is worth noting that in Glawischnig-Piesczek v Facebook the CJEU found
that, following a complaint notification, hosting services could be compelled to remove
and/or block access to ‘identical’ and ‘equivalent’ information previously found to be
illegal by Member State courts, even worldwide, provided that the staydown injunction
respected international law.5 Therefore, importantly, considering the CJEU’s finding, this
means that YouTube’s use of hashing would respect Article 15 E-Commerce Directive as
it would constitute a monitoring obligation in a ‘specific’ case, something which is per-
mitted under Recital 47. However, one of the problems with this technique is that any
file modification also leads to alteration of the hash value (Gann and Abecassis 2018, 6).

3.1.3. Watermarking
This technique is normally in the form of a hidden barcode individually incorporated into
the file, which is used to detect sounds, videos or images. It is frequently employed within
the film industry to identify the source of copyright infringement, such as unlawful record-
ings made in film theatres. In practice, any watermarked duplicate is instantly detected,
whilst a duplicate without a watermark, for instance, if it was made before the watermark-
ing operation, cannot be identified. Thus, it can only be utilised to protect new copy-
righted works but not content already disseminated. However, as with metadata and
hashing, this technology also has its challenges since it is unable to detect the use of
works within content that is exclusively created by others, such as cover songs (Japiot
2017, 17).
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3.1.4. Fingerprinting
Although the CDSM Directive does not expressly refer to content recognition and filtering
using fingerprints, the EC Impact Assessment appears to indicate that the intention of the
EC was to deploy these systems (EC 2016, 164–165). Content-based fingerprinting is a
more advanced technique which examines a specific piece of material to establish its
unique features. It identifies original content even if modifications are carried out, since
the technology detects the content instead of the file (Gann and Abecassis 2018, 6). For
instance, Google’s YouTube ContentID can detect endeavours to avoid identification
like slowing down or speeding up the audio, modifying a video’s aspect ratio or
flipping images horizontally. Similarly, with developments in machine learning, it can
also recognise audio, music and video in remixes, remakes or reuploads rightholders
decide to claim, track or block from YouTube (Google 2018, 27). In practice, relying on a
European patent from the self-proclaimed leading content recognition and filtering sol-
ution Audible Magic, a fingerprint can be created to help detect copyrighted content.
The created fingerprint is subsequently contrasted with an archived fingerprint from
‘registered copyrighted works’ (European Patent Office 2014, 4). If there is a match,
thereby indicating the sending of a registered work, transmission data are then logged.
It is important to stress that multiple data values for detecting the transmission of a copy-
righted work can be logged, which are part of Audible Magic’s dataset. These can include
one or more of the following:

(a) Sender IP address from which the detected material was sent;
(b) Receiver IP address to which the detected material was sent;
(c) The date the identified content was disseminated;
(d) The time the identified content was disseminated;
(e) The title or name of the work, whether video, image, audio or other type;
(f) Artist name, if appropriate, when the work is copyrighted content already registered

with the service provider;
(g) Album name, if applicable, linked to a registered copyrighted content;
(h) Record company, if applicable, linked to a registered copyrighted content;
(i) Different metadata, such as producer name, distributor name, studio name, etc.;
(j) The count of unlawful downloads arranged in different ways, such as by IP address,

location, day, week, month etc.;
(k) The count of redirected tried downloads arranged in different ways, such as by IP

address, location, day, week, month, etc. (European Patent Office 2014, 4–5)

As noted before, software used in upload filters is limited to the type of material it is
designed to detect. This means that whilst an OCSSP which exclusively permits the
supply of audio content would only need to examine UGC utilising software designed
for audio file recognition, a service provider utilising UGC for audio, images and video
would need to employ different filters for all the different content types (Gann and Abe-
cassis 2018, 6). Article 17(4)(b) of the CDSM requires OCSSPs to make best efforts to guar-
antee the absence of ‘specific works and other subject matter’. However, this broadly
written passage appears to ignore the fact that currently no upload filter exists which
can recognise both ‘specific works and other subject matter’, such as software code, 3D
printing files or written text (Gann and Abecassis 2018, 4, 7, 8, 9).
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3.1.5. Other technologies
In addition to content recognition and filtering systems using fingerprints, other technol-
ogies are also being employed in beta releases or in conjunction with those previously
explained. Technology may well emerge soon that improves efficiency and decreases
the amount of computer performance required (Japiot 2017, 18). Indeed, as stated
before, Recital 66 of the CDSM Directive explains that to assess proportionality the evol-
ving state of the art concerning current means, including possible future developments,
to prevent the existence of distinct types of material and the cost for OCSSPs, must be con-
sidered. For instance, in order to gain contextual understanding, Cambridge Consultants
argues that by utilising AI, machine learning and deep learning it may be possible to
carry out a targeted search based on metadata supplied by the user to identify and classify
repeat copyright infringers into commercial-scale uploaders. This user metadata, which is
similar to the Audible Magic’s dataset above, could include information related to
uploaded content such as uploader IP address, uploader previous content history, uploa-
der location, time on platform, connection type and uploader earlier content removals and
appeals (Ofcom 2019, 6, 32, 52).

As set out in Audible Magic’s European patent mentioned above, and consistent with
the CJEU rulings in Sabam v Netlog6 and Sabam v Scarlet7, it might not be reasonable to
apply content-based fingerprinting to ‘all’ files carried through the network due to the
usually processor-exhaustive character of fingerprint creation and comparison. Therefore,
it is arguable that utilising a hierarchical technique to examine the possible copyright pro-
tected work being sent – for example, as this paper suggests, content of high commercial
value – might be preferable to guarantee adequate speed with limited processing
resources. Respecting the European Court of Human Rights (ECtHR)8 and CJEU9 case-
law, a fundamental principle of such a technique is to begin with less processor-exhaustive
stages to establish whether the transfer includes a registered copyrighted file, and accord-
ingly to move to more processor-exhaustive stages only if previous stages do not return a
match (European Patent Office 2014, 8).

The initial assessment step could be a comparison of the file name and file size. If there
is a match in the database for both the file name and file size, then the probability is elev-
ated that the digital sample includes a specific registered and copyrighted file. Comparing
file names and file sizes is normally an easy task and does not deplete significant proces-
sing resources (European Patent Office 2014, 8). If the file name and file size do not match,
the second assessment step entails registering the source and destination IP addresses,
the type of copyrighted files, and the frequency and number of transmissions or tried
transmissions. Asking a database for suspect source IP addresses involved in a history of
unlawful transmissions is normally less processing-demanding than creating and compar-
ing fingerprints (European Patent Office 2014, 9).

On the other hand, if analysis of the source IP address and file size and/or type do not
match a registered copyrighted file, then the next assessment step is detection through a
watermark or metadata. Searching a database for the existence of a watermark or meta-
data information is done prior to content-based fingerprinting to attain good speed fea-
tures when processing resources are restricted (European Patent Office 2014, 9).

A fingerprint test is performed if none of these assessment steps establish the existence
of a registered and copyrighted file. In order to assess the effectiveness of any hierarchical
identification technique, even if one or more of the above assessment steps returns a
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match, it is preferable to compare at least a fragment of the matched findings with a
fingerprint for confirmation purposes (European Patent Office 2014, 9).

3.2. Databases: rightholders provide ‘relevant and necessary information’

As noted before, in the upload filter the presence of algorithms is essential but only one
part of what is required since rightholders also need to register fingerprints and metadata
in databases. Content recognition and filtering systems permit a portion of unidentified
material to be compared with a database of files that include reproductions of registered
works. To establish whether a song is copyrighted, upload filters must be applied to the file
to assess it and subsequently compare it against a database of registered songs (Gann and
Abecassis 2018, 4). To do so, as required under Article 17(4)(b) of the CDSM Directive, right-
holders must provide OCSSPs with ‘relevant and necessary information’ on their catalo-
gues of specific works that must then be kept in databases which can be scanned by
such filters.

It is worth pointing out that, in a welcome move, Google’s YouTube has updated its
ContentID algorithm for creators. As of 16 August 2019, TorrentFreak explains on its
blog that YouTube also permits specific rightholders to make ‘manual’ infringement
claims. Whilst this allows rightholders to identify material, which is not detected by Con-
tentID, it is significant that such claims are reviewed by a human. This is because the auto-
mated ContentID is not a 100-percent foolproof system and sometimes makes mistakes.
To prevent dishonest behaviour, rightholders manually submitting claims are required
to provide ‘relevant and necessary information’ for the specific portion of the video
they report. Moreover, rightholders are prohibited from manually claiming content
which utilises short or random music pieces such as a three-second music video in a
longer piece of footage, or a track which happens to be playing in the background.
Notably, TorrentFreak concludes that those rightholders who repeatedly infringe such a
policy will have their manual ContentID claiming rights terminated.

There is the additional problem that the volume of UGC and the presence of numerous
rightholders raises significant technical, legal and commercial issues. For each kind of
work, rightholders must cooperate to create a database and provide their copyrighted
material in an upload filter-compatible form. Indeed, as flagged above, in industries
such as text, software or 3D printing, centralised databases simply do not exist. It can
be noted that this coordination challenge might be more easily addressed within the
music industry where, unlike the world of images, there are few major rightholders
(Gann and Abecassis 2018, 4, 7, 8, 9).

As the CDSM Directive recognises,10 in the EU each Member State is free to adopt its
individual copyright legislation and infringements are tackled at a domestic level. This is
set to cause further problems when it comes to creating pan-European databases since
the specific definitions of copyrighted material will differ between countries. Databases
of material would need to reflect domestic legislation, which could potentially lead to
different databases for each Member State against which OCSSPs functioning in that
country would need to do their checks (Gann and Abecassis 2018, 8).

Therefore, as will be discussed in greater detail later, unless copyright databases are
centralised and targeted exclusively at music and video with high-commercial value
content, arguably the implementation of upload filters will mean that fragmentation
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could be a real problem. On the one hand, major rightholders who have already invested
in the establishment of databases may not be willing to enlist other databases and
exchange their copyrighted material due to costs. On the other, OCSSPs would have to
check uploaded content against different platforms. The result would be that the cost
of implementing Article 17 of the CDSM would increase with every supplementary data-
base against which UGC must be compared (Gann and Abecassis 2018, 9, 11).

3.3. Business rules: rightholders design business instructions considering
‘availability of suitable and effective means’ and ‘cost’ for OCSSPs

Arrangements with rightholders in terms of what actions to take if a copyright match is
detected constitute a significant part of the upload filter and are needed to implement
Article 17 of the CDSM (Gann and Abecassis 2018, 4). For instance, according to Google,
by using YouTube’s ContentID rightholders can be automatically informed of uploaded
UGC which includes their copyrighted work and choose between three actions or so-
called business rules: first, monetise the upload; second, leave it up and analyse viewing
figures; or third, block it (Google 2018, 25).

Importantly, business rules must also be registered by rightholders in databases and, as
Google reveals, those rules can be ‘flexibly’ adopted based on how the work has been
reused (Google 2018, 25), for example, pursuant to Article 17(7) of the CDSM Directive,
for the purposes of review, quotation, criticism, pastiche, caricature or parody. The
search engine further explains that rightholders can also design business rules according
to the amount of their work utilised in a piece of footage or the percentage of the footage
their work accounts for (Google 2018, 25). Similarly, Audible Magic acknowledges that
such rules can be adopted either independently or in combination based on the fre-
quency, number and/or timing of transmissions of specific content (European Patent
Office 2014, 9).

Additionally, Audible Magic elaborates further business rules that include sending a
message, preferably giving clear instructions to the sender and/or receiver IP addresses
participating in the transmission of unlawful copyrighted content, and sending a
message alerting a receiver IP address of, or redirecting a receiver IP address to, a commer-
cial website where the wanted copyrighted content can be bought. If the receiver decides
to challenge the blocking, a return message is sent, thus allowing the immediate trans-
mission of content to the receiver (European Patent Office 2014, 6).

Article 17(5) of the CDSM Directive states that, in order to satisfy the principle of propor-
tionality, the existence of ‘suitable and effective means’ and the ‘cost’ for OCSSPs must be
considered. However, although omitted from the CDSM Directive, it should also be noted
that to implement upload filters the use of Deep Packet Inspection (DPI) technology is essen-
tial. DPI blocking requires information or signature, but it is computationally quite complex
and therefore expensive as all copyrighted material needs to be assessed against blocking
rules. In practice, DPI has a list of information to block, for example, filenames, keywords,
traffic features such as transmission rates or packet sizes, or other content-specific data.
This means that any endeavour to download unencrypted copyrighted material which
matches one on the list would be stopped (Internet Society 2017, 14).

Referring back to the ‘suitable and effective means’ test above, DPI would be very
ineffective for generic rules such as ‘block inadequate content’ or against multiple
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encryption. Moreover, with this technology both false positives (blocking material erro-
neously) and false negatives (being unable to block material as expected) are frequent.
Indeed, the false positive percentage varies from remarkably low to significantly high.
Importantly, ensuring compliance with the ‘suitable and effective means’ test would all
depend on the quality of the blocking rules, for instance, rules specifically targeting com-
mercial-scale online copyright infringement. Whilst it is hard to draft high-quality business
rules, if the filtering rules are improperly drafted minor modifications to text can easily cir-
cumvent blocking efforts (Internet Society 2017, 21). Additionally, consistent with the AG
warning in Sabam v Scarlet, since DPI inspects all traffic to users it would also invade a
user’s privacy, personal data protection and confidentiality of communications.11

4. Proposal

For rightholders, whether to permit, monetise or block copyrighted content is frequently
determined by the advertising revenue that could be received for the video or audio. Thus,
to satisfy the stakeholder discussions requirement under Article 17(10) of the CDSM Direc-
tive, it is arguable that rightholders should always be encouraged to favour monetisation
over blocking (Japiot 2017, 20). However, perhaps rightholders might fail to reach an
agreement concerning this matter. Accordingly, as noted before, consistent with
ECtHR12 and CJEU13 case-law, it is possible to utilise a hierarchical identification technique
as well as design databases of ‘relevant and necessary information’, and business rules
specifically targeting commercial scale copyright infringement.

The hierarchical technique begins with less processor-exhaustive stages before moving
to more processor-exhaustive ones, but only if previous stages do not return a match
(European Patent Office 2014, 8). However, importantly, whether or not a match is
found, when copyrighted material is detected upload filters can always return a response,
which can itself unlock a registered business rule (Audible Magic 2017, 28). Therefore, the
first step of the suggested proposal is to assess whether the uploaded content contains a
registered work of high commercial value and, if that returns a match, permitting or mon-
etising (not blocking) it. A database could then be interrogated to determine commercial-
scale copyright infringement before blocking it (European Patent Office 2014, 8–9).

While most attempts to upload content are identified and stopped when uploading,
some cannot be detected by upload filters, for instance, because the uploaded copy-
righted work is not registered in a database (Audible Magic 2017, 51). Thus, the proposal’s
suggestion for an initial stage would be for rightholders to exclusively register in a data-
base content of high commercial value. Since upload filters cannot recognise all types of
content, only video and audio metadata values like those included in Audible Magic’s
dataset above should be registered in a database (European Patent Office 2014, 4–5).

Moreover, although the most commonly used business rules include permitting, mon-
etising or blocking, such actions can be ‘flexibly’ adopted (Google 2018, 25). Thus, the pro-
posal’s second stage would be for rightholders to register in a database rules which fully
comply with the case-law of the Strasbourg and Luxembourg courts. In particular, there
should be the following business rules: first, assessing whether the uploaded material con-
tains a registered work of high commercial value;14 then, checking the frequency and
number of unlawful uploads15 that is, asking a database for suspected repeat infringement
IP addresses; next, sending a message alerting16 of potential commercial-scale
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infringement or redirecting to a commercial website; and lastly, giving the opportunity to
alleged commercial-scale uploaders to challenge17 the blocking before actually imple-
menting it (European Patent Office 2014, 6, 8, 9).

Taken together, the suggested parts of the proposal would involve a two-prong non-
cumulative test: first, a qualitative assessment depending on the nature of the registered
and copyrighted content, and second, a quantitative assessment based on whether a
source IP address creates a history of unlawful uploads and, if so, whether the file type
is consistent with past unlawful uploads (European Patent Office 2014, 9), thereby reach-
ing the commercial-scale threshold. Crucially, implementing this proposal would mean
that, for upload filters, respecting ECtHR18 and CJEU19 case-law and observing Recitals
47 and 48 E-Commerce Directive would become lawful ‘duties of care’ constituting a moni-
toring obligation in a specific case exclusively targeting high commercial value content
and previously notified and identified commercial-scale uploaders. The suggested propo-
sal would further support the CJEU’s finding in Glawischnig-Piesczek v Facebook that Article
15 E-Commerce Directive required staydown injunctions allowing upload filters’ monitor-
ing and analysis of user information to be limited to specific content. The CJEU found that
hosting services were not compelled to conduct an independent evaluation to detect
content of an equivalent character since they could deploy automated analysis
methods and technologies.20

5. Compatibility of Article 17 of the CDSM Directive with the GDPR

Article 17(9) CDSM states that its implementation must not result in any disclosure of user
information or in the processing of personal data, except pursuant to the GDPR and the E-
Privacy Directive 2002/58. It is useful that the GDPR includes regulations on both auto-
mated individual decision-making, that is, making a decision based solely on automated
means without any human participation (Article 22(1) GDPR) and on profiling (namely,
any form of automated personal data processing, which involves the use of personal
data to assess individual aspects) as per Article 4(4) GDPR. It is not uncommon for
profiling to be part of an automated decision-making process under the GDPR (ICO 2018a).

Article 4(4) GDPR states that profiling is any type of automated personal data proces-
sing which comprises the usage of personal data to assess specific individual factors con-
cerning a natural person, particularly to examine or predict factors regarding that natural
person’s behaviour and/or location. As noted above, relying on Audible Magic’s dataset,
the suggested proposal would require OCSSPs to collect both uploader personal and sen-
sitive data, such as IP addresses and content media name. Subsequently, as required by
Article 4(4), utilising AI and machine-learning such data would be examined to categorise
repeat copyright infringers into commercial-scale uploaders and establish links between
uploader behaviour and location (ICO 2018a).

Moreover, under the GDPR, pursuant to Article 22(1), service providers can exclusively
perform solely automated decision-making with lawful or equally important effects includ-
ing those premised upon uploader profiling when the decision is: (a) required for the per-
formance of contracts; (b) allowed by EU law, such as for implementing the obligations laid
down in Article 17 of the CDSM Directive; (c) or based on uploader’s express consent.
Moreover, whilst Article 22(3) GDPR compels services to adopt suitable means to safe-
guard uploader’s rights and freedoms, Article 22(4) GDPR additionally requires that
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uploader’s sensitive data only be processed where it is necessary on substantial public
interest grounds (ICO 2018a). Notably, when assessing whether services can rely upon
legitimate interest as a lawful basis for uploader data processing, Article 6(1)(f) GDPR
does not expressly specify what factors to consider. However, in Rigas21 the CJEU
suggested a three-part test. Firstly, is there a legitimate interest for processing? Here,
OCSSPs would seem to have a legitimate interest in uploader data processing, specifically
for implementing Article 17 of the CDSM. Secondly, is processing necessary to pursue a
legitimate interest? This would also appear to be the case since Article 17 can only be
implemented if uploader data is processed. Lastly, does the legitimate interest prevail
over users’ rights and freedoms? (ICO 2018a).

Engeler has correctly argued that in order for Article 17(4) of the CDSM Directive to be
proportionate to the legitimate aim sought under Article 6(3) GDPR, upload filters must be
compatible with the three parts of the CJEU’s non-cumulative test contained in Article 52
(1) Charter (Engeler 2019). However, when it comes to the relationship between the ECHR
and the Charter, it is worth noting that in Tele2/Watson the AG stressed that, to ascertain if
human rights violations had taken place, it would not be legally adequate to impose a
different test upon Member States based on whether the Convention or the Charter
was being considered.22

Thus, arguably, whether the implementation of Article 17 of the CDSM Directive is
lawful is largely determined by the compatibility of upload filters with the three parts of
the ECtHR ‘s non-cumulative test. In sum, under the Convention, any interference with
Articles 8 and 10 must firstly be ‘in accordance with the law’, secondly pursue one or
more of the legitimate aims set out in Articles 8(2) and 10(2), and thirdly be ‘necessary’
and ‘proportionate’. Importantly, a failure to comply with one part of the test constitutes
an infringement regardless of whether the other two parts are satisfied (Cameron
2006, 105).

6. Assessment of applicability and compliance with Articles 8 and 10 of the
ECHR

6.1. ‘In accordance with the law’

Strasbourg Court case-law indicates that for any interference with the right to privacy and
freedom of expression under Articles 8 and 10 ECHR to be ‘in accordance with the law’,
three requirements must be met: firstly, it has to be based in domestic law; secondly,
this law should be accessible; and lastly, it must also comply with the ECtHR’s principles
of foreseeability and rule of law.23 The basis in domestic law requirement is easy to
meet since Article 17 of the CDSM (written legislation) and the ECtHR’s Big Brother
case,24 which examines filtering technology, provide this. However, regarding the
second and third requirements, this section will argue that unless upload filters are tar-
geted specifically at commercial-scale infringement, the implementation of Article 17
could fail to comply with the Court’s accessibility, foreseeability and rule of law principles,
thereby infringing the non-cumulative test’s first-prong under Articles 8(2) and 10(2).

As far as the accessibility principle is concerned, it is well-settled Strasbourg Court case-
law that the quality of the law requirement under Articles 8 and 10 of the Convention
compels that legislation to be published, and thus it is sufficiently accessible to the
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concerned individuals.25 As noted above, Article 17(4)(b) of the CDSM states that if a licen-
sing agreement is not concluded the OCSSP is liable unless it has made best efforts to
guarantee the non-existence of specific content and ‘other subject matter’. However, it
is concerning that in conflict with Big Brother,26 the CJEU’s Planet4927 decision and the
transparency condition enshrined in Article 5(1)(a) GDPR, the description of the specific
types of copyrightable works covered by Article 17 is neither sufficiently clear nor recog-
nised in the CDSM Directive, thereby being inaccessible to the public. It is true that in
Sabam v Netlog,28 Sabam v Scarlet29 and McFadden30 the CJEU found that upload filters
could monitor, filter and block copyrighted content such as audio-visual and music files.
Worryingly, however, the CDSM Directive appears to ignore the fact that even if a regis-
tered audio or video of high commercial value might be detected, as explicitly required
by Article 17(4)(b), it is not always possible for OCSSPs to uniquely identify all ‘other’
types of ‘subject matter’. This is due to the difficulty of adapting content recognition
and filtering to the content and the vast volume of material created that makes the pro-
duction of a database of copyrighted content very troublesome. Indeed, a UGC service
which permits users to upload written text, software code, images or files, including
designs for 3D printing, has no technological capability to examine each upload for its
unique features. Neither does there exist a database of tangible items against which it
might compare such content (Gann and Abecassis 2018, 7, 9). Thus, since the vague
text of the CDSM Directive does not specify in a form accessible to OCSSPs and uploaders
the types of copyrightable works that Article 17 of the CDSM covers, it arguably fails to
satisfy the ECtHR accessibility principle under Articles 8(2) and 10(2) ECHR.

In applying the foreseeability principle, the ECtHR case-law indicates that it requires a
sufficiently precise formulation of the provision to allow any individual to adjust his
conduct, as guaranteed by Articles 8 and 10.31 As set out above, the CDSM Directive
states that pursuant to Article 17(9) OCSSPs must inform users in their terms and con-
ditions about copyright exceptions and limitations. Problematically, however, disregarding
ECtHR32 and CJEU33 case-law and at odds with Article 14 and 15 GDPR, the CDSM Directive
fails to mention, much less expressly safeguard, the uploaders’ right to be informed and to
access their personal data. Arguably, therefore, to ensure the CDSM Directive’s compliance
with Articles 14 and 15 GDPR, following Planet49,34 OCSSPs should give uploaders
specific ‘privacy information’ through clear and comprehensible just-in-time notices
(ICO 2018b, 92, 97).

In addition to explaining the purpose for using upload filters (implementation of Article
17 of the CDSM Directive), these notices should clearly specify what type of uploader data
OCSSPs collect and utilise before automated decisions are made about them and they end
up being profiled as commercial-scale uploaders (ICO 2018b, 92, 98). For instance, based
on Audible Magic’s dataset above, this information would involve content data (media
name), uploader traffic data (IP addresses and location) and metadata (distributor, produ-
cer and studio name, etc.) (European Patent Office 2014, 4–5). Furthermore, as per Big
Brother35 and Planet49,36 these just-in-time notices should also clearly state what the
likely impact of upload filters is, such as uploaders being profiled as commercial-scale
infringers, being suspended and having all their uploaded content deleted. Lastly, accord-
ing to Article 15 GDPR, such notices should additionally inform of, among other things,37

the existence of the uploaders’ right to request restriction, deletion or rectification, to
object to data processing, and to lodge a complaint with a supervisory authority (ICO
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2018b, 102). Indeed, in Fashion ID the CJEU held that for filtering technology to be lawful it
was crucial to notify the audience target likely to become the subject of data collection,
processing and profiling.38 Thus, since Article 17 of the CDSM does not safeguard uploa-
ders’ right to be informed and to access their personal data, it arguably fails to satisfy the
ECtHR foreseeability principle under Articles 8(2) and 10(2).

In terms of the rule of law principle, the Strasbourg Court case-law indicates that sur-
veillance and technical measures must be subject to robust independent supervision
and appropriate safeguards.39 As mentioned above, Article 17(10) of the CDSM states
that the EC must organise stakeholder discussions to consider best practices for collabor-
ation among rightholders and OCSSPs. However, regrettably, ignoring ECtHR40 and CJEU41

case-law, the CDSM Directive neither provides independent oversight of upload filters nor
gives uploaders effective safeguards against abuse. In Sabam v Netlog42 and Sabam v
Scarlet43, the CJEU found that upload filters could detrimentally affect not only uploaders
in terms of their right to protection of personal data and freedom of expression due to
overbroad monitoring, filtering and blocking (under Articles 8 and 11 EU Charter), but
also the freedom of hosting services such as, OCSSPs to conduct their business because
of the computational complexity and costs of these filters (under Article 16 EU Charter).
Thus, since the implementation of Article 17 might inevitably lead to legal problems,
such as IP, data protection, free speech and competition issues, the CDSM Directive
should explicitly require the cooperation of all concerned state authorities and
regulators.44

Moreover, in agreement with the European Data Protection Supervisor (EDPS 2010, 8),
UN Special Rapporteur David Kaye stressed that, in addition to conducting human rights
impact assessments and public consultations on upload filters, developers such as Audible
Magic should make all filtering criteria fully auditable, allowing regular external and inde-
pendent auditing and the publishing of results (UNHRC 2018, 19–20). Importantly, this is
consistent with Article 35 GDPR which requires services to complete Data Protection
Impact Assessments (DPIAs). Indeed, these DPIAs show that appropriate safeguards are
in place regarding data processing operations, which are ‘likely to result in high risk’,
such as the tracking of uploaders’ behaviour and location to establish commercial-scale
online copyright infringement (ICO 2018c). Thus, given that in contrast to requiring
cross-sector state authority cooperation and appropriate safeguards the CDSM Directive
only requires stakeholder dialogues to consider best practices for cooperation, it is argu-
able that it fails to satisfy the ECtHR rule of law principle under Articles 8(2) and 10(2).

6.2. Legitimate aim

According to Articles 8(2) and 10(2), state authorities can rely on several expressly set out
legitimate interests as a basis for interfering with the right to privacy and freedom of
expression under the Convention. These include domestic security, public safety or the
economic well-being of the country, the prevention of crime or disorder, and the protec-
tion of the reputation or rights and freedoms of others.45 States normally have no difficulty
in satisfying the legitimate aim test, thus complying with the second-prong of the Court of
Strasbourg’s non-cumulative test. It is arguable that the deployment of technology, such
as notice and staydown or upload filters systems, could potentially achieve the prevention
of crime or disorder and the protection of the reputation or rights and freedoms of others.
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Indeed, the ECtHR explicitly recognised this in its ruling involving the Pirate Bay adminis-
trators in Sunde v Sweden.46

6.3. ‘Necessary’ and ‘proportionate’

The next matter to be assessed in this paper is whether the implementation of Article 17 of
the CDSM Directive would comply with the third prong of the Court of Strasbourg’s test.
The ECtHR’s case-law indicates that under Articles 8(2) and 10(2) of the Convention moni-
toring, filtering and blocking means are ‘necessary’ in a democratic society if they respond
to a ‘pressing social need’ and are proportionate to the legitimate aim pursued.47 More-
over, the Court has noted that the grounds given by the state to justify such means
need to be ‘relevant and sufficient’.48 Yet, whilst state authorities enjoy a margin of
appreciation, the ultimate assessment as to whether these means remain necessary and
proportionate is subject to judicial review in Strasbourg.49 This section will argue that
the use of upload filters does not comply with the principles of necessity and
proportionality.

In terms of the first principle, it is well-settled ECtHR case-law that under Articles 8(2)
and 10(2) ECHR the degree of intrusion of a measure is one key consideration when eval-
uating whether the means adopted might be considered necessary to achieve the legiti-
mate aim sought.50 As noted above, the CDSM Directive states that the implementation of
Article 17 must not result in Member States imposing on OCSSPs a general monitoring
obligation. Alarmingly, however, the CDSM Directive fails spectacularly to explain how
Article 17 could be implemented in a less data processor-intrusive way for OCSSPs and
minimally impact uploaders’ rights. In Sabam v Netlog51 and Sabam v Scarlet52 the CJEU
held that, pursuant to Article 15 E-Commerce Directive, in order to assess whether
upload filters led to general monitoring obligations being imposed on services, it was
necessary to evaluate whether such services were required to actively monitor ‘all the
data’ of ‘all users’ to prevent ‘any’ future copyright violation. Therefore, while this is the
most common way to implement upload filters, it remains legally questionable to apply
such a method to ‘all’ files because of the data processor-invasive nature of these filters.
Consequently, consistent with the CJEU decision in Glawischnig-Piesczek v Facebook,53

for general monitoring obligations to become lawful ‘duties of care’ and ‘specific’
enough to comply with Recitals 47 and 48 E-Commerce Directive, OCSSPs should
deploy a hierarchical identification technique. Moreover, rightholders should create data-
bases of ‘relevant and necessary information’ along with business rules that exclusively
tackle commercial-scale copyright infringement. This would also support further case-
law of the Strasbourg54 and Luxembourg55 courts.

Accordingly, the suggested proposal would entail first a qualitative assessment
based on the nature of the registered content, and second a quantitative assessment
depending upon whether a source IP address creates a history of unlawful uploads,
and, if so, whether the file type is consistent with past unlawful uploads (European
Patent Office 2014, 9), thereby reaching the commercial-scale threshold. Therefore,
since the suggested specifically targeted uploader monitoring obligation aimed at com-
mercial-scale infringers would have significantly less impact on OCSSPs and uploader
rights, arguably the CDSM Directive fails to satisfy the ECtHR necessity principle
under Articles 8(2) and 10(2).
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Regarding the proportionality principle, it is also well-established in ECtHR case-law that
the scope and application of monitoring, filtering and blocking measures must be appro-
priate under Articles 8(2) and 10(2) ECHR.56 As set out above, the CDSM Directive states
that when assessing proportionality, the evolving state of the art regarding current
means should also be considered, including possible future developments. Controver-
sially, however, ignoring the ECtHR57 and CJEU58 case-law, Article 17 of the CDSM Directive
is neither limited in scope, nor in time nor in the specific type of uploaders being profiled.
Importantly, DPI technology filters content based on, for example, keywords and/or traffic
features (Internet Society 2017, 14). Therefore, consistent with Article 15 E-Commerce
Directive, the suggested hierarchical identification technique would require OCSSPs to
detect through passive monitoring and then filter, first, keywords, that is, registered
titles of high-value commercial copyrighted content, second, suspect source IP addresses
and, lastly, traffic features, specifically, the number and frequency of unlawful downloads.
Thus, the CDSM Directive should only target DPI devices at the proposed keywords and
traffic features.

Moreover, Audible Magic explicitly acknowledges that its upload filter’s process
launches automatically and runs in the background ‘24 hours a day, seven days a week’
(Audible Magic 2017, 51). However, in addition to Planet4959, this also notably conflicts
with Strasbourg Court case-law which stresses that the use of never-ending surveillance
and technical measures constitute prior restraint, thereby contravening the ECHR.60 The
CDSM Directive should also expressly limit the duration of these measures. Lastly, accord-
ing to Article 22(1) GDPR, the deployment of upload filters simply based on evidence of
copyright infringement is an automated decision-making process which does not necess-
arily entail profiling. However, under Article 4(4) GDPR, it would become a decision based
on profiling if, as suggested above, uploading behaviour is monitored over time to estab-
lish commercial-scale copyright infringement (Working Party 2018, 8). The CDSM Directive
should also expressly recognise the type of users being subjected to profiling, such as
commercial-scale uploaders. Thus, since the CDSM Directive does not set out explicitly
the scope and application of the measures, it arguably fails to satisfy the ECtHR proportion-
ality principle under Articles 8(2) and 10(2).

In applying the principle of proportionality, the Strasbourg Court has elaborated that
the evaluation of the legality of surveillance and technical measures must also take into
consideration the seriousness of the infringement.61 As flagged above, the CDSM Directive
states that, depending on the type of work, distinct means to prevent unlawful material
could be adequate and proportionate.62 However, it is concerning that in conflict with
the ECtHR63 and CJEU64 case-law the CDSM Directive fails to address, much less explicitly
detail, the type of content and number and frequency of uploads that result in commer-
cial-scale copyright infringement. Referring to the suggested proposal above, the identifi-
cation of commercial-scale uploaders would involve the sum of qualitative and
quantitative parts. First, the initial prong of the test would originally require rightholders
to exclusively register in a database content of high commercial value. This would consider
both ‘production value’, namely, whether the content was generated with low or high pro-
duction cost, and ‘expected sales rank’, that is, based on past duration and position in top-
100 charts (Erickson and Kretschmer 2018, 83–84). Subsequently, concerning the quanti-
tative assessment or test’s second prong, this entails interrogating a database for suspect
source IP addresses involved in past unlawful uploads (European Patent Office 2014, 9).
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Moreover, importantly, following CJEU L’Oréal v eBay,65 it involves recording their number
and frequency. The assumption is that if a specific source IP address creates a history of
similar past unlawful uploads (at least three infringements in one month as suggested
by Sawicki), then there is a high probability that uploads originating from that source IP
address include unlawful material (European Patent Office 2014, 9). The rationale
behind this suggested commercial-scale threshold is that uploaders flagged as repeat
infringers would be automatically notified66 at least three times by their OCSSPs concern-
ing the risks of further infringement (Sawicki 2006, 1483). Arguably, this by itself is
sufficient to reach the commercial-scale threshold, thus blocking the upload. As such, as
the CDSM Directive does not require the exclusive targeting of high commercial value
content and previously notified and identified commercial scale uploaders, a case can
be made that it fails to satisfy the ECtHR proportionality principle under Articles 8(2)
and 10(2).

7. Assessment of applicability and compliance with Article 6 of the ECHR

Having found that, as currently drafted, Article 17 of the CDSM Directive may neither be ‘in
accordance with the law’ nor ‘necessary’ nor ‘proportionate’ under Articles 8 and 10 of the
Convention, the last issue to be examined in this paper is whether the deployment of
upload filters would also infringe the Strasbourg Court’s principle of presumption of inno-
cence under Article 6 ECHR. In Engel v the Netherlands, the ECtHR set out a three-prong,
non-cumulative test for examining the applicability of the criminal head of Article 6
ECHR, which entailed interrogating the classification of an alleged offence in the domestic
law, the nature of the offence and the nature and degree of gravity of the sanction.67 The
CDSM Directive does not expressly refer to criminal penalties for copyright infringement as
such. However, the EC’s Recommendation on measures to effectively tackle illegal content
online suggests a collective response to proactively identify, eliminate and prevent the
reuploading of unlawful material. It warns that if there is proof of a grave criminal
offence, services should quickly notify law enforcement authorities (EC 2018). Thus,
upload filter deployment would also cover criminal cases.

7.1. Compatibility of Article 17 of the CDSM Directive with the ECtHR principle of
presumption of innocence

Article 6(2) ECHR states that a defendant must be presumed innocent of a criminal offence
until proven guilty according to law. The ECtHR’s case-law indicates that this means that
the defendant is given the benefit of doubt and the burden of showing his guilt rests with
the prosecution.68 In Salabiaku v France, the ECtHR stressed that under the Convention the
burden of proof could shift to the defendant. However, regarding criminal law, it set out a
three-prong test to assess the compliance of such reverse onus provisions with Article 6(2)
Convention. Specifically, it required Member States to: remain within reasonable limits;
consider the importance of what was at stake; and, protect the rights of the defence.69

In terms of the test’s first prong, the Strasbourg Court initially explained that for reverse
onus provisions to satisfy Article 6(2) ECHR, Member States had to remain within reason-
able limits.70 As noted above, the CDSM Directive states that allowing copyright excep-
tions and limitations is key to striking a balance between freedom of expression, IP and
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freedom of the arts under the Charter.71 However, troublingly, disregarding ECtHR72 and
CJEU73 case-law, the CDSM Directive seems to overlook the fact that the balancing test
must always be conducted fairly, due regard being had to ‘all’ competing interests at
stake including uploaders’ Article 7 and 8 Charter rights. Importantly, when evaluating
the likely content being transmitted and asking databases for suspect source IP addresses,
that is, repeat copyright infringers, the suggested proposal entails an element of predic-
tion. Therefore, this would increase the risk of false positives as the input data (the per-
sonal data utilised to generate the commercial-scale uploader profile) and the output
data (the profile itself) could be flawed. For example, in addition to content identification
mistakes linked to algorithmic design, concerns with data quality, and the lack of a mech-
anism for evaluating whether the alleged infringing content is a parody, review or criti-
cism, it is also worrisome the way in which services publish metrics to assess upload
filters’ effectiveness (Lester and Pachamanova 2017, 63–66). Indeed, the CJEU case-law
strongly indicates that to ensure a fair balance between competing fundamental rights,
while ‘clear evidence’ of copyright infringement was critical (Bonnier Audio74), upload
filters should not prevent users from legally accessing content (UPC Telekabel75). Thus,
arguably, to achieve GDPR compliance uploaders should not only be able to exercise
their right to rectification, erasure and restriction of processing under Articles 16, 17
and 18 GDPR, but also, pursuant to Article 21(1) GDPR, additionally object to erroneous
profiling76 and receive compensation as provided in Article 82 GDPR. Thus, since when
conducting the balancing test the CDSM Directive does not appreciate that uploaders’
GDPR rights are also crucial, it is debatable whether it could infringe the ECtHR’s presump-
tion of innocence principle under Article 6(1) ECHR.

As far as the second prong of the test is concerned, the ECtHR observed that for reverse
onus provisions to satisfy Article 6(2) ECHR, Member States also had to consider the impor-
tance of what was at stake.77 As mentioned above, Article 17(9) of the CDSM Directive
states that Member States must require OCSSPs to provide for an expeditious and
effective complaint and redress mechanism for users to challenge rightholders’ requests
to remove or disable access to content. Controversially, however, the CDSM Directive
fails to address, much less expressly recognise, that to enable matching of content the cre-
ation of centralised databases of copyrighted material is critical to successful upload filter
performance (Gann and Abecassis 2018, 4). In Sabam v Netlog78 and Sabam v Scarlet79, the
CJEU held that as staydown injunctions compelled services to deploy costly, complex, per-
manent upload filters at their own expense, this violated the freedom to conduct their
business under Article 16 Charter. Therefore, one might argue that unless databases
were centralised and exclusively targeted music and video with high-commercial value
content, the implementation costs of Article 17 could dramatically increase. This is
because it would be essential to compare every fingerprint against numerous databases
for numerous rightholders80 and numerous types of material.

Within industries where fragmentation is reduced, such as in the music industry, right-
holders are generally able to combine efforts to create centralised databases. However, for
most other types of content, such as images, databases tend to be rightholder-specific and
fragmented. Moreover, since the OCSSP would need to deploy multiple upload filters to
individually detect every work, the use of each supplementary database would thus dupli-
cate Article 17 implementation expenses (Gann and Abecassis 2018, 7, 9, 11, 12). Indeed,
this notably conflicts with United v Commission81 and NV v Commission82 where the CJEU
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found that Article 86 of the Treaty on the Functioning of the EU (TFEU) reflected the main
goal of Article 3(f) TFEU, namely, adopting a framework which ensured that common
market competition was never distorted.83 Thus, since Article 17 of the CDSM would
harm competition and stifle innovation, arguably it could contravene the ECtHR’s principle
of presumption of innocence under Article 6(2) ECHR.

In applying the test’s third prong, the ECtHR added that for reverse onus provisions to
satisfy Article 6(2) ECHR, Member States also had to safeguard the rights of the accused.84

As stated above, Article 17(9) of the CDSM asserts that Member States must establish out-
of-court redress systems that allow disputes to be decided independently, but without
affecting uploaders’ rights to go to domestic courts to use copyright exceptions or limit-
ations. However, alarmingly, in conflict with ECtHR85 and CJEU86 case-law, the CDSM Direc-
tive does not afford uploaders an effective remedy since it lacks the supervisory
authorities’ power to investigate complaints regarding human rights violations. Notably,
following the legitimate interest test for data processing in the CJEU’s Rigas case,87

under Article 6(1)(f) GDPR uploader profiling would be necessary if the OCSSP’s interests
were to prevail over the uploader’s fundamental rights (Working Party 2018, 14).

The initial aspect to examine in the balancing exercise is the level of detail of the profile,
such as whether an uploader is being broadly categorised as alleged copyright infringer or
instead being specifically labelled a commercial-scale uploader. A further step is to assess
the comprehensiveness of the profile. This can be done, for example, by considering
whether the profile is based on a narrow feature of the uploader, such as repeatedly
uploading registered titles of high commercial value, or more problematically – as
expressly recognised in the EC Impact Assessment – the profile reflects a more compre-
hensive view based on ‘real-time’ statistics of what uploaders browse, how they watch
films or listen to music, so that all this data are analysed and then utilised for targeted
display advertising (EC 2016, 164–165). Additionally, the next step is to assess the profil-
ing’s impact. Considering the Facebook-Cambridge Analytica scandal, examining the
above ‘real-time’ statistics to create the profile means that the impact on uploaders
would be significant. Lastly, the balancing test ultimately requires there to be appropriate
safeguards against abuse (Working Party 2018, 14), such as uploader profiling being
subject to cross-sector state authority oversight.88 Thus, since the CDSM Directive fails
to protect the defence’s rights, a case can be made that it could infringe the ECtHR’s pre-
sumption of innocence principle under Article 6(1).

8. Discussion of findings

In the internet era the impact of upload filters on human rights has become a central issue
for legal scholarship. A growing body of research has investigated whether, relying on
human rights as a benchmark, Article 17 of the CDSM Directive is a lawful response to
the problem of online copyright infringement (Frosio and Mendis 2019; Geiger and Izyu-
menko 2019; Grisse 2019; Husovec 2019; Quintais et al. 2019; Senftleben 2019). Surpris-
ingly, however, little research has been conducted on the compatibility of Article 17 of
the CDSM Directive with Articles 6, 8 and 10 ECHR, the E-Commerce Directive and the
GDPR. This paper has sought to fill an existing gap in the literature, suggesting that, in
order for Article 17 to respect these instruments, upload filters must be targeted specifi-
cally at commercial-scale infringement. The findings of this paper are consistent with
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the case-law of the Strasbourg and Luxembourg courts. In Mouvement v Switzerland, the
ECtHR emphasised that while there was hardly room under the right to freedom of
expression for interferences with political speech or debate, if Article 10 Convention
involved ‘commercial speech’, domestic courts were given a specially broad margin of
appreciation in determining whether a fair balance had been struck.89 Similarly, in Coöp-
eratieve v Deepak, the CJEU confirmed that if services were exempted from liability, they
could, pursuant to Article 14(3) E-Commerce Directive, target at the individual concerned,
where infringements of IP rights had been demonstrated to the required legal standard,
action aimed at stopping those infringements or preventing that possibility.90

Moreover, the paper’s findings might also have an economic and societal impact. But
before this impact is considered, the question remains as to whether specifically targeting
uploader monitoring obligations at infringement of copyright on a commercial-scale is
worth the cost. Since the size of a fingerprint database generally increases as time
passes, it may not be necessary to compare newly uploaded material against ‘all’ finger-
prints, which could be expensive as all uses would exclusively involve registered
content of high commercial value (Japiot 2017, 21). In satisfying the stakeholder discus-
sions requirement contained in Article 17(10) of the CDSM Directive, a potential practical
solution for the implementation of Article 17 would be to design an ‘active’ fingerprint
database that omits the copyrighted material, which is no longer expected to be the
origin of a sufficient number of matches (Japiot 2017, 21). Accordingly, to optimise the
use of the means, anticipated performance might be determined by OCSSPs and right-
holders, thereby helping the standardisation of best practices for cooperation. Moreover,
Article 17(10) of the CDSM additionally requires bearing in mind the interests of all relevant
stakeholders and user safeguards. Therefore, since the OCSSP would obtain a percentage
of the ad revenue, it would also have a reason to encourage rightholders to favour mon-
etisation over blocking. In practice, costs might be negotiated on a case-by-case basis
depending upon the number of matches made against the fingerprint database and its
size (Japiot 2017, 21). An upload filter of this nature that could specifically target the
most widely shared high commercial value content could potentially be introduced into
the EC’s advice on the adoption of Article 17, expressly laid down in the CDSM Directive.

Furthermore, in terms of societal impact, apart from tackling copyright infringement,
Audible Magic has shown how notice and staydown systems can also be designed to
monitor, filter and block matters such as pornography, terrorism, questionable content,
terms of use infringements, hate speech and so on (Audible Magic 2017, 32). Thus, as
flagged above, rather unsurprisingly, the literature warns of the EC’s intention to increase
the adoption of upload filters by addressing these specific content-related concerns
(Frosio and Mendis 2019, 17; Heldt 2019, 4–9; Kuczerawy 2019, 2). However, caution
should be taken not to use upload filters for multiple purposes, since arguably the deploy-
ment of DPI not only to filter but also alter content might well result in worrisome unin-
tended consequences. Yet, whilst it is evident that the process of filtering and changing
content as the packets travel across the network has been employed for behavioural
advertising,91 it is a concern that packet modification could take internet censorship
into a whole new dimension. For instance, in a hypothetical scenario, by deploying a
DPI device the EC could alter any packets passing through EU networks. The EC could
even create a signature for TorrentFreak posts which included views it deemed censorable
and utilise DPI to rewrite such posts while passing over these networks. Either including
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some fabricated statements in a TorrentFreak news article, such as ‘UN Human Rights Rap-
porteur: upload filters “disproportionate response” to copyright infringement’, or simply
deleting its most controversial details, would be significantly more powerful than even
blocking https://torrentfreak.com/ itself.

In fact, any such alterations could just be realised within EU networks and could even
be set up to take place exclusively in specific areas of Europe. Worryingly, this sophis-
ticated process of filtering and altering information as the packets travel across the
network would be immensely hard to uncover and would equally make it remarkably
difficult to differentiate between the authentic and the censored European variation
(Wagner 2009, 9–10). Yet, this is the fundamental reason why the designers of the futur-
istic OpenAI system, which can create limitless deepfakes for text including negative
and positive customer reviews, spam and fake news that are sufficiently persuasive
to be plausible as human creations, decided to raise the alarm. Indeed, perhaps not
surprisingly, the public has already been alerted to the fact that the technology is
too dangerous to release for fear of its potential abuse (The Guardian News, February
14, 2019).

9. Conclusion

This paper has critically evaluated the extent to which Article 17 of the CDSM Directive
could be implemented in a way which is compatible with the right of OCSSPs and uploa-
ders to a fair trial, privacy and freedom of expression under Articles 6, 8 and 10 of the ECHR,
the E-Commerce Directive and the GDPR. I conclude that unless, pursuant to the stake-
holder discussions provision laid down in Article 17(10) of the CDSM Directive, the pro-
cedural safeguards suggested below are considered, the adoption of upload filters will
violate OCSSPs and uploaders’ Articles 6, 8 and 10 Convention rights, the E-Commerce
Directive and the GDPR. Thus, it is suggested that, in addition to the invaluable user free-
doms proposed by the literature (Quintais et al. 2019), a human rights-compliant response
to future Article 17 implementation, which can potentially help the standardisation of the
EC’s best practices guidance for cooperation, would be for the EC to take on board the
following recommended safeguards.

. Since it is in conflict with the ECtHR principle of accessibility, the description of the
specific types of copyrightable works covered by Article 17 is neither sufficiently
clear nor acknowledged in the CDSM Directive. The first procedural safeguard should
therefore be for the different types of works to be protected to be specifically set
out, thereby being made accessible to the public.

. By disregarding the ECtHR principle of foreseeability, Article 17 fails to mention, much
less explicitly safeguard, uploaders’ Article 8 EU Charter rights. The second procedural
safeguard should be that uploaders have the right to be informed about the gathering
and use of their personal and sensitive data and also access their data under Articles 14
and 15 GDPR.

. At odds with the ECtHR principle of rule of law, Article 17 neither provides independent
oversight of upload filters nor gives uploaders effective safeguards against abuse. The
third procedural safeguard should be for the use of upload filters to be subject to
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independent supervision and appropriate safeguards, such as conducting human rights
impact assessments, public consultations and regular audits.

. In conflict with the ECtHR principle of necessity, the CDSM Directive fails spectacularly
to explain how Article 17 could be implemented in a less data processor-intrusive way
for OCSSPs and minimally impact uploaders’ rights. The fourth procedural safeguard
should be for OCSSPs to deploy a hierarchical identification technique, have right-
holders’ design databases of ‘relevant and necessary information’, and include business
rules that exclusively tackle commercial-scale online copyright infringement.

. In the way it ignores the ECtHR principle of proportionality, Article 17 is neither limited
in scope, nor in time nor in the specific type of uploaders to be profiled. The fifth pro-
cedural safeguard should be for upload filters to only target DPI devices at the
suggested keywords and traffic features. Moreover, the duration of its surveillance
and blocking measures should be limited as well as the types of users being subjected
to profiling, such as commercial-scale uploaders.

. At odds with the ECtHR principle of proportionality, Article 17 fails to address, much less
explicitly detail, the type of content and number and frequency of uploads, and this
without taking due account of the commercial-scale threshold. The sixth procedural
safeguard to be implemented is that the deployment of upload filters should exclu-
sively target high commercial value content and previously identified and notified com-
mercial-scale uploaders.

. In conflict with the first prong of the ECtHR Salabiaku v France test, Article 17 disregards
the fact that the balancing test must always be carried out fairly, with due regard being
given to ‘all’ competing interests at stake. A further procedural safeguard to be adopted
is that uploaders should exercise their right to rectification, erasure, restriction of pro-
cessing, and so object to erroneous profiling and receive compensation under the
GDPR.

. In ignoring the second prong of the ECtHR Salabiaku v France test, Article 17 fails to con-
sider, much less explicitly acknowledge, that to enable matching of content the creation
of centralised databases of copyrighted material is crucial. An additional procedural
safeguard to be applied is that copyright databases should be centralised and made
to exclusively target music and video with high-commercial value content.

. Finally, at odds with the third prong of the Salabiaku v France test, Article 17 of the
CDSM Directive lacks the supervisory authorities’ power to investigate complaints
regarding human rights abuses. The last procedural safeguard should be for the
profiling of uploaders to be made compatible with the legitimate interest test for
data processing in the CJEU’s Rigas case.92

At a time when Article 17(10) is the most carefully thought-out provision laid down in
the CDSM Directive, which might ensure that a fair balance is struck between all the fun-
damental rights at stake concerning rightholders, OCSSPs, uploaders, as well as customers
and human rights organisations, the EC would be ill-advised not to take on board these
recommended safeguards. In my view, if these are not introduced into the EC’s best prac-
tice guidance for the implementation of Article 17, no other position it could take would
have a more incendiary effect since the CDSM Directive would be violating the rights of
OCSSPs and uploaders under Articles 6, 8 and 10 of the Convention, the E-Commerce
Directive and the GDPR.
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