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ARTICLE

Co-regulating algorithmic disclosure for digital platforms
Fabiana Di Porto and Marialuisa Zuppetta†

ABSTRACT
With digital platforms gaining dominant intermediating role and exert-
ing regulatory functions vis-à-vis small and medium-sized enterprises 
(SMEs) through algorithms, EU institutions have started considering to 
rely on their analytical capacity to regulate the myriads of market 
transactions occurring within and through them (so-called platform- 
to-business, or P2B transactions). Most of the time, the EU suggests 
recurring to light-tough disclosure duties. Hence, the European model 
falls short in rebalancing information asymmetry and unequal bargain-
ing power plaguing the SMEs. In practice, the EU model consists either 
in pure delegation of self-regulatory powers (codes of conduct) or non- 
enforceable co-regulatory schemes (with technical standards estab-
lished by the platforms themselves). Other models have been sug-
gested that rely on the regulator's access to the platform's data (so 
called savvy and data-delegated options). These governance models 
present several limitations, making the platforms' role as regulatory 
intermediators little credible. In this scenario, the paper purports that 
a third option should be considered. In particular, to tackle the multi-
faceted risks associated with algorithmic decisions by digital platforms, 
while at the same time avoiding stifling innovation, it makes three 
suggestions: (1) also information disclosures should be done by an 
algorithm; (2) that is pre-tested in a co-regulatory process, that involves 
the regulator and stakeholders; and (3) enforced through legal and 
other empowerment tools, rather than sole fines.
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those connecting suppliers and consumers through algorithms, and reducing search costs for both. This would 
essentially exclude from the analysis: blogs and platforms such as Facebook, Google’s AdSense, Amazon Web 
Services or PaaS and include e-commerce, price comparison sites and search engines.
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1. Introduction

Since the past decades, digital platforms (defined à la Evans & Schmalensee, 2016)1 have 
become essential intermediaries in the daily lives of individual consumers and the small 
business (SMEs) alike. These technologies have been enhancing their capabilities to 
interact, organize, move, buy, purchase. That has been possible thanks to the broadest 
sharing of data and information among all market participants and their intermediation 
through powerful Information Technologies (IT). Yet, for long the need to let digital 
innovation develop made public intervention undesirable to most regulatory institutions 
at the European level (EC, 2016a Feb. 2nd) and the U.S. ones (FTC, 2016; Exec. Order No. 
13,859, 20192; Office of Science and Technology Policy, 2020; contra: Stigler Group, 2019, 
calling for regulatory intervention, eg. to react against ‘dark patterns’).3

More recently, however, calls for regulation of digital platforms have gained momen-
tum among theoreticians, as well as EU institutions. As platforms in many areas have 
become ‘superdominant’ or quasi-monopolist and engaging in anticompetitive conduct 
against their small-business counterparts, competition scholars have started questioning 
whether antitrust policy ‘should take a tough stance’ against digital ‘ecosystems’ that 
auto-reinforce their positions in their well-protected ‘walled gardens’ (EC, 2019, p. 16; 
Evans & Schmalensee, 404; Tirole, 2017; OECD, 2018; Stigler Group, 2019).

For instance, big digital platforms can exploit their informative advantage to self 
preference their products against their small business rivals’; or degradate the promi-
nence of their competitors’ offers by simply manipulating the algorithms managing 
rankings, or they may terminate traders’ service contracts without stating any 
justifications.4 Moreover, the need to proactively further an EU-wide Digital Single 
Market (EC, 2015) into a broader European Data Economy, (EC, 2017, 2018) recom-
mend initiatives aimed to tackle the limited bargaining power and lack of information of 
business users (EC 2020c; operating in and through platforms.5 This tougher stance is 
now reflected in the debate surrounding the Digital Services Act Package 2020 (EC, 2020 
a, 2020 b), where the Commission is considering ex-ante rules as part of a pro-competi-
tion reform debate (EC, 2020d).6 If implemented, new measures will be adopted to 
expand existing transparency duties; and increase the number of data sharing agreements 
being stipulated between the big platforms and their SMEs counterparts. As a default, 
such agreements will be voluntary; but ex ante access to platforms’ data might be 
mandated if sector-specific market failures are detected that standard competition rules 
cannot solve (EC, 2020a, at 3–4; 2020d.)

2Exec. Order No. 13,859, Maintaining American Leadership in Artificial Intelligence, 84 Fed. Reg. 3967, 11.2.2019.
3Note that exceptions to this light-handed approach have always existed: examples of ex ante regulation are the ‘Access 

to account data rule’ in the Fintech sector (Di Porto & Ghidini, 2020); the mandated exchange of electricity and gas 
smart metering information (Directives 2019/944/EC and 2009/73/EC); the access to electricity network data rule 
(Commission Regulation (EU) 2017/1485), and, of course, intelligent transport systems (Directive 2010/40/EU).

4Executive summary of the Impact Assessment (SWD (2018) 139 final) accompanying the Proposal for Regulation 
Regulation 2019/1150, at 2.

5See EU Regulation 2019/1150 of the European Parliament and the Council on ‘Promoting fairness and transparency for 
business users of online intermediation services’, of 20.6.2019, OJEU L-186 of 11.7.2019.

6The debate recalls the standard literature on the need to regulating monopolies, whatever the sector: any market player 
enjoying extensive market power has the potential to exploit it at the detriment of its competitors and clients. Because 
antitrust rules might not be sufficient for tackling these behaviors, quasi-monopolists are often regulated. Stated 
otherwise, monopoly or quasi-monopolies are rationales justifying regulation. What is peculiar of digital platforms that 
enjoy market power (think e.g. to Google search engine in the EU Google case), is the algorithmic means by which they 
exercise it, as discussed thoroughly in the text. For further details, EC (2019).
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In parallel, thanks to thicker knowledge on the possible harm to SME users (and the 
society more broadly) deriving from decisions led by algorithms and Artificial 
Intelligence (or AI), (Taeihagh, 2020), a need for protecting the small business beyond 
the rights entrusted by existing EU legislation, has also been raising (EC, 2020c). Data 
market power is pernicious because it provides large platforms with wide regulatory 
powers that go undetected to traditional oversight. For instance, big digital players may 
‘set the rules on the platform and unilaterally impose conditions for access and use of 
data’ over their SMEs counterparts (EC 2020a, p. 8).

Hence, the academic quests for explicability, transparency and accountability of AI- 
led decisions (eg. Ananny & Crawford, 2016; Heemsbergen, 2016; Stohl, Stohl, & 
Leonardi, 2016), have turned into a policy imperative (Council of Europe, 2019; 
European Parliament - EP, 2019b; EU High level Expert Group on AI, 2019; OECD, 
2019). For instance, the Council of Europe has urged Member States to take measures 
against illegitimate forms of interference by AI tools.7 ‘exploit their data’ to. It suggests 
empowering users by robustly enhancing awareness of how platforms ‘exploit their data’ 
to train algorithms for commercial purposes.8

The European Parliament (EP 2019b) makes a step forward. Like the Council of 
Europe,, it warns on the ability of algorithms to violate expectations the SMEs fiduciary 
expectations the SMEs have toward organisations using the same AI systems; on the 
other,9 to contain this, it calls for empowerment strategies that are based on AI tools: ‘[I]n 
the AI era, an effective countervailing power needs to be supported by AI too’.10 

Interestingly, the EP considers AI-led empowerment tools more effective than traditional 
public regulation and enforcement to reduce AI-led manipulation (such as price dis-
crimination, and over-targeting), suggesting that data mining algorithms could be used 
in manyfold ways to help SMEs, from ‘analysing and summarising massive amounts of 
reviews, or comparing prices accross platforms,’ to ‘detecting discrimination’ or ‘build 
[ing] supporting tools that could identify prejudice an unfair treatments’.11

* * *                                                          
Clearly, the need for regulatory intervention is being gradually established (why), as is 

its addressee (whom) – the big digital platforms – and the beneficiaries – the SMEs. The 
latter are emerging as subjects in need of protection vis-à-vis their platforms’ counter-
parts on several grounds:

(i) they suffer from information asymmetry and
(ii) low bargaining power because they cannot but operate their business through the 

platforms,
who, in turn, manage these massive markets through
(iii) regulatory powers, which they exercise

7Council of Europe (2019): ‘Contemporary machine learning tools have the growing capacity not only to predict choices 
but also to influence emotions and thoughts and alter an anticipated course of action, sometimes subliminally’ (pt. 8). 
Digital technologies can ‘use personal and non-personal data to sort and micro-target people, to identify individual 
vulnerabilities and exploit accurate predictive knowledge, and to reconfigure social environments in order to meet 
specific goals and vested interests’ (pt. 9).

8Ibid., pt. 9, lit. e).
9EP, 2019, at 5
10Ibid., at 7.
11Ibid, p. 8.
12To make an example, Coglianese and Lehr (2019), at 9 see the ‘fully automated dispute resolution system developed 

and already used by eBay to settle tens of millions of disputes each year’ as a form of ‘adjudication by algorithms’.
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(iv) via algorithmic decisions fed by big data.12

And because black box-based, such algorithmic decisions, add a layer of opacity to the 
platform-to-business (or P2B) relationship, thus worsening the information asymmetry 
and low bargaining problems of SMEs (i and ii).

If the why for regulating and whom are more or less clear, there is still little agreement 
as far as the regulatory governance model to put in place the resulting and the tool/s to 
employ (how). On the one hand, to tackle information asymmetries and resulting low 
bargaining power plaguing SMEs, the EU institutions propose using traditional disclo-
sure regulation (panacea) to increase transparency and accountability of platforms’ 
business algorithmic decisions. Others contend that because platforms perform a ‘visible 
hand’ function (by providing rankings and ratings, match-making and an information 
intermediation function) traditional disclosure regulation should be dismissed altogether 
and pure algorithmic self-regulation by the platforms (Ben-Shahar & Schneider, 2011, 
2014) .

We contend that disclosure regulation could indeed still play a role to empower 
platforms’ business users, but to do so it should be rethought of. Following the EP’s 
suggestions, European institutions should consider designing disclosures through algo-
rithms, and also privilege the involvement of platforms, which enjoy regulatory func-
tions, as credible actors in a data-based co-regulatory governance structure.

This article fills a void in the literature. While a lot has been said about individual 
consumers’ inability to cope with algorithmic decisions affecting their autonomy in 
online marketplaces, (Gal, 2017; Susser, Roessler, Nissenbaum, 2019; Zuboff 2019) the 
same does not hold for micro and small-sized enterprises (SMEs). Regarding the latter, 
the literature mainly focuses on competition analysis, (Evans & Schmalensee, 2015) or 
the contractual profiles of P2B relationships, (de Streel & Sibony, 2017) while does barely 
indulge on how to devise disclosures that can work for them, in a digital environment. 
This contribution links the literature on regulatory intermediation (Abbot, Levi-Faur, & 
Snidal, 2017) with the legal doctrine on disclosure duties in P2B relations to reach a 
proposal for the legitimate use of algorithms to produce disclosures in a participated 
governance.

The article is, therefore, organized as follows. We start by collocating digital platofms in 
the realm of regulatory intermediators, by scketching how their regulatory functions differ 
from traditional ones, being them excercised through powerful algorithms trained on 
massive data collected (also) from the SMEs. Algorithmic regulatory functions of digital 
platforms are thus classified and analyzed to spot their impact on the life of SMEs operating 
in and through them. Several criticalities are found that are only marginally tackled by the 
EU. For this reason, sections 3 and 4 present the two regulatory governance models 
through which the EU has reacted to the severe information asymmetry and subsequent 
unequal bargaining power of the SMEs. These are: Disclosure self-regulation enacted 
through Codes of Conduct (sect. 3); and Disclosure Co-Regulation enacted through light 
cooperation with digital platforms (sect. 4). As we shall see in sect. 5, both models suffer 
severe limitations, making big platforms’s role as regulatory intermediators little credible. 
That leads us to discuss new models, where the circulation of data between the platform 
and the regulator is at the core of intermediation. That provides the theoretical framework 
for our proposal (sect. 6), where AI tools are used to generate algorithmic disclosures in a 
participated and experimented fashion. Sect. 7 discusses our model and concludes.
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2. Regulatory functions of digital platforms. Classifications and issues

Already in 1999, Lessig (1999) recognized that technology could complement or even be 
a substitute for legal regulation (‘code is law’). Scholars from the social sciences have 
theorized that not only the technology but any actor, private or public, (such as NGOs, 
certification bodies like Data Protection Officers (Medzini, 2018), or the US Security 
Council) can play ‘major and varied roles in regulation’, serving as ‘regulatory inter-
mediators’ (Abbot, Levi-Faur, & Snidal, 2017).13 In their view, intermediators add a layer 
to the dual relationship between the regulator and its targets, by acting ‘in conjunction 
with a regulator to affect the behavior of a target’.14

It comes as no surprise that Cohen and Sundararajan (2015) have extended the 
concept of regulatory intermediators to digital platforms; after all, they had been con-
ceptualized as ‘infomediaries’ since the Nineties (Gaudeul & Jullien, 2008; Hagel & 
Rayport, 1997) and later on as ‘matchmakers’ by Evans & Schmalensee). According to 
them, in the growing world of peer-to-peer, digital platforms can be accounted as 
credible parties in the regulatory arena, because they enjoy regulatory functions.

Indeed, when designing its own architecture, a platform defines the rules governing 
the space where users operate; and in doing so it proceeds from a ‘macro-level’ down to a 
‘micro-level’, where interactions between platforms and business and among peers are 
regulated at a very detailed level.15 That is done through algorithms fed by data produced 
within the platform.16 It follows that the kind of regulation produced at the ‘micro-level’ 
is not only algorithmic,17 but also highly ‘granular’, compared to traditional (i.e. non- 
algorithmic) legal rules.18

For what interests us, the regulatory functions of platforms can easily be grouped into 
three main functions: (i) setting the architecture design; establishing rules governing (ii) 
the P2B relationships; and (iii) the interactions between users. Examples of (i) may be: the 
very design of an algorithm (as is the case with search engines, providing ranking of 
search results),19 or the design of rules and institutions that ‘shape the functioning of the 
marketplace’ (EC, 2019 at 60). As per (ii), platforms are the ones regulating the way data 

13Abbot et al. (2017) (contending that regulatory intermediators may give support by ‘providing expertise and feedback 
to facilitating implementation, from monitoring the behavior of regulatory targets to building communities of 
assurance and trust.’, at 19). See also the Special issue of Reg.&Gov (2019).

14Abbot et al, previous note, at 19.
15Rules produced in these environments tend to have a ‘higher degree of granularity without prohibitively high 

complexity costs’: Busch (2019), at 12.
16EC (2019), at 60.
17Speaking of algorithmic regulation might sound a tautology, given that algorithms are themselves rules. However, one 

thing is to define rules for using the platform based on free negotiations between SMEs and the said platform. Other 
thing is that such rules are drafted by the platform using an algorithm that derives the knowledge of the SME’s 
preference from the data it gathers by the SME’s usage of the platform. In this case, the information asymmetry is 
essential, as is the bargaining power of the two counter-parts.

18Black (1996), at 27 speaks of ‘individualised regulation’ to refer to regulation tailored at the single, individual firm. More 
recently, see: Strahilevitz and Porat (2014); Busch (2016b); and Busch and De Franceschi (2018).

19Algorithmic decision-making may also re-ontologize the world ‘by understanding and conceptualizing it in new, 
unexpected ways, and triggering and motivating actions based on the insights it generates’. ‘The most concrete 
example is the ways in which artificial agents construct the available action space of online environments, such as 
search engines that make available links to other websites through an algorithmic ranking. Algorithms are, in this 
regard, part of a process of “reality construction” by including or omitting specific information that, in effect, governs 
behavior and actions. ‘The fact that artificial agents, through the computational generation of knowledge, can 
constrain, alter and nudge behavior towards a specific goal has also been conceptualized as “algorithmic regulation”, 
“governance by algorithms”, of algorithms as “artefacts of governance”, and “algorithmic governmentality”’ (Gahnberg, 
2020, p. 5-6).
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generated therein may circulate (e.g. limiting it to the use of application programming 
interfaces, or APIs); may impose price controls or fix the rating and recommendation 
policies. Concerning user-to-user relations (iii), it is the platform that typically estab-
lishes standard models for presenting commercial offers; decides about delivery and 
returning policies, and so forth. (EC 2019, at 61).

While algorithmic production of rules by the platforms can be cost-effective, as it ‘suits 
the scale of peer-to-peer’ (EP, 2017 at 23) (flexibility and differentiability), and may 
generate efficiencies, by allowing transactions that were not possible before such innova-
tions, there are nonetheless issues that need to be tackled.

First, business users cannot know what the parameters used in algorithmic decisions 
are, nor can they be sufficiently aware of the legal consequences of the decisions taken by 
the platforms. Often, the data produced through the use of the platform – which is 
machine-generated data – tend to be treated as belonging to it, and therefore not 
accessible to the business user. Think for instance to marketing data in marketplace 
platforms like Amazon: while these data are generated thanks to its users’ interaction, 
they are nonetheless unavailable to them.21 That puts the latter in a disadvantaged 
position vis-à-vis the platform, because they may not reuse it to profile their products 
or service further, and thus ameliorate them.

Moreover, some biases are ‘innate’ to the use of algorithms and that depends on the 
datasets, such as overreliance on correlations, which might generate discrimination 
among users or disadvantaged treatment (think, e.g. to ranking manipulation) (Lim & 
Taeihagh, 2019).

Furthermore, many business users are still uninformed of the real profit-driven 
mechanisms governing digital platforms (Whittington & Hoofnagle, 2012, at 1357; 
Acquisti & Grossklags et al., 2007). Often, digital platforms may take advantage of 
their users, who cannot understand and benefit from the full value of the data they 
generate, nor can they understand entirely the rankings practices applied to them. The 
myriads of micro and SMEs, as we shall see,22 are not the big business and often behave 
much like individuals, who have no share in the vast amounts of profit that platforms 
make out of the personal data they circulate (Grunes, 2013, at 1123; Shelanski, 2013; 
Argenton & Prüfer, 2012; Vaidhyanathan, 2011; Rust, Kannan, & Peng, 2002).

In the same vein, with online bargains, SMEs’ room for negotiation has shirked down, 
as is their bargaining power; digital platforms enjoy a strong information asymmetry 
against business users, which they can use to profile them and, accordingly, put them-
selves in the position to exploit and discriminate among and against them.23

The European response to those problems, thus far, has been far from the interven-
tionist, and has relied heavily on traditional informational duties. Although there might 
be some change in the future,24 the kind of legislative initiatives the EU has adopted 
range between delegation of pure self-regulatory powers to the platforms (in the form of 
codes of conduct), to co-regulation via the setting of EU principles coupled with technical 

21Clearly, unlike those we are dealing with in this article, there are platforms that are likely to be aware of some main 
parameters, and for which sharing business analytics is a part of the value proposition from the platform (think e.g. of 
Google Analytics for designing one’s own website). Moreover, for platforms of this kind, data sharing is an intrinsic part 
of the service (think e.g. of a marketing platform).

22See sect. 6, below.
23EC (2019), at 62.
24We refer to EC, 2020a, 2020b and 2020d.
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standards established by the platforms themselves. Notwithstanding these differences in 
the governance structure, however, the kind of disclosure regulation adopted is quite 
standard (i.e. non-targeted, non-differentiated, and general): it merely suggests employ-
ing transparency duties regarding contract terms and conditions, and to release informa-
tion about data use, or reputation mechanisms. In no way does it encompass or avail of 
algorithmic tools, as purported by the EP to better empower platform’s business users, 
and their participation to the making of platforms’ decisions (e.g. their codes of conduct) 
is only marginal.

In the following, we will review and discuss the EU model, starting with disclosure 
self-regulation (sect. 3). Here, recent legal initiatives encouraging platforms to design 
codes of conduct (or CoC) in the domains of personal data protection and non-personal 
data circulation will be analyzed.

3. The European model: relying on (traditional) disclosure platforms’ self- 
regulation

Despite the many criticism disclosure regulation has undergone in the last decade (Ben- 
Shahar & Schneider, 2011, 2014; Craswell, 2006; Easterbrook & Fischer, 1984; Marotta- 
Wrugler, 2014; Prat, 2005)25 it is still the preferred mode of intervention by the EU 
institutions vis-à-vis big digital platforms. The European Model accounts for dozens of 
novel informational duties that have been introduced despite little evidence of their 
effectiveness.26

3.1. (Traditional) Solicited Codes of Conduct: the GDPR and EU regulation 2018/ 
1807

Self-regulation by digital platforms is at the core of EU initiatives aimed at the liberal-
ization of non-personal data circulation (Regulation UE 2018/1807).27 Platforms are 
‘encouraged’ to adopt self-regulatory CoC to provide (also) professional users with 
‘detailed information and operational requirements for data porting’ and the switching 
of the service provider.28 The porting of data from one provider to another being 
fundamental to create the broadest and most competitive data economy, EU institutions 
consider it essential that professional users are ‘aware’ of such possibility. Therefore, the 
CoC should, first of all, establish communication roadmaps to ‘raise awareness’ about the 
CoCs themselves (Art. 6(d)). They should furthermore include ‘sufficiently detailed, clear 

25Markets are flooded with too much information, and because many of its drawbacks are irresolvable, disclosure 
regulation should be dismissed altogether. The advent of the sharing economy could determine the end of information 
asymmetries without any piece of disclosure regulation, provided that peers exchange their opinions by writing reviews 
and relying on a network of feedbacks and ratings.

26Contra Busch (2016a), 223, (discussing the weaknesses of platforms’ reputation systems and suggesting safeguarding 
measures to fix them). See also Finck (2017), at 14 (contending that although platforms have access to myriads of data 
that regulators do not possess, which could help to draft proper disclosures, they nonetheless lack the public interest 
view required to decide what piece of information, at what time, to whom and why should be disclosed).

27See Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on a framework for 
the free flow of non-personal data in the European Union. In OJ L 303, 28.11.2018, p. 59–68.

28Recital 30, Reg. EU 2018/1807. The codes of conduct should define Guidelines at the EU level on best practices that 
might ‘facilitat[e] the switching of service providers and the porting of data’ (Art. 6(a)).
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and transparent [technical] information regarding’ the switching, that professional users 
should receive ‘before a contract for data processing is concluded’ (Art. 6(b)).

Similarly, concerning personal data, the EU GDPR No. 2016/679, foresees several 
disclosure obligations (Arts. 40 and 41), whereby platforms or their associations (as data 
controllers and processors) are encouraged to lay down CoCs to ‘demonstrate compli-
ance with the Regulation’.29 In particular, platforms should provide information 
(amongst others) about the automatic treatment of personal data, including their collec-
tion, pseudonymisation, and processing. They should also provide information about the 
exercise of the rights of data subjects; and to self-assess the risks of data breaches (Article 
40(1), lits. a-f), h), i)).

In its 2019 Guidelines on Codes of Conduct, the EDPS30 distinguishes between an 
industry and nation-wide CoC and a transnational pan-European one.31 Only the latter 
would have certifying effects within the whole EU (and to some extent even outside 
Europe), and thus entail some minimal regulatory powers to the EU Commission32 

(alongside with the National Supervisory Authorities grouped in the EDPS’ council). It 
should be acknowledged, however, that the procedure to have a pan-European CoC 
approved is overly complicated and demanding.33

In the former case – of national CoC – codes containing disclosures would still be 
adopted by platforms voluntarily34 as would the establishment of a monitoring body.

3.2. Critical assessment of (traditional) disclosure self-regulation (codes of 
conduct)

Among the many forms it can take (Black, 1996, 2001), here, disclosure self-regulation 
would be ‘solicited’ (i.e. not mandated) by public authorities (the EU), instead of adopted 
on a purely voluntary basis. That is because platforms are only ‘encouraged’ to enact 

29See Recital 13, GDPR. See also EDPS, (2019).
30EDPS, (prev. fn)
31I.e. a code entailing processing activities in more than one Member State: See Annex 1 to EDPS (2019).
32Ibid, pt. 59: ‘The Commission may decide by way of an implementing Act that an approved transnational code will have 

general validity within the Union and shall ensure appropriate publicity if they were to do so.’ See Articles 40(9) and 40 
(10) GDPR.

33In a nutshell: a body representing categories of controllers or processors, including micro and SMEs, drafts a CoC which 
identifies a list of competent Supervisory Authorities (SAs) among EU ones. It indicates the criteria justifying which one, 
among those, be selected as Supervisory Authority (CompSA), serving as a one-stop-shop authority. It then submits a 
transnational CoC defining substantial rules and a monitoring body for ensuring compliance. A successful CoC 
application should demonstrate that: most extensive consultations were carried out before drafting; the draft code is 
compliant with Member State law(s); the monitoring body meets the independence and accreditation criteria 
(following Art. 41, GDPR). The CompSA will then notify the CoC to all SAs in search of one or two possible co-reviewers 
for receiving assistance in the CoC assessment. Within a ‘reasonable period of time’ (Guidelines, pt 52) the CompSA will 
submit the CoC to the EDPS’ Board for approval (Art. 40(7) GDPR). Here, a further negotiation phase starts, with the 
Board being allowed to make comments (Art. 64 GDPR) and eventually rejecting approval. Once approved by the Board, 
the CompSA may still disagree with its Opinion, and therefore with the proposed CoC draft (Art. 40(5) GDPR), or it may 
finally approve it. Together with the approval of the international CoC, comes (as a conditio sine qua non) the 
accreditation of the monitoring body. The latter works closely with the CompSA (e.g. for complaints handling, 
monitoring compliance by adopting remedial actions ranging from warnings to the formal exclusion) and its decisions 
are made publicly available. A CompSA may revoke accreditation if the monitoring body fails to comply with its duties 
(Art. 41(5) GDPR).

34Unlike with international CoCs, the adoption of national ones is less complex: once submitted to the national SA, a 
preliminary formal control is made, following which – failing any exceptions – a decision on approval is made that is 
compliant with the national legal timeframe. A second decision on the merit is made by the SA that can either make 
comments on the draft CoC (and the proponents can accept or re-submit) or definitely approve it. Once approved, the 
CoC is made publicly available on both the SA’s and the EDPS’ Board’s websites (Arts. 40(6) and 40(11) GDPR).
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CoC, and no reaction is foreseen in case they fail to do so. One could contend that the 
industry has a ‘reputational incentive’ to adhere to a CoC (besides the economic one35), 
especially when sensitive questions like the treatment of digital data are at issue. 
However, as purported by Graef, Gellert, & Husovec (2018), incentives to draw a CoC 
can sometimes be misaligned to those of the regulator to the point that they can collide 
with the public goal pursued. That happens, in their view, with Regulation 2018/1807,36 

where an EU-wide CoC disciplining the sharing of non-personal data stemming from 
digital farming, ends up hindering innovation rather than enhancing the widest data 
sharing.37

On another ground, true that the 2019 Guidelines allow for the broadest differentia-
tion of CoC disciplining the processing of personal data (which have the highest 
commercial value for business users); however, as highlighted in previous work, such 
disclosures may not be effective as they do not indulge on the different capabilities of 
recipients to such information to understand and process the meaning of algorithmic 
decisions done by platforms and their consequences (Di Porto & Maggiolino, 2019, at 
2).38 The only reference one can find is at pt. 28, where code owners are called to 
demonstrate that an appropriate level of consultation with the relevant stakeholders39 

over the draft Code has taken place. However, that does not say much on 'how' to assess 
the understandability and thus the efficacy of CoC.

More generally, there are several limitations on relying on ‘encouraged’ self-regula-
tion, even where CoCs are conceptualized following the best existing practices. First, 
there is no guarantee that platforms will cooperate in setting or adhering to an industry- 
wide code, even where the right incentives are set. Second, self-regulation in the digital 
society faces the limits of territorial oversight: provided (but not demonstrated) that an 
optimal control system is in place, it would necessarily act at a local (European) level, 
while platforms operate trans-nationally being their business data-driven. Therefore, as 
purported by Piffault, systemic risks, like those that occurred in the 2007 financial crisis, 
could repeat (Piffaut, 2018, p. 4)

Finally, self-regulatory approaches like those described above, do not put any con-
straint on the risk that platforms consolidate their economic power vis-à-vis their 
business counterparts, in particular by using self-regulation to raise regulatory barriers 
to entry of competitors (Finck, 2017, at 15).

Given these limitations, co-regulation has been suggested as a viable alternative to 
differently combine the ability of platforms to set micro standards with a higher degree of 
interference by public institutions.

35According to Art. 83(2), GDPR and following EDPB (2018b), the adoption of CoC may lead to the application of no fine at 
all, should the SA consider that the corrective measures applied by the monitoring body are sufficient.

36Note 28.
37Graef, Gellert, and Husovec (2018) at 12 (stating that somehow contradictorily, on the one hand, the CoC ‘pretends to 

facilitate the sharing of [non-personal] data by reinforcing the rights of the data originator [i.e. the digital farmer]. On 
the other hand, however, it provides for more restrictions to the free flow of data than would seemingly apply under 
the GDPR for personal data.’).

38See also Taeihagh, Introductory paper, 9: ‘As individuals either lack sufficient technical literacy or are not willing to bear 
the expected costs of obtaining the required information to interpret these explanations, mandated explanations 
required by the GDPR are unlikely to effectively inform and empower data subjects’.

39And the relevant stakeholders might include the platform’s business users as ‘data subjects or associations/bodies 
representing them’.
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4. (Follows) The European model: Experimenting with (traditional) 
disclosure co-regulation: Regulation EU 2019/1150

A second setting is disclosure co-regulation. Very broadly, co-regulation (Ayres & 
Braithwaite, 1994; Baldwin, Cave & Lodge, 2012, p. 146)40 encompasses diverse models, 
whereby a pool of decision-makers (the State, markets and technology intermediators) 
interact to produce policy, draft rules (laws, regulations, norms); review and oversee.41 

Differently from self-regulatory schemes described above, here the regulators’ involve-
ment serves the function of ensuring the achievement of some public objectives. 
However, depending on the degree of contribution of platforms as regulatory interme-
diators, different configurations of co-regulation are possible (Marsden, 2011; de Streel & 
Sibony 2017, p. 22). In the following, we describe hybrid governance models (Radu this 
issue, 9–10) that are emerging as a consequence of the adoption of several piece of EU 
legislation in the field of digital disclosure regulation.

4.1. EU regulation 2019/1150 on fairness and transparency of P2B relations

An excellent example of disclosure co-regulation is that provided for in EU Regulation 
2019/1150.42 To enhance transparency in the P2B relationships,43 the Regulation sets up 
a co-regulatory regime, where the regulatory part consists of ‘a set of legally binding 
transparency obligations on platforms’, while the self-regulatory one, of ‘a non-binding 
call [to platforms] to establish an independent mediation body’ for the out-of-court 
settlement of complaints.44 In addition ‘an EU observatory for emerging problems, 
organized around an EU expert group’ is set up ‘to monitor emerging trends and the 
evolution of problems’.

Turning to the legally binding disclosure obligations, to curb surprise and increase the 
predictability of platforms’ practices, terms and conditions must include information to 
the business users regarding significant contractual changes in clear, layman language 
and grant them a minimum (15 days) grace period (Art. 3). To prevent accidents like that 
of 2018, when ‘Amazon blocked more than 250,000 seller accounts permanently and over 
30,000 accounts temporarily,’ (Westerhoff, 2019) platforms must state reasons for 
restricting, suspending or terminating trader users’ services (with 30 days of prior notice) 

40We use the definitions given by Ayres and Braithwaite (1994) and Baldwin et al. (2012) 146: co-regulation is an 
‘industry-association self-regulation with some oversight and/or ratification by government.’ Note that co-regulation is 
explicitly referred to in the two Communications by the Commission: EC (2016, February 2nd) and EC (2016, May 25th).

41So called meta-regulation (ie. the involvement of public authorities stands especially on the review/audit side, and 
external controls by the regulator serve to ensure compliance to internally-crafted rules) (Parker, 2002, 2005; Grabosky, 
1995; contra Black, 2007; Scott, 2012. Coglianese & Lazer, 2003; Coglianese & Mendelson, 2010).

42See, above, note 5.
43According to EC, (2019), Regulation 2019/1150 has been adopted in response to various harmful trading practices 

realized by the platforms, such as: unilateral change of contractual terms and conditions without prior notice; delisting 
of goods or services; suspension of business users’ accounts without a clear statement of reasons. Other practices 
related to transparency duties include: the setting of unclear conditions for access and use of the data generated and 
collected by the platform providers; lack of transparency in the ranking of goods and services; and the discriminatory 
treatment platforms reserve to providers, as compared to their own (competing) services. Finally, the EC contests that 
most-favoured-nation clauses have been widely used by the online platforms that restrict their couterparts' ability to 
offer more attractive conditions through other channels.

44See the Executive summary of the Impact Assessment (SWD (2018) 139 fin.) accompanying the Proposal, at 2. Besides 
that, the Proposed Regulation foresees: on the regulatory side: ‘an obligation to set up internal redress mechanisms, as 
well as provisions to allow for collective redress for associations representing businesses’.

10 F. DI PORTO AND M. ZUPPETTA



(Art. 4). Discrimination practices (i.e. platforms favouring their business or related 
commercial partners) are also subject to disclosure duties (Art. 6); and platforms shall 
describe rules on access (or non-access) to personal and non-personal data which 
business users provide to them or which are generated through the platform’s use (Art. 
7). This does not grant data access or portability to business users45; which are the subject 
of other rights under either the GDPR, the Regulation on the free flow of non-personal 
data, or other special regimes.

More transparency obligations are addressed to online general search engines, aimed 
at tackling the economic dependency induced by potentially harmful ranking practices.46 

Search engines are thus subject to a scoped transparency obligation to provide a ‘descrip-
tion of the main ranking parameters and of the possibilities to influence such rankings 
against remuneration’ (so-called pay-for-ranking results: Art. 5). Such obligations can be 
viewed as a form of rules that extend the ‘explicability duties’ (Arts 13 and 14, GDPR) 
from P2C to P2B relationships. By it, the ‘logic’ inspiring algorithmic decisions taken by 
the platforms should be made transparent and therefore accountable to the business. Of 
course, such an obligation does not imply any duty to disclose algorithms (usually 
configured as trade secrets).

4.2. Critical assessment: is it really disclosure co-regulation?

Overall, the strategy envisaged by Regulation 2019/1150 is a classical horizontal, undiffer-
entiated, and light-touch disclosure self-regulatory one, despite the existence of the hard 
‘regulatory’ part, the mechanism for complaint-handling and the collective redress.47 That is 
confirmed by the weak enforcement apparatus, where only monitoring tools – the voluntary 
mediation bodies – are envisaged vis-à-vis the infringement of analyzed disclosures.48

If light enforcement might ensure broader cooperation of the platform players, it 
might, at the same time, spur distrust among the business users.49 Similarly, the 
Regulation seeks platforms’ cooperation by leveraging on their reputation (e.g. it requires 
platforms to disclose, on an annual basis, information about the effectiveness of their 
internal complaint-handling systems). If that obligation can enhance trust among con-
sumers vis-à-vis the most consolidated players, it can nonetheless marginalize start-up 
platforms whose reputation is still in the making.

Considering the beneficiaries of the information disclosed, micro and SMEs are not 
the big business: not from an economic point of view, nor a legal one. SMEs tend to be 

45Graef et al. (note 63), at 11: ‘While such obligations are a welcome step in creating transparency about the extent to 
which access to data is offered to business users, the proposed Regulation does not prescribe a minimum level of data 
access or ban any unfair practices relating to data access. As such, it does not tackle the interaction of data access with 
data protection in strategic behaviour that can undermine the level of data innovation to the detriment of both 
businesses and consumers.’

46Legal standing is awarded to organizations representing platforms’ business counterparts (that can act on behalf of 
their members): see Executive summary of the Impact Assessment, cit., 2.

47See Annex to the IA, at 20 specifying that the costs for setting up the internal mechanism for complaint-handling and 
collective redress (following Arts. 9 and 12) towards platforms’ business users should be ‘minute’ (Ibid, at 142).

48According to Art. 10, platforms are subject to a non-binding obligation to set up independent mediation bodies for out 
of court settlement; while monitoring is under the responsibility of an EU Observatory on the Online Platform Economy 
(which merely ‘monitors’ the impacts of the Regulation and its regulatory and self-regulatory components on the 
platforms economy).

49Even though there might be some spillover effects, as business users may utilize the legal provisions in court or antitrust 
proceedings (e.g. to help demonstrate discriminatory behavior by dominant platforms). See Annexes to the IA, at 144.
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‘economically dependent’ by the platforms and search engines they operate through; and 
that explains why in some jurisdictions, like Germany, concurrent norms like abuse of 
economic dependence (or relative market power) apply along with Regulation 2019/1150 
(Di Porto & Posdzun, 2018). Similarly, both Directives on Unfair Commercial Practices 
(UCP) and Unfair Terms and Conditions (UCT) continue to apply to SMEs operating in 
platforms (e.g. preventing information manipulation)50 even though they are not stricto 
sensu final consumers.

Finally, what the Regulation fails to recognize is that SMEs and especially micro- 
business behave much like individuals, and therefore may suffer the same cognitive bias. 
It instead accounts for a relatively typological, notional idea of SME, in support of which 
it offers the ‘informational panacea’. Once again, when it comes to ‘how’ to draft 
information for the business users, the Regulation relies on ‘codes of conduct’ that the 
Commission shall ‘encourage’ platforms and search engines to draw up, without any 
further guidance (Art. 13). Requirements of simplification of information (and possibly 
salience) would be much welcome, such as those foreseen in Article 5 (description of 
ranking parameters).

However, fostering high levels of informational ‘visibility’ in the digital markets does 
not lead to increased transparency: quite the opposite, it conduces to decreased transpar-
ency and increased opacity (it is the so-called ‘transparency paradox’) (Stohl et al., 2016, 
p. 131).

In an aim to fill the design gap as far as the disclosures are concerned, other models of 
disclosure co-regulation in the P2B relations have been suggested that make greater use 
of the algorithmic decisional capabilities of platforms and their regulatory powers.

5. New governance models: Data-based (or savvy) self- and co-regulation

Including digital platforms’ intermediation in the regulatory governance conundrum is 
the real advancement of more recent proposals. They dispose of mass regulatory and 
oversight capabilities that lack modern regulators for producing and implementing 
disclosures (Westerhoff, P. 2019).

Piffaut suggests that platforms be subject to a ‘form of data-based regulation, where 
public policy objectives are attributed to them, and their achievement validated through 
data analysis’. (Piffault, at 2) In his view, some form of smart regulation, that he terms 
‘savvy regulation’, should be put in place starting from the consideration that digital 
platforms are foremost ‘run on the basis of and produce data’. Therefore, they can 
perform better than traditional regulators, provided that they possess the infrastructure 
and data needed to both draft differentiated rules and oversee their implementation at a 
very granular level. They also have an incentive to do so, given that the more effective 
their oversight, the higher their reputation. That would put platforms in the best position 
to also address negative issues showing some public interest like, for instance, tax evasion 
or green rules compliance in flat renting.51

50To mention an example, in Italy Facebook has been condemned for providing misleading information under the UCP 
regime, and the Competition Authority (which is responsible for applying such set of rules), applied a €10 Mio 
administrative fine.
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On that basis, the author suggests putting an obligation onto platforms to provide the 
regulator with ‘access to data and to allow simulations to satisfy compliance with some 
predetermined [public interest] standards’ (Piffault at 6). In particular, once the pursuit 
of a public objective is assigned to a platform (e.g. avoiding discrimination between hosts 
in an accommodation application), data feeding the algorithms used by the platforms 
should be made accessible to the regulator and the wider public to allow testing and 
ensure compliance with some pre-determined standards.

The proposal points to a fairly open access regime, where the public interest issue at 
stake is openly discussed, and the data generated by the platform are made publicly 
accessible to allow third parties (the academia included) ‘to test ideas and adaptations, 
conduct experiments and use the collective intelligence instead of sticking to proprietary 
private data’.52 Obviously, one can expect fierce opposition by the platforms to the 
sharing of ‘large quantities of behaviour-revealing data with public authorities’ (Finck, 
2017, at 13).

At the other side of the (ideal) spectrum stands Sundararajan, (EP, 2017) who purports 
a ‘data-driven delegation’ model. Here, ‘data is instead left inside the platform’s systems 
while allowing [its] use for regulation by delegating regulatory responsibility to the 
platform.’

Concerning controls, audits that are needed to check for compliance would be supple-
mented by an API; the latter, however, ‘would not provide access to raw data, as in 
Piffault’s model, but could allow a government to run “queries” to verify compliance.’53 

For instance, APIs could randomly check for compliance of tax collection by platforms.
The core of Sundararajan’s proposal is that platforms are the only ones to own the data 

and the capacity to run analytics over big datasets that are relevant for regulatory 
purposes. Also, they are in the best position to check for discrimination, biases and 
other undesired consequences of (their own) algorithmic decisions. Therefore, ‘rather 
than tasking the government with the development of such methods on data provided by 
platforms, it is better to allow, or perhaps even require, the platforms to develop these 
methods themselves and apply these to the data that remains within the platforms. After 
all, they have access to some of the world’s best computer scientists.’54

Although it is undeniable that governments do not possess the technical capabilities to 
duly oversee platforms' algorithmic regulatory powers, the proposal completely dismisses 
the quests made by the Council of Europe and the EP – which happens to be the same 
editor as that of Sundararajan’s proposal.55 It is worth reminding that the latter have been 
calling for the activation of empowerment strategies, ‘supported by AI tools’,56 to 
countervail the manipulative potential of AI-led decisions.

51As reported by the EP (2017), at 24, the City of Lisbon delegates the hotel occupancy tax collection to AirBnB. In the 
same vein, a Municipality could delegate AirBnB with the implementation of environmental rules on differentiated 
home waste collection, e.g. by nudging homeowners through higher ranking positions.

52Ibid. at 7.
53Ibid.
54Ibid. at 25.
55See above, the Introduction.
56EP (2019 Jan.) at 7.
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6. Algorithmic disclosure co-regulation for platforms’ business users

In view to empower small business users through AI tools and also strengthening the 
accountability of platforms’ decision-making as far as disclosures are concerned, we 
suggest endorsing algorithmic disclosure co-regulation. Building on previous work,57 

we will articulate on how this model also answers the quest for increased participation58 

of business users in algorithmic decisions that affect their economic lives, without having 
to receive the disclosures passively. Our model provides a cost-effective way to carry on 
frequent assessment on datasets to produce well-functioning algorithmic disclosures on a 
collaborative fashion, instead of delegating this task completely to the platforms.

Our model is based on three propositions and starts from a set of observations. The 
propositions are: (1) that disclosures targeted at business users should be done by 
algorithms (as suggested by the EP); (2) should be pre-tested in a co-regulatory process 
that involves the regulator (possibly the European Commission, the Berec or an ad hoc 
EU authority enjoying enforcing powers), the platforms, the business users and the 
consumers (using regulatory sandboxes); and (3) enforced through legal and other 
empowerment tools, rather than sole fines.

As far as the observations are concerned, our starting point is the EDPB's important 
statement (2018a), according to which: algorithms are subject to bias and ‘can result in 
assessments based on imprecise projections’. (p. 27) Therefore, it is crucial to ‘carry out 
frequent assessments on the data sets . . . to check for any bias, and develop ways to 
address any prejudicial elements, including overreliance on correlations’. Those checks 
and audits require ‘regular reviews of the accuracy and relevance of automated decision- 
making, including profiling . . . not only at the design stage but also continuously’ (p. 28). 
This affects algorithms used by platforms, which are subject to frequent changes to 
provide for the best products and services. And makes EU legislative duty to disclose 
the ‘main parameters’ of algorithmic rankings59 of little value for business users, because 
such parameters can become rapidly obsolescent, making their disclosure not timely, or 
the chosen format outdated or its content meaningless. Therefore, instead of requesting 
the platforms to provide for access to their data or their algorithms, we suggest instead 
that the disclosure duties to which they are subject (which may regard ranking para-
meters but also other contractual clauses), be drafted in a completely different fashion.

For any disclosure targeted at business users in platforms to be tailored at their 
informational needs, meaningful and dynamic (i.e. changing over time according to 
their preferences), we propose to set up an agile group for the ex-ante testing of 
algorithmic disclosures in the course of a co-regulatory process.60 That is, in fact, not 
entirely new to the regulatory landscape, as ‘regulatory sandboxes’ already exist in the 
Fintech industry, where new rules are experimented in controlled environments (thanks 
to simulations run over big data) before being implemented at large scale.61

57Di Porto & Maggiolino (2019).
58EP (2019 Apr)
59See Recitals 26–28 and art. 5, Regulation EU 1150/2019 requiring search engines to disclose the ‘description of the main 

parameters determining the ranking of all indexed websites and their relative importance’.
60(Gahnberg, , pp. 9–10).
61Regulatory sandboxes are aimed at fostering collaboration between regulators and the financial industry to test new 

regulations in controlled environments (check their potential impacts on consumers and the market) before imple-
mentation. That, in turn, helps to foster innovation in the Fintech industry. See: ESMA, EBA and EIOPA (2019); Piri (2019); 
Arner et al. (2016), Mattli (2018); Picht and Loderer (2018).
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The envisaged small experimental group would include the regulator (that takes the 
initiative, like in innovation hubs), the final consumers and individuals representing the 
platforms and the SMEs. The actual individuals representing the SMEs would of course 
vary depending on the topic of algorithmic disclosures (for instance, if layouts to be 
tested in the sandbox through algorithms pertain to how to share data in the short-term 
rental sector, then participants in the sandbox would be digital platforms operating in 
there, flat owners, consumers, data scientist technicians, and the regulator).62

Goal of the group would be to train the selected algorithm for designing the dis-
closures. So for instance, when drafting different disclosure formats of ‘the main para-
meters determining the ranking of all indexed websites and their relative importance’, 
Art. 5 Regulation EU 1150/2019 requires that search engines allow corporate website 
users to ‘obtain an adequate understanding’ of ‘whether, and how and to what extent, 
certain design characteristics of the[ir] website. is taken into account’ by the algorithm in 
its ranking. Hence, pre-testing in a controlled environment the best format such infor-
mation might have, that is also produced automatically through an algorithm and fairly 
accommodates the interests of all stakeholders is a desirable outcome.

The testing would also allow to comply with a further legal requirement, namely: to 
‘ensure predictability for corporate website users’, not of the parameters though, but of the 
disclosures; while also ensuring that ‘the description. be kept up to date, including the 
possibility that any changes to the main parameters should be made easily identifiable.’ 
(Art. 5). In our proposal, diverse algorithmic techniques63 would be used to develop 
disclosures that are differentiated and targeted at various groups of SMEs depending on 
their willingness to receive a more simplified or granular (detailed) disclosure format (e.g. 
three groups may be identified while running the tests: (i) simple, (ii) intermediate, and (iii) 
sophisticate recipient).64 Every choice they make will be tracked during the test, and data will 
feed the algorithm, providing it with information on how to produce the best disclosures, 
meaning those that fail the least to be read, understood and give a due course of action.

Technically speaking, we suggest using a knowledge graph to realize the differentiated 
targeted disclosures. The process should start with three libraries: two of which are 
textual (the disclosure duties established by EU laws and regulation; and the platforms’ 
disclaimers implementing them), and one would consist of the behavioural data coming 
from the sandbox. In conceptualizing the sandbox, we should elaborate on the concepts 
that are typical of one sector. To do so, we need to create relationships with a natural 
language sandbox: that serves to allow humans to participate in the sandbox to either 
confirm or reject such concepts. On that basis, we should produce them to all the 
stakeholders in the sandbox (because we are in a co-regulatory regime). By saying that 
they are ‘satisfied’ (i.e. by ‘confirming’ the layouts), they will feed into the sandbox.

We should reproduce that test for several formats and several times (sessions) until we 
get to the point where all participants are mostly satisfied and least dissatisfied. We 

62It is especially important to select these stakeholders in a way that the interests of the business users are well 
represented before those of the platforms and enough receptive of those of final consumers.

63Several algorithmic techniques exist (think of Natural Language Processing – NLP – or Generation – NLG) that allow for 
text mining and simplification, but also the graphic rendering of text (super or hyper-simplification).

64Based on data, ‘clustered’ disclosures can be produced that meet the needs of the recipients, while adapting to the 
changing of their preference over time. For instance, over-simplified information about the ranking parameters could 
be provided, that are clustered (i.e. based on a group of users with similar characteristics).
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should repeat this with the clauses of each disclosure per each of the 3 or n formats we 
want to target the cluster SMEs.

In the knowledge graph, both the texts and behavioral data would be integrated 
employing SMEs’ user experience.65 Behavioral data coming from the regulatory sandbox 
would be used to confirm or contradict the links described by the graph.66

The human presence, as said, is essential to monitor if errors occur in the building of 
the knowledge graph: technicians supervising in the sandbox may intervene to eventually 
deactivate any error that may occur in the algorithm. That implies that we need 
technicians to participate in the sandbox, besides regulators, firms (platforms and 
SMEs), and consumers.

It is important to stress that there would be no need for the platform to disclose any of 
its own algorithms (which might easily remain secret) to other stakeholders participating 
in the trials.67 That is because the kinds of algorithms that are needed to get to targeted 
algorithmic disclosures are either available on an open access basis,68 or because it could 
be provided by the regulator itself (Di Porto 2020). The consumers and SMEs contribute 
with their behavioral data to feed the algorithm: for instance, in case of disclosures of 
standard form contracts (typically the fine print one finds online and hardly reads), the 
experimental phase would consist of the stakeholders testing different formats of ToCs.69

Testing is also relevant to implement rapid amendments to the algorithmic disclo-
sures, should any major risks associated with AI-led decisions emerge during the training 
(such as algorithmic biases in rankings, overreliance on correlation or discrimination).

Following the best practice identified by the Art. 29 WG, such modifications would 
feedback into the algorithm to ameliorate it and, consequently, the disclosures.

Indeed, the pre-testing phase also allows detecting with some precision what are the 
informational needs and understanding capabilities of the business users. In this sense, 
algorithmic disclosures would produce useful information, by dynamically adapting its 
content and format to what the recipient needs at the time she needs. Also, as articulated 
elsewhere, because co-regulated algorithmic disclosures would necessarily be targeted at 

65To make a parallel, this operation resembles the way Google search engine operates (through domains and supra- 
domains). More specifically, when Google users are shown a picture and are asked to ‘confirm’ that what they see is a 
cat, they can confirm or not. If they do, they reinforce a node of the graph (that the picture shown is a cat and not, say, a 
muffin). Similarly, human stakeholders in the sandbox provide behavioral data that confirm a proposed clause or text, 
thus reinforcing nodes, and gradually strengthening the links in our knowledge graph.

66The ontology serves to link all the pieces with concepts of the domain, supra-domain, and vertical (i.e. sector-specific) 
domain. For instance, imagine we aim to link the term ‘fintech’ (domain) to the normative goal (supra-domain) to a 
sector-specific term, like ‘transparency in financial fintech’ (vertical domain). However, because most of the time, norms 
do not speak in such a detail, we need to use a meta-level to provide further instructions. For instance, very often norms 
in the financial domain do not require retailers of financial products to disclaim full detailed composition of their 
products, but would instead require for general transparency. Therefore, we would need to provide a meta-level 
whereby to instruct the algorithm this way: ‘When using the word ‘norms’, link it to the concept ‘transparency’, then link 
it to ‘disclaimer’.

67Notoriously, algorithms are covered by IPRs (and are usually qualified as trade secrets). Legally speaking, under EU law 
firms are not entitled any general right to be informed about the overall system used to make automatic decisions, nor 
can they demand the full disclosure of the algorithm: see Recital 27 and Art 5(6) Regulation EU 1150/2019.

68Just to make an example, think to the very ambitious publicly-funded Lynx project (http://lynx-project.eu/(accessed 
05.06.2020), providing for an ontology of linked legal sources aimed at making compliance easy to firms (especially 
SMEs) in three legal domains (business law, labor law and energy law). For more details, see Montiel-Ponsoda & 
Rodríguez-Doncel (2018)

69Notoriously, algorithms are covered by IPRs (and are usually qualified as trade secrets). Legally speaking, under EU law, 
firms are not entitled to any general right to be informed about the overall system used to make automatic decisions, 
nor can they demand the full disclosure of the algorithm: see Recital 27 and Art 5(6) Regulation EU 1150/2019.
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the different informational needs of the recipients, they would comply with the principle 
of proportionality (Di Porto & Maggiolino 2019).

Once sufficient data is gathered that the tested algorithm can produce well-function-
ing disclosures, intended as those that are informative to the identified groups and bias- 
free (i.e. or not conducive to self-serving information manipulation), are algorithmic 
disclosures implemented on large scale.

The same is for any modification to the algorithmic disclosures that the participants to 
the sandbox accept – and the regulator certifies: they become implementable by the 
platforms on a large scale.

Also, they could be given a special legal effect: for instance, all pre-tested modifications 
could automatically be implemented and produce a direct effect among the counter- 
parties. So for instance, an amendment to the Terms of Contract of a certain service in a 
given sector, which is agreed upon in the sandbox, and implemented in the algorithmic 
disclosure, could become immediately effective.

With algorithmic disclosure co-regulation, enforcement of disclosures becomes some-
how less problematic. Codes of conduct would no longer be a fictional substitute for 
compliance, as the effectiveness of disclosures to really inform recipients would be tested 
in advance.

7. Discussion and conclusion

In this paper, we reviewed different models that include digital platforms as regulatory 
intermediators, alongside the public authorities (at the EU level) and the markets. In this 
journey, we explored which one was best suited to build disclosure regulation for the 
platform economy, between ‘solicited’ or ‘encouraged’ self-regulation (based on codes of 
conduct) and co-regulation. In this latter case, we explored how technology, and AI 
algorithms, especially, could contribute to the shaping of a well-functioning co-regula-
tory system.

We concluded that none of the two ‘extreme’ proposals reviewed was suitable: not the 
fully open ‘savvy option’, mandating platforms to share the data feeding their algorithms 
with the wider public, because it would stifle innovation. Nor the ‘data-delegated 
regulation’ option, because it would not solve the problem of possible algorithmic 
manipulation by platform, identified as a significant concern by both the Council of 
Europe and European Parliament.

On our side, we proposed a regulatory sandbox model where stakeholders come 
together to develop and train an algorithm that could provide disclosures about the 
platform’s operations to the business-users.

We suggest that disclosures (still the core of EU legislation of digital platforms) be 
conceived and drafted through algorithms (algorithmic disclosures). That would necessa-
rily imply a collaboration between the platforms and the regulator (as the other proposals) 
but would imply wider participation, by allowing also individuals representing final 
consumers and the SMEs to contribute in the design of disclosure. Algorithmic disclosures 
are thus pre-tested (by running analytics) in small groups representing all the mentioned 
stakeholders (like in regulatory sandboxes); freed of biases and risks of manipulations, 
through repeated testing and feedbacks and then implemented on a large scale.
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We contended that not only do ex-ante design, testing and amendments of algorith-
mic disclosures increase participation of SMEs in the rule-making process, but they do 
also provide for greater empowerment to the business users. On this last point, lacking 
empirical evidence, one can only speculate that by actively receiving targeted and 
personalized disclosures, a business user will be better empowered that through undif-
ferentiated, detailed, untimely information about, say, the ‘main parameters determining 
the ranking’ of its services.

One of the main problems is to ensure collaboration in the sandbox. Why should the 
platforms share their (private) algorithmic regulatory power with the public rule-maker and 
the addressees? And also, why would the digital firms want to participate in the regulatory 
sandbox instead of producing their own disclosures? In the end, anything that happens in 
the sandbox implies some disclosure of trade strategies to the regulator, competitors, and 
SMEs and final consumers. Information is an asset, and even in the little margins left by the 
disclosure duties, platforms might not want to share the way to convey it to their clients.

Setting the right incentives is pivotal to gain participation. First, there is a reputational 
advantage for the platforms, which are seen as engaging in pro-small business activities. 
Second, the automatic production of rules saves the costs for producing the disclosures 
and updating them. Third, the direct effect of modifications of disclosures agreed in the 
sandbox does also save costs to the platforms. As per the incentives for SMEs and 
consumers, they will have voice and representation in the rule-making process by feeding 
the algorithm with their behavioral data.

Such disclosures would save costs on platforms and search engines for not having to 
continually update their disclosures (like their terms and conditions on rankings) and to 
notify these changes to all their counterparts. As said, all disclosures and changes that are 
agreed upon in the sandbox will be directly implemented through the algorithm and 
would most probably generate less litigation in court. In this sense, algorithmic disclo-
sures may save some costs of private enforcement, at least for the pre-tested issues, 
provided that they have been thoroughly discussed and accepted within the pre-trial, and 
certified by the regulator.

One should mention that not all domains are suitable for algorithmic disclosures. For 
instance, in some areas retailers might not use (or not use yet) algorithms or big data 
technologies, and cannot, therefore, take advantage of this new mode of disclosure.

Given that they would empower micro and SMEs, algorithmic disclosures may 
potentially help saving time for the scaling-up process of European digital companies. 
Finally, the co-regulatory process entailed in such disclosures would maintain a leading 
role for the Commission, the Berec or a new EU-wide authority for algorithms. The EU, 
however, would still need to cooperate internationally to ensure that algorithmic dis-
closures might have a legal effect also outside its borders.
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