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ABSTRACT

AN ANALYTICAL FRAMEWORK AND MODEL FORMULATION FOR
MEASURING RISK IN ENGINEERING ENTERPRISE SYSTEMS:
A CAPABILITY PORTFOLIO PERSPECTIVE

Paul Raphael Garvey
Old Dominion University, 2009
Director: Dr. C. Ariel Pinto

This work formulates an analytical framework and computational model for assessing risk in
engineering enterprise systems. It addresses the engineering management problem of how to
represent, model, and measure risk in large-scale, complex systems engineered to function in
enterprise-wide environments.

The research in this dissertation extends current practice in the management of risk for
traditional systems and creates new constructs and protocols for the management of risk in
engineering large-scale, complex, and highly networked enterprise systems. This work advances
engineering management theory and analytic practice as applied to the measurement and
management of risk for enterprise systems engineered within capability portfolio paradigms,
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CHAPTER 1

INTRODUCTION

ENGINEERING SYSTEMS RISK MANAGEMENT

Risk is a driving consideration in decisions that determine how engineering systems are
developed, produced, and sustained. Critical to these decisions is an understanding of risk and
how it affects the engineering of systems. What do we mean by risk?

In its common usage, risk means the possibility of loss or injury. Risk is an event that, if it occurs,
has unwanted consequences. In the context of engineering management, risk can be described as
answering the question “What can go wrong with my system or any of its parts?” [Kaplan,
Garrick, 1981, p. 11]. In the past three-hundred years, a theory of risk has grown from
connections between the theories of probability and economiges.

In probability theory, risk is defined as the probability an unwanted event occurs [Hansson,
2007]. In economics, risk is characterized by the way a person evaluates the monetary worth of
participation in a lottery or a gamble — any game whose monetary outcome is determined by
chance. We say a person is risk averse if he is willing to accept with certainty an amount of
money less than the expected amount he might receive from a lottery.

There is a common, but subtle, inclusion of loss or gain in these definitions of risk. Probability
theory studies risk by evaluating the chances unwanted events occur. What makes an event
unwanted? In economics, this question is answered in terms of a person’s monetary perspective
or value structure. In general, “unwanted” is an adjective that needs human interpretation and
value judgments specific to a situation.

Thus, the inclusion of probability and loss (or gain) in the definition of risk is important. Defining
risk by these two fundamental dimensions enables tradeoffs between them with respect to
decision-making and course-of-action planning. This is essential in the systems engineering
community, which traditionally considers risk in terms of its probability and consequence (e.g.,
cost, safety, or performance impacts). Understanding these dimensions and their interactions
often sets priorities for whether, how, and when risks are managed in the engineering of systems.

What does it mean to manage risk? From a systems engineering perspective, risk management is
a formal process used to continuously identify, analyze, and adjudicate events that, if they occur,
have uwnwanted impacts on a system’s ability to achieve its outcome objectives [Garvey, 2008].
Applied early, risk management can expose potentially crippling areas of risk in the engineering
of systems. This provides management time to define and implement corrective strategies.
Moreover, risk management can bring realism to technical and managerial decisions that define a
system’s overall engineering strategy.

This dissertation is formatted in the style of the Publication Manual of the American Psychological Association, 5th
edition.
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Successfully engineering today’s systems requires deliberate and continuous attention to the
management of risk. Managing risk is an activity designed to improve the chance these systems
will be completed within cost, on time, and meet safety and performance objectives.

Engineering today’s systems is more sophisticated and complex than ever before. Increasingly,
systems are engineered by bringing together many separate systems which, as a whole, provide an
overall capability otherwise not possible. Many systems no longer physically exist within clearly
defined boundaries and specifications, a characteristic of traditional systems.

Today, systems are increasingly characterized their ubiquity and lack of specifications. Such
systems are present everywhere and in many places simultaneously. They operate as an enterprise
of interactions between technologies and users in a dynamic that behaves in often unpredictable
ways.

Enterprise systems involve and evolve webs of users, technologies, systems, and systems-of-
systems through environments that offer cross-boundary access to a wide variety of resources,
systems, and information repositories. Examples of enterprise systems inciude the National
Airspace System, a university’s information infrastructure, or the Internet.

Enterprise systems create value by delivering capabilities over time that meet user needs for
increased flexibility, robustness, and scalability rather than by specifying, a-priori, firm and fixed
requirements. Thus, enterprise system architectures must always be open to allow the insertion of
innovation, at strategic junctures, which advance the efficacy of the enterprise and its delivery of
capabilities and services to users.

Engineering enterprise systems involves much more than discovering and employing innovative
technologies. Engineering designs must be adaptable to change and the evelving demands of user
enclaves. In addition, designs must be balanced with respect to expected performance while
continuously risk managed throughout an enterprise system’s evolution.

Engineers and managers must develop a holistic understanding of the social, political, and
economic environments within which an enterprise system operates. Failure to fully consider
these dimensions, as they influence engineering and management decisions, can be disastrous.
Consider the case of Boston’s Central Artery/Tunnel Project, informally known as the *Big Dig”.

Boston’s Central Artery/Tunnel (CA/T)

Boston’s Central Artery/Tunnel (CA/T) project began in 1991 and was completed in 2007, Its
mission was to rebuild the city’s main transportation infrastructure such that more than 10 hours
of traffic congestion each day would be markedly reduced.

At its peak, the Big Dig involved 5,000 construction personnel, more than 100 separate
engineering contracts, and saw an expenditure rate reach 3 million dollars a day. When
completed, the CA/T project built 161 lane miles of highway in a 7.5 mile corridor (half in
tunnels) and included 200 bridges and 4 major highway interchanges [Massachusetts Turnpike
Authority, Big Dig, retrieved from http://www.massturnpike.com/bigdig/background/facts.html].
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The Big Dig was an engingering and management undertaking on an enterprise scale — a public
works project that rivaled in complexity with the Hoover dam’. From the lens of history, design
and engineering risks, though significant, were dwarfed by the project’s social, political,
environmental, and management challenges. Failure to successfully address aspects of these
dimensions not only led to a 12 billion dollar increase in completion year costs but also to serious
operational safety failures — one which caused loss of life. '

Case studies will be written about the CA/T project for many years. The successes and failures of
Boston’s Big Dig offer a rich source for understanding risks associated with engineering large-
scale, complex, enterprise systems. The following summarizes key lessons from the Big Dig and
relates them to similar challenges being seen on other enterprise engineering projects.

Research into the management of risk for large-scale infrastructure projects is limited, but some
findings are emerging from the community. A study by Reilly and Brown [2004] identifies three
significant areas of risk that persistently threaten infrastructure projects that are enterprise in
scale, such as the Big Dig. These areas are as follows.

Risk Area: System Safety

This area refers to the risk of injury or catastrophic failure with the potential for loss of life,
personal injury, extensive material and economic damage, and loss of credibility for those
involved [Reilly, Brown, 2004].

Experience from the Big Dig

On 10 July 2006, twelve tons of cement ceiling panels fell onto a motor vehicle traveling through
one of the new tunnels. The collapse resulted in the loss of life. The accident occurred in the D-
Street portal of the Interstate 90 connector tunnel in Boston to Logan Airport. One year later, the
National Transportation Safety Board (NTSB) determined “the probable cause of the collapse
was the use of an epoxy anchor adhesive with poor creep resistance, that is, an epoxy formulation
that was not capable of sustaining long-term loads™ [NTSB, 10 July 2007, p. 107]. The safety
board summarized its findings as follows:

“Qver time, the epoxy deformed and fractured until several ceiling support anchors pulled free
and allowed a portion of the ceiling to collapse. Use of an inappropriate epoxy formulation
resulted from the failure of Gannett Fleming, Inc., and Bechtel/Parsons Brinckerhoff to identify
potential creep in the anchor adhesive as a critical long-term failure mode and to account for
possible anchor creep in the design, specifications, and approval process for the epoxy anchors
used in the tunnel.

The use of an inappropriate epoxy formulation also resuited from a general lack of
understanding and knowledge in the construction community about creep in adhesive anchoring
systems. Powers Fasteners, Inc. failed to provide the Central Artery/Tunnel project with
sufficiently complete, accurate, and detailed information about the suitability of the company’s
Fast Set epoxy for sustaining long-term tensile loads. Contributing to the accident was the
failure of Powers Fasteners, Inc., to determine that the anchor displacement that was found in

* See: Stern, 8. (2003), The Christian Science Monftor, www.csmonitor.com.
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the high occupancy vehicle tunnel in 1999 was a result of anchor creep due to the use of the
company’s Power-Fast Fast Set epoxy, which was known by the company to have poor long-
term load characteristics. Also contributing to the accident was the failure of Modem
Continental Construction Company and Bechtel/Parsons Brinckerhoff, subsequent to the 1999
anchor displacement, to continue to monitor anchor performance in light of the uncertainty as
to the cause of the failures. The Massachusetts Turnpike Authority also contributed to the
accident by failing to implement a timely tunnel inspection program that would likely have
revealed the ongoing anchor creep in time to correct the deficiencies before an accident
occurred” [NTSB/HAR-07/02, 2007, p. 107].

Risk Area: Design, Maintainability, Quality
This area refers to the risk of not meeting design, operational, maintainability, and quality
standards [Reilly, Brown, 2004].

Experience from the Big Dig

In many ways a system’s safety is a reflection on the integrity of its design, maintainability, and
quality. In light of the catastrophic failure just described, of note is an article from City Journal in
their story Lessons of Boston’s Big Dig by [Gelinas, 2007]. Relevant to this risk area the author
writes the following:

“As early as 1991, the state’s inspector general warned of the ‘increasingly apparent
vulnerabilities... of (Massachusetts’s) long-term dependence on a consultant’ whose contract
had an ‘open-ended structure’ and ‘inadequate monitoring’. The main deficiency, as later IG
reports detailed, was that Bechtel and Parsons — as “preliminary designer,” ‘design coordinator,’
‘construction coordinator,” and ‘contract administrator’ — were often in charge of checking their
own work. If the team noticed in managing construction that a contract was over budget
because of problems rooted in preliminary design, it didn’t have much incentive to speak up”
[Gelinas, 2007, retrieved from hitp://www.city-journal.org/html/17_4_big_dig.html].

Risk Area: Cost-Schedule Realism
This area refers to the risks of significant increase in project and support costs; risks of a
significant delay to project completion and start of revenue operations [Reilly, Brown, 2004].

Experience from the Big Dig

The completion cost of the Big Dig was 14.8 billion dollars. Its original estimate was 2.6 billion
dollars. The project’s completion cost was 470 percent larger than its original estimate. If the
impacts of unwanted events are measured by cost, then risks realized on the Big Dig were severe.

Numerous investigations have been made into the reasons why Big Dig costs increased to this
magnitude. A key finding was lack of cost-schedule realism in the project’s initial stages. This
was driven by many factors. Among these were incompleteness in cost scope, ignoring the
impacts of inflation, overreliance on long-term federal political support (at the expense of
building local political and community advocacy), and failure to incorporate risk into cost-
schedule estimates.
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Sadly, news reporting cited concerns over cost overruns as a factor that contributed to the
collapse of cement ceiling tiles in the new tunnel. Consider the following excerpt from City
Journal’s story Lessons of Boston's Big Dig [Gelinas, 2007].

“This problem of murky responsibility came up repeatedly during the Big Dig, but most
tragically with the ceiling collapse. Designers engineered a lightweight ceiling for the tunnel in
which Milena del Valle died. But Massachusetts, annoved by cost overruns and cleanliness
problems on a similar ceiling, and at the suggestion of federal highway officials, decided to fit
the new tunnel with a cheaper ceiling, which turned out to be heavier.

Realizing that hanging concrete where no built-in anchors existed to hold it would be a difficult
job, the ceiling’s designer, a company called Gannett Fleming, called for contractors to install
the ceiling with an unusually large built-in margin for extra weight. Shortly after contractors
installed the ceiling using anchors held by a high strength epoxy (as Gannett specified} workers
noticed it was coming loose.

Consultants and contractors decided to take it apart and reinstall it. Two years later, after a
contractor told Bechtel that “several anchors appear to be pulling away from the concrete,’
Bechtel directed it to ‘set new anchors and retest.” After the resetting and retesting, the tunnel
opened to traffic, with fatal consequences™ [Gelinas, 2007, retrieved from http://www city-
Journal.org/html/17_4_big_dig.html].

The paper “Management and Control of Cost and Risk for Tunneling and Infrastructure Projects”
[Reilly, Brown, 2004] offers reasons from Fred Salvucci (former Massachusetts Secretary of
Transportation} for the project’s schedule slip and cost growth. Quoting from that work:

“The reasons had much to do with Governmental policies, local and national politics, new
requirements not planned for in the beginning and, political and management transitions that
disrupted continuity, Technical complexity was a factor — but it was not the major cause of the
schedule slip and cost growth™ [Reilly, Brown, 2004, p. 1].

Summary

The engineering community should study and learn from the successes and failures of Boston’s
Central Artery/Tunnel project. The technical and engineering successes of the Big Dig are truly
noteworthy, but sadly so are its failures. Project failures often trace back to judgments unduly
influenced by cost, schedule, and socio-political pressures. Adherence to best practices in the
management of engineering projects is often minimized by these pressures.

Clearly, the emergence of enterprise systems makes today’s engineering practices even more
challenging than before. Projects at this scale, as experienced on the Big Dig, necessitate the
tightest coupling of engineering, management and socio-political involvement in unprecedented
ways, so success becomes the norm and failure the exception. Risks can never be eliminated.
However, their realization and consequences can be minimized by the continuous participation of
independent boards, stakeholder communities, and well-defined lines of management authority,
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COMMON PRACTICES
Engineering risk management is a program management process. At its core, engineering risk
management is program management.

The objectives of engineering risk management are the early and continucus identification,
management, and resolution of risks such that engineering a system is accomplished within cost,
delivered on time, and meets user needs [Garvey, 2008]. Why is engineering risk management
important? There are many reasons. The following are five key considerations.

Early and Continuous Risk Identification

An engineering risk management program fosters the early and continuous identification of risks
s0 options can be considered and actions implemented before risks seriously threaten a system’s
outcome objectives,

Risk-Based Program Management

Engineering risk management enables risk-informed decision-making and course-of-action
planning throughout a program’s development life cycle and particularly when options,
alternatives, or opportunities need to be evaluated.

Estimating and Justifying Risk Reserve Funds

An engineering risk management program enables identified risk events to be mapped into a
project’s work breakdown structure. From this, the cost of their ripple effects can be estimated.
Thus, an analytical justification can be established between a project’s risk events and the amount
of risk reserve {or contingency) funds that may be needed.

Resource Allocation

The analyses produced from an engineering risk management program will identify where
management should consider allocating limited (or competing) resources to the most critical risks
on an engineering system project.

Situation Awareness and Risk Trends

Engineering risk management can be designed to provide management with situational awareness
in terms of a project’s risk status [Garvey, 2008]. This includes tracking the effectiveness of
courses-of-action and trends in the rate that risks are closed with those newly identified and those
that remain unresolved.

What are risks? Risks are events that, if they occur, cause unwanted change in the cost, schedule,
or technical performance of an engineering system. The occurrence of risk is an event that has
negative consequences on an engineering system project. Risk is a probabilistic event; that is, risk
is an event that may occur with probability p or may not occur with probability (1 — p) [Garvey,
2008].

Why are there risks? Pressures to meet cost, schedule, and technical performance are the practical
realities in engineering today’s systems [Haimes, 2004]. Risk is present when expectations in
these dimensions push what is technically or economically feasible. Managing risk is managing
the inherent contention that exists within and across all these dimenstons, as shown in Figure 1.
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Figure 1. Pressures on a Program Manager’s Decision Space [Garvey, 2008]

What is the goal of engineering risk management? As mentioned earlier, the goal is to identify
cost, schedule, and technical performance risks early and continuously, such that control in any of
these dimensions is not lost or the consequences on them are well-understood.

Risk management strives to enable risk-informed decision-making throughout an engineering
system’s life cycle. Engineering risk management process and practice varies greatly from very
formal to very informal. The degree of formality is governed by management style, commitment,
and a project team’s attitude towards risk identification, analysis, and management. Next, we
present two basic definitions.

Definition 1.1: Risk is an event that, if it occurs, adversely affects the ability of an engineering
system project to achieve its outcome objectives [Garvey, 2008; Haimes, 2004].

From this, a risk event has two aspects. The first is its occurrence probability. The second is its
impact (or consequence) to an engineering system project. A general expression for this is given
by Equation 1.1 [Garvey, 2008; Bahnmaier, 2003; Haimes, 2004].

Risk = F(Probability, Consequence) (1.1)
Definition 1.2; An event is uncertain if there is indefiniteness about its outcome [Garvey, 2008].

There is a distinction between the definition of risk and the definition of uncertainty. Risk is the
chance of loss or injury. In a situation that includes favorable and unfavorable events, risk is the
probability an unfavorable event occurs. Uncertainty is the indefiniteness about the outcome of a
situation. Uncertainty is sometimes classified as aleatory or epistemic.

Aleatory derives from the Latin alearorius (gambler). Aleatoric uncertainty refers to inherent
randomness associated with some events in the physical world [Ayyub, 2001]. For example, the
height of waves is aleatoric. Epistemic is an adjective that means of or pertaining to knowledge.
Epistemic uncertainty refers to uncertainty about an event due to incomplete knowledge [Ayyub,
2001]. For example, the cost of engineering a future system is an epistemic uncertainty.
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We analyze uncertainty for the purpose of measuring risk. In an engineering system, the analysis
might involve measuring the risk of failing to achieve performance objectives, over-running the
budgeted cost, or delivering the system too late to meet user needs [Garvey, 2008; Bahnmaier,
2003; Haimes, 2004].

Why is the probability formalism used in risk management? Since risk is a potential event,
probability is used to express the chance the event will occur. However, the nature of these events
is such that objectively derived measures of occurrence probabilities are typically not possible.
Risk management necessarily relies (in part) on probabilities that stem from expert judgment.
These are known as measures of belief or subjective probabilities. Are such measures valid?

In 1933, Russian mathematician Kolmogorov established a definition of probability in terms of
three axioms . They define probability as a measure — one that is independent of objective and
subjective interpretations of probability. Known as the axiomatic definition, it is the view of
probability adopted in this dissertation.

Under this definition, it is assumed for each random event 4, in a sample space (2 there is a real
number P(A4) that denotes the probability of 4. In accordance with Kolmogorov’s axioms,
probability is simply a numerical measure that satisfies the following:

Axiom 1 0<P(A)<1 for any event Ain Q
Axiom 2 P(Q) =1
Axiom 3 For any sequence of mutually exclusive events Ay, A,,...

defined on Q it follows that P(\ A;) = ZP(AI-)
i=1
i=1

For any finite sequence of mutually exclusive events

H
Ay, Ay, A, defined on Q it follows that P(E}lA,-): ZP(A,-)
- i=1

The first axiom states the probability of any event is a non-negative number in the interval zero to
one. The second axiom states a sure event is certain to occur. In probability theory, the sample
space {2 is referred to as the sure event; therefore, we have P(£2) equal to one. The third axiom
states for any infinite or finite sequence of mutually exclusive events, the probability of at least
one of these events occurring is the sum of the probabilities associated with each event 4; .

From this, it is possible for probability to reflect a measure of belief in an event’s occurrence. For
instance, an engineer might assign a probability of (.70 to the event “the radar software for the
Advanced Air Traffic Control System {(AATCS) will not exceed 100K source instructions.”
Clearly, this event is non-repeatable, The AATCS cannot be built # times (and under identical
conditions) to objectively determine if this probability is indeed 0.70, When an event such as this
appears, its probability may be subjectively assigned.

" A. N. Kolmogoerov, Grundbegrific der Wahrscheinlichkeitsrechnung, Ergeb. Mat. und ihrer Grenzg, vol. 2, no. 3,
1933. Translated into English by N. Morrison, Foundations of the Theory of Probability, New York (Chelsea), 1956,
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Subjective probabilities should be based on available evidence and previous experience with
similar events. They must be plausible and consistent with Kolmogorov’s axioms and the
theorems of probability.

What about consequence? What does consequence mean and how can it be measured? As
mentioned earlier, a risk event’s consequence is typically expressed in terms of its impact on an
engineering system’s cost, schedule, and technical performance. However, there are often other
important dimensions to consider. These include programmatic, political, and economic impacts.

There are many ways consequence can be measured. Common measurement methods include
techniques from value or utility function theory, which are presented later in this dissertation.
These formalisms enable risk events that impact a project in different types of units (e.g., dollars,
months, processing speed) to be compared along normalized, dimensionless, scales. This is
especially necessary when risk events are rank-ordered or prioritized on the basis of their
occurrence probabilities and consequences.

Assessing a risk event’s occurrence probability and its consequence are only parts of an overall
process of managing risk on an engineering system project. In general, risk management can be
characterized by the process illustrated in Figure 2. The following describes each step.

Probabiliies and
Risk events and thair consequences of risk

relalionships are defined avenls are assessad
ASEE5E

Probability & Consaquences may include cast,

. Lonsequence p . schadute, tachnical parformance

Identify 1. Risk . . ¢ impacts, as well as capabifity or
Rishs |dentification funcliorality impacts

FRaassess exiating risk
events and identify new Asemze Rigk
fisk events Risk Criticality
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4. Risk Mitigation 3. Risk ranicondr Keptond ek svents.
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IAonitoring

Risk events assessed as medium or ligh criticality might go inte risk
miligaton planking and implementalion; low criticad risks might be
Irackedfmenitored on a watch-lisl

Figure 2. Steps Common to a Risk Management Process

Risk Identification

Risk identification is the critical first step of the risk management process. Its objective is the
early and continuous identification of risks, to include those within and external to the
engineering system project. As mentioned eartier, these risks are events that, if they occur, have
negative impacts on the project’s ability to achieve its outcome goals.

Risk Impact (Consequence) Assessment .
Here, an assessment is made of the impact each risk event could have on the engineering system
project. Typically, this includes how the event could impact cost, schedule, or technical
performance objectives. Impacts are not limited to these criteria. Additional criteria such as
political or economic consequences may require consideration — a topic discussed later in this
dissertation.
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An assessment is alsc made of the probability each risk event will occur. As mentioned
previously, this often involves subjective probability assessments particularly if circumstances
preclude a direct evaluation of probability by cbjective methods.

Risk Prioritization Analysis

At this step the overall set of identified risk events, their impact assessments, and their occurrence
probabilities are processed to derive a ranking of the most- to least-critical risks. Decision
analytic techniques such as utility theory, value function theory, or ordinal methods are
formalisms often used to derive this ranking.

A major purpose for prioritizing (or ranking) risks is to form a basis for allocating critical
resources. These resources include the assignment of additional personnel or funding (if
necessary) to focus on resolving risks deemed most critical to the engineering system project.

Risk Mitigation Planning and Progress Monitoring

This step involves the development of mitigation plans designed to manage, eliminate or reduce
risk to an acceptable level. Once a plan is implemented, it is continually monitored to assess its
efficacy with the intent to revise its courses-of-action if needed.

Summary

This section presented an introduction to systems engineering risk management as a fundamental
engineering and program management practice. Core concepts were discussed to provide context
and to set the stage for their extension to systems engineered to operate in an enterprise space.

Systems engineering practices often necessitate the use of historical experience and expert
subjective judgments. These aspects should be properly addressed when designing and applying
formal methods to engineering systems problems.

In recognition of this, the analytical methods developed herein derive from formalisms designed
for situations where quantitative data is the exception rather than the rule. Specifically, value and
utility function theory will be used to represent and measure risk and its effects on engineering
systems. These formalisms originate from the von Neumann and Morgenstern axioms of expected
utility theory [von Neumann, Morgenstern, 1944] and from modern works on preference theory
[Keeney, Raiffa, 1976].

Thoughts on these formalisms are given by R. L. Keeney in his book Value-Focused Thinking: A
Path to Creative Decision Making. In this work, Keeney writes the following [Keeney, 1992]:

“The final issue concerns the charge that value (utility) models are not scientific or objective.
With that, I certainly agree in the narrow sense. Indeed values are subjective, but they are
undeniably a part of decision situations. Not modeling them does not make them go away. It is
simply a question of whether these values are included implicitly and perhaps unknowingly in a
decision process or whether there is an attempt to make them explicit and consistent and
logical. In a broader sense, the systematic development of a model of values is definitely
scientific and objective, It lays out the assumptions on which the model is based, the logic
supporting these assumptions, and the basis for data (that is, specific value judgments). This
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makes it possible to appraise the implications of different vaiue judgments. All of this is very
much in the spirit of scientific analysis. It certainly seems more reasonable — even more
scientific — to approach important decisions with the relevant values explicit and clarified rather
than implicit and vague” [Keeney, 1992, p. 154].

This view reflects the author’s philosophy and the analytic school of thought in this dissertation.
It is in this spirit that the formalisms herein were developed to address the very real and complex
management problems in engineering today’s advanced enterprise systems.

NEW CHALLENGES

As mentioned earlier, today’s systems are increasingly characterized by their ubiquity and lack of
specification. Systems like the internet are unbounded, present everywhere, and in places
simultancously. They are an enterprise of systems and systems-of-systems. Through the use of
advanced network and communications technologies, these systems continuously operate to meet
the demands of globally distributed and uncountable many users and communities.

Engineering enterprise systems is an emerging discipline that encompasses and extends
traditional systems engineering to create and evolve webs of systems and systems of systems.
They operate in a network-centric way, to deliver capabilities via services, data, and applications
through richly interconnected networks of information and communications technologies.

More and more defense systems, transportation systems, and financial systems connect across
boundaries and seamlessly interface with users, information repositories, applications, and
services. These systems are an enterprise of people, processes, technologies, and organizations.

Thinking about how to design, engineer, and manage enterprise systems is at the cutting edge of
modern systems thinking and engineering. Lack of clearly defined boundaries and diminished
hierarchical control are significant technical and managerial challenges. Along with this, the
engineering management community needs to establish methods for identifying, analyzing, and
managing risks in systems engineered to operate in enterprise contexts.

What makes managing risks in engineering enterprise systems more challenging than managing
risks in engineering traditional systems? How does the delivery of capability to users affect how
risks are identified and managed in engineering enterprise systems?

With regard to the first question, the difference is principally a matter of scope. From a high-level
perspective, the basic risk management process (shown in Figure 2) is the same. The challenge
comes from implementing and managing this process across a large-scale, complex, enterprise —
where contributing systems may be in different stages of maturity and where managers, users, and
stakeholders may have different capability needs and priorities.

With regard to the second question, an enterprise system is often planned and engineered to
deliver capabilities through a series of time-phased increments or evolutionary builds. Thus, risks
can originate from many different sources and threaten enterprise capabilities at different points
in time. Furthermore, these risks must align to the capabilities they potentially affect and the
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scope of their consequences must be understood. In addition, the extent to which enterprise risks
may have unwanted collateral effects on other dependent capabilities must be carefully examined.

A final distinguishing challenge in engineering enterprise systems is not only their technologies
but also the way users interface with them and each other. Today, the engineering and social
science communities are joining in ways not previously seen when planning and evolving the
design, development, and operation of enterprise systems [Allen, Nightingale, Murman, 2004],

The goal of this research is the design of formal methods that provide a holistic understanding of
risks in engineering enterprise systems, thetr potential consequences, dependencies, and rippling
effects across the enterprise space. Ultimately, risk management in this context aims to establish
and maintain a complete view of risks across the enterprise, so capabilities and performance
objectives are achieved via risk-informed resource and investment decisions.

LITERATURE REVIEW

This dissertation presents an analytical framework and computational model for assessing risk in
engineering large-scale, highly networked, enterprise systems. Engineering management methods
in general, and risk management practices m particular, are in their infancy with respect to
engineering enterprise systems.

The literature in this field has only begun to address the complexities and multidisciplinary nature
of this problem space (refer to Appendix C). However, foundational perspectives on ways to view
this space exist in the literature and in the scientific community. Many of these perspectives
originate from general systems theory [von Bertalanffy, 1968}, a topic discussed throughout this
section.

Figure 3 shows the major academic disciplines applied in this research and presents them as
dimensions that form a literature map. Three axes are shown. They ate engineering systems, risk
and decision theory, and engineering risk management. General systems theory provides a
foundation for how aspects of these disciplines are applied to the research in this dissertation.
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Figure 3. Dissertation Research: Literature Map Dimensions

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



13

General Systems Theory and Engineering Systems Literature
“Systems Everywhere”
Karl Ludwig von Bertalanffv (1901 — 1972)

General systems theory views systems as “everywhere” [von Bertalanffy, 1968, p. 3]. Natural
laws and social behaviors are parts of highly complex, interdependent, systems and elements.
General systems theory is a philosophy that considers how to view and pursue scientific inquiry.
Its concepts provide a basis for aspects of the research approach carried out for this dissertation.

General systems theory is a phrase coined forty years ago; however, systems and systems
thinking have long been part of man’s history. Anthropological evidence reveals the creation of
hunting systems by Paleolithic human cultures that lived more than 50,000 years ago.

Cro-Magnon artifacts demonstrate the increasing sophistication of their hunting devices and
hunting systems to capture large and dangerous game from safer and safer distances. One such
device was a thrower. The thrower operated like a sling-shot. When inserted with a spear and
thrown, the thrower device increased the spear’s speed, range, and lethality, This enabled hunters
to attack from distances that lessened their risk of injury. These understandings were learned from
empirical observations and not, at that time, from formal understandings of the laws of motion.

Let’s review this from a general systems theory perspective. Here, three elements came together
to make the Cro-Magnon’s weapon — the arrow head, a long thick stick, and the thrower device.
Independently, these elements were ineffective as a weapon for capturing prey. However, when
integrated as a whole system the spear’s potential was deadly. Potential is used because the spear
itself is inert. A human thrower is needed for the spear’s effectiveness to be realized.

In this sense, the human thrower is the weapon system and the spear is the weapon. When
multiple human throwers are engaged in a coordinated attack they operate as a system-of-
weapons systems engaged on a target. Here, the spears are the individual weapon systems that
operate together to form an even more powerful assault on a target than realized by a single
human thrower acting as a single weapon system.

It took systems thinking to integrate the weapon’s three elements. It took even greater systems
thinking to improve the weapon’s effectiveness by launching it simultaneously at targets through
group attack strategies. This is one of many examples of systems, systems thinking, and even
system of systems thinking in early human culture.

This discussion highlights a view that systems are not only everywhere but have always been
everywhere. They are ubiquitous throughout nature and society. Forty years ago Karl Ludwig von
Bertalanffy (1968) authored the book General Systems Theory: Foundations, Development,
Applications. He conjectured a theory of systems as “a general science of wholeness” [von
Bertalanffy, 1968, p. 37], where “the whole is more than the sum of its parts” [von Bertalanffy,
1968, p. 18]. Illustrated above, these ideas were already well-understood by our early ancestors.

Next, we fast forward from Paleolithic times to the Industrial Revolution. Historians generally
associate the Industrial Revolution with mid- to late-eighteenth century England. Here,
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mechanical innovations moved agriculturally-based economies to economties driven by the mass-
production of manufactured goods. With this, society experienced dramatic population shifts
from rural farm life to cities where factories and factory jobs were plentiful.

Historians refer to the Industrial Revolution in two phases. The first phase involved mechanical
innovations that replaced manual labor with machine-driven mass-production of goods. The
second phase brought many of these innovations into more and more complex applications, some
that included the use of electrification.

Consider steam power. In the first phase of the Industrial Revolution, steam power powered many
types of manufacturing machines that operated in factories — especially in factories where water
power was absent. However, steam power would soon be recognized as a way to drive shipping
and railway systems. Ultimately, these innovations led to electro-mechanical technologies that
enabled wide-scale transportation systems to be built and operated across the expanse of a
nation’s land and sea territories. Thus, one can trace the beginnings of modern day engineering
systems to those innovations, inventions, and processes that appeared more than a century ago.

Today, engineering systems continue to advance, but they do so within another revolution — the
Digital or Information Age. Unlike engineering systems built during the height of the Industrial
Revolution, today’s systems are focused less on enabling the mass-production of physical goods
and more on enabling global connectivity. With this, engineering systems now make possible the
instantaneous transport of digital information around the world. With an understanding of the past
and a perspective on today, the literature for this dissertation was researched, reviewed, and
summarized in the discussion that follows.

Figure 4 presents the literature reviewed for this research as it maps to modern scholarship on
systems theory and the engineering of systems, systems of systems, and enterprise systems. We
begin with Bertalanffy and his seminal work on general systems theory.

Engineering
Systems
Bertalanffy, 1368
Systems,
Rittel, 1972 Systems of Systems,

Enterprise Systems
Blanchard, Fabrycky, 1930

Jackson, 1991 e 2008, 2004, 2003, Keating
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Figure 4. Literature Map: Engineering Systems
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General Systems Theory

Kar] Ludwig von Bertalanffy proposed forty years ago a general theory of systems to explain
fundamental commonalities that seem to underlie natural and socio-behavioral phenomena. He
theorized that natural phenomena and social behavior at their elemental levels, are systems
comprised of entities that operate and interact in open and continually dynamic ways.

Bertalanffy (1968) argues a closed system’, such as an urn containing red and blue marbles,
eventually tends toward a state of most probable distribution and this tendency reflects a tendency
toward maximum disorder, A system might be closed at certain macro-levels of organization with
behaviors predictable with certainty; however, at Jower and lower levels of organization the
system eventually becomes more and more open, disordered, and with behaviors not predictable
with certainty. “Thus a basic problem posed to modern science is a general theory of
organization” [von Bertalanffy, 1968, p. 34] with general systems theory as a framework within
which the behavior and interaction of entities operating within an organization can be discovered.

Bertalanffy regarded general systems theory as a “general science of wholeness” [von
Bertalanffy, 1968, p. 37]. He saw the incompleteness of trying to understand “observable
phenomena” [von Bertalanffy, 1968, p. 36] as a collection of entities that could be studied
“independently of each other” [von Bertalanffy, 1968, p. 37]. Systems are fundamentally
organizations made of entities “not understandable by investigation of their respective parts in
isolation” [von Bertalanffy, 1968, p. 37] but in how they assemble, react, and interact as a whole.
Thus, the behavior of a system (an organization) is not simply the sum of the behaviors of its
parts.

Bertalanffy’s insights were profound. He foresaw not only the challenges in engineering today’s
complex systems but also ways to view and study their dynamics, interactions, and behaviors.
Others also expressed views consistent with Bertalanffy when planning and designing
engineering systems. For example, Rittel (1972) wrote on the importance of “grasping the whole
of a system” rather than viewing it in “piecemeal” and since a system has many “facets” planning
its design is necessarily multidisciplinary [Rittel, 1972, p. 390].

Bertalanffy and Rittel each recognized the need for many different specialties to work together to
engineer systems as they evolved from single-purpose machines, like a steam engine, to highly
complex machines like space vehicles [von Bertalanffy, 1968; Rittel, 1972]. Throughout most of
the Industrial Revolution, single-purpose machines were built by engineers trained in their
underlying technologies. These machines were made of components similar to each other to the
extent they were within the training of the engineer’s technical disciplines. As the industrial age
moved into its second phase, and especially in today’s information age, engineering systems
required the assemblage of more and more technologies that are unlike each other (e.g.,
encryption hardware technologies are unlike database technologies). Hence, many different
specialties are now needed to successfully design, build, and field information age systems.

What are these specialties? They are indeed the traditional engineering sciences but also include
management, economics, cost analysis and other analytical areas such as reliability and logistics

" A closed system is isolated from its environment [von Bertalanffy, 1968]. An open systcm is one that is not closed.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



16

analyses, modeling and simulation, and human factors. In the past twenty-five years, authors like
Blanchard and Fabrycky (1990) brought these and related areas into the modern study of systems
engineering. With this, systems engineering has become the principal discipline from which to
address the depth and breadth of the socio-technical challenges in engineering today’s advanced
systems.

What is meant by socio-technical challenges? They range from how a system affects society to
how a society affects a system. With regard to the former, we discussed how the Industrial
Revolution changed society from an agricultural economy to one driven by automation and the
mass-production of goods., With regard to the latter, we discussed how social-political attitudes
affected technical decisions on Boston’s Central Artery/Tunnel {CA/T) project [Gelinas, 2007,
Reilly, Brown, 2004; NTSB, 2007]. Thus, socio-technical challenges stem from how systems
interact with people and how people interact with systems.

Social interactions with systems, as enabled by their technologies, are innumerable. They produce
desirable and undesirable effects. For example, the ability to easily purchase goods from around
the world via networked systems and services led to the emergence of cyber-based commerce and
the economic opportunities that provides. Unfortunately, opportunities often come with risks.
Consider the risks posed by cybercrime to electronic commerce. Cybercrime is a socially-initiated
undesirable behavior that intentionally exploits vulnerabilities in a system’s technologies.

In both cases, electronic commerce and cybercrime illustrate a property called emergent behavior.
Emergent properties derive from “the whole of a system and not the properties of its parts; nor
can it be deduced from the properties of its parts” [Gharajedaghi, 1999, p. 45]. Emergent behavior
has always been possible in systems. However, emergent behaviors in industrial age systems
could be better anticipated and addressed than systems engineered in the current age. Emergent
behaviors in today’s systems are often so subtle, or originate so deeply in layers of architecture,
that their effects or origins can go unnoticed. Thus, there is a persistence of uncertainty and
unpredictability in the performance and behavior of information age systems.

Why is this? A simple answer is because of networks and networked computing.

Complex Systems, Systems of Systems, and Enterprise Systems

The computer was a closed system before the advent of networks in ways similar to single-
purpose machines of the Industrial Revolution. Network technologies brought isolated computers
into an open system of globally connected machines, where information dissemination and
collaboration is nearly instantaneous.

Networks became the enabling technology of information age systems. With this, separate and
autonomous computers could now form into systems of networked computers and computing that

grew in scale, complexity, and purpose.

Thus, in today’s literature the terms complex systems, systems of systems, and enterprise systems
are commonly found. What do these terms mean and how are they related?
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It is important to note the systems engineering community is not settled on answers to these
questions. These are cutting edge topics in engineering systems and system research. However,
convergence of thought is beginning to emerge. The following discusses this further,

We begin with the term complex system. Keating et al. (2003) describe complex systems as those
having attributes characterized by Jackson (1991). These are:

+ Large number of variables or elements; rich interactions among ¢lements;

« Difficulty in identifying attributes and emergent properties;

» Loosely organized (structured) interaction among elements;

« Probabilistic, as opposed to deterministic, behavior in the system;

« System evolution and emergence over time;

» Purposeful pursuit of multiple goals by system entities or subsystems (pluralistic};
s Possibility of behavioral influence or intervention in the system;

s Largely open to the transport of energy, information, or resources from/to across the system
boundary to the environment.

Examples of complex systems include the space shuttle, a nuclear power plant, or a magnetic
resonance imaging scanner.

More recently, and consistent with the above, White (2006) defines a complex system as “an
open system with continually cooperating and competing elements — a system that continvally
evolves and changes its behavior according to its own condition and its external environment.
Changes between states of order and chaotic flux are possible. Relationships between elements
are imperfectly known and difficult to understand, predict, or control” {White, 2006, p. 5].

Engineering systems today are challenged when complex systems become more and more
networked in ways that create metasystems — systems of systems “comprised of multiple
embedded and interrelated autonomous complex subsystems™ [Keating, 2004, p. 4]. Similarly,
White (2006) defines a system of systems (So0S) as “a collection of systems that function to
achieve a purpose not achievable by the individual systems acting independently. Each system
can operate independently and accomplish its own separate purpose” [White, 2006, p, 5}. In a
system of systems their whole is indeed more than the sum of their parts; however, it can’t exist
without them.

Systems of systems form from integrations of multiple subsystems, where each subsystem can be
a complex system. Examples of systems of systems include the Ballistic Missile Defense System
{BMDS), the international earth observer program known as GEOSS (Global Earth Observation
System of Systems), and navigation systems such as the Global Positioning System (GPS).
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Building systems of systems like these is an enormous engineering and management challenge. If
those challenges aren’t enough, engineering systems of networked systems of systems is an even
greater challenge and the newest being faced in engineering systems.

Systems of networked systems of systems are sometimes called enterprise systems. Enterprise
systems such as the Internet, the Department of Defense Global Information Grid (GIG), or the
Federal Aviation Administration’s National Airspace Systems (NAS) are the cutting edge of
information age computing and global communications.

The literature is very young on engineering enterprise systems. However, scholarship has begun
to emerge from academia and industry. Writings by Allen (MIT, 2004) and Rebovich (MITRE,
2005) reflect thought trends from academic and industry perspectives, respectively.

In the monograph “Engineering Systems: An Enterprise Perspective” Allen et al. (2004) reflects
on the nature of an enterprise and its effects on design and engineering solutions. “Such designs
are no longer purely technical. In many cases, the enterprise issues are far more difficult than the
technical ones to solve; moreover, there must be adaptation on both sides of the relationship
between system and enterprise” [Allen, et al., 2004, p. 2]. Moreover, Allen identifies the critical
and sometimes orthogonal relationships and goals of the multiple stakeholders in the design of an
enterprise system. In this monograph Allen writes:

“An enterprise perspective on system design makes us aware of the fact that most such designs
engage multiple stakeholders. These can range from shareholders to suppliers to members of
the workforce to customers to scciety. What impact can this far-reaching effect have on system
design? First of all, stakeholders’ interests are not always in alignment.

System design may have to take this into account, balancing the interests of the various
stakeholders. As a result, the design process is far more complex than one would be led to
believe from the engineering science medel that we teach to undergraduate engineering
students. The best technical solution 1o a design may very well not be the best overall solution.
In fact, it seldom is, and there may not even be a best technical design.

Take for example the current F-35 aircraft design. With several customers, each having
different missions for this system, the designers cannot optimize the design for any one of the
customers’ desires. In addition, since recruiting customers in different countries often means
engaging suppliers from those countries, adaptations may need to be made in the design to
match the capabilities of those suppliers” [Allen, et al., 2004, p. 3].

Allen’s insights echoed Bertalanffy’s which recognized that systems, such as the F-35 or
Boston’s Big Dig, are fundamentally organizations made of entities (e.g., people} understood by
“studying them not in isolation” but in how they assemble, react, and interact as a whole.
Rebovich (2005, 2007), and other systems thinkers at MITRE, offer a view on what is meant by
an enterprise and what is fundamentally different. They write the following:

“By enterprise we mean a network of interdependent people, processes and supporting
technology not fully under control of any single entity. In business literature an enterprise
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frequently refers to an organization, such as a firm or government agency; in the computer
industry it refers to any large organization that uses computers.

QOur definition emphasizes the interdependency of individual systems and even systems of
systems. We include firms, government agencies, large information-enabled organizations and
any network of entities coming together to collectively accomplish explicit or implicit goals.
This includes the integration” of previously separate units. The enterprise displays new
behaviors that emerge from the interaction of the parts” [MITRE, 2007, p. 1].

What is fundamentally different?

“A mix of interdependency and unpredictability, intensified by rapid technology change, is
driving the need for new systems engineering techniques. When large numbers of systems are
networked together to achieve some collaborative advantage, interdependencies spring up
among the systems. Moreover, when the networked systems are each individually adapting to
both technology and mission changes, then the environment for any given system becomes
essentially unpredictable. The combination of massive interdependencies and unpredictability is
fundamentally different. Systems engineering success is defined not for an individual known
system, but for the network of constantly changing systems” [MITRE, 2007, p. 1].

From this, a key differentiator of an enterprise system is diminished control over its engineering
by a centralized authority, Centralized or hierarchical control over design decisions is a feature in
engineering systems of systems and traditional, well-bounded, systems (e.g., an airplane or an
automobile). Systems of systems are, in most cases, engineered in accordance with stated
specifications. These may be shaped by multiple stakeholders, but they are managed by a
centralized authority with overall responsibility for engineering and fielding the system of
systems.

This is not the case in engineering enterprise systems. An enterprise system is not characterized
by firm and fixed specifications under the control of a centralized authority and agreed to by all
participants throughout their organizational levels. The envelop that captures stakeholders
affected by, or involved with, an enterprise system is so broad that centralized or hierarchical
control over its engineering is generally not possible and perhaps not even desirable.

Given these challenges and considerations, how is engineering an enterprise planned? The short
answer, given what we’ve seen so far, is through a continual and evelutionary development of
capability. What is meant by capability? Based on experiences to date, planners of enterprise
systems define capability as the ability fo achieve an effect 1o a standard under specified
conditions using multiple combinations of means and ways to perform a set of tasks [Office of the
Secretary of Defense {OSD), 2005].

An enterprise is essentially a society of connected users with competing needs, interests, and
behaviors. Thus, an enterprise system is characterized more by the capabilities it must field than
by the specifications within which they must operate. Moreover, capabilities are constrained by
the readiness of technology, availability of technology suppliers, and the operational limits of the
systems and systems of systems that enabie them.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



20

An enterprise system must be adaptable to evelving missions, changing capability needs, and the
dynamics of human behaviors that interact within the enterprise. Rebovich writes “Enterprise
capabilities evolve through largely unpredictable technical and cultural dimensions. Enterprise
capabilitics are implemented by the collective effort of organizations whose primary interests,
motivations, and rewards come from successfully fielding system capabilities™ [Rebovich, 2007,
p. 3]. He further writes:

“Enterprise engineering is an emerging discipline for developing enterprise capabilities. It is a
multidisciplinary approach that takes a broad perspective in synthesizing technical and
nontechnical (political, economic, organizational, operational, social and cultural) aspects of an
enterprise capability.

Enterprise engineering is directed towards enabling and achieving enterprise-level and cross-
enterprise operations outcomes. Enterprise engineering is based on the premise that an
enterprise is a collection of entities that want to succeed and will adapt to do so. The
implication of this statement is that enterprise engineering processes are more about shaping the
space in which organizations develop systems so that an organization innovating and operating
to succeed in its local mission will — automatically and at the same time - innovate and operate
in the interest of the enterprise,

Enterprise engineering processes are focused more on shaping the environment, incentives and
rules of success in which classical engineering takes place. Enterprise engineering coordinates,
harmonizes and integrates the efforts of organizations and individuals through processes
informed or inspired by natural evolution and economic markets. Enterprise engineering
manages largely through interventions [innovations] instead of [rigorous/strict] controls”
[Rebovich, 2007, p. 3].

Summary

This literature review covered a lot of ground. First and foremost, the literature on systems and
systems theory will continue to evolve. Systems science is endless. The more we explore, the
more our present day understandings are shaped and further challenged. The more we advance in
technology and global connectedness, the more open, complex, and virtual become the enabling
systems.

Engineering and managing the development of enterprise systems necessitates, as never before,
an openness and adaptability of process, practice, and procedure. Engineering methodologies
appropriate today might not be appropriate tomorrow. Engineering management practices that
scale today might not scale tomorrow. Because we cannot see bevond our line of sight, we should
reserve judgment on the finality of any one process or practice at this stage of understanding.

It is with this view the risk analytical methods presented in this dissertation were designed. The
analytic philosophy was to approach risk analysis in the enterprise space from a “whole systems™
perspective. A perspective with roots in the writings of Bertalanffy (1968} and one influenced by
recognizing the whole of an enterprise is not just more than the sum of its parts — but one wholly
and continually shaped, expanded, or diminished by them.
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Risk, Decision Theory, and Engineering Risk

Management Literature
“I think there’s a difference
hetween g gamble and a calculated risk”
Edmund Hall North, American Screenwriter (1911 — 1990)

The literature in risk and decision theory is vast. Its foundations are deeply rooted in mathematics
and economics. Risk and decision theory has been a field of study for at least 300 years and one
with a rich history of cross-domain applications. The engineering, management, and behavioral
sciences all apply and advance aspects of risk and decision theory in their problem spaces.

The study of risk is the study of chance and the study of choice. Risk is the chance an unwanted
event occurs. Taking a risk is a choice to gamble on an event whose outcome is uncertain. Risk is
the probability an unfavorable outcome is realized. However, a favorable or unfavorable outcome
is a personal determination - one governed by a person’s or a society’s concept of value or worth.

Probability theory is the formalism to study chance. Decision theory is the formalism to study
choice. Together, they provide the formalism to study risk. The importance of joining the study of
chance and the study of choice was recognized by Swiss mathematician Daniel Bernoulli in his
1738 essay “Exposition of a New Theory on the Measurement of Risk” [Bernoulli, 1738]".

The following presents a focused review of risk and decision theory literature as it applies to the
research in this dissertation. Figure 5 identifies authors of the literature reviewed. We'll begin
with Bernoulli and his seminal 1738 essay, which proposed a mathematical relationship between
chance and choice. We’ll end with a return to Bertalanffy and his insights on the importance of
this topic to general systems theory,

Bemouili, D, 1738

R 1926
amsey, 192 2004 (2), Haimes

van Neumann, Morgenstem. 1844
1997, Kaplan

1
Savage, 1954 Engineering Systems Risk
Amow, Peatt, 1965, 1964 o Analysis & Management
de Finetti, 1674 : ﬁ Engineering Risk
Keeney, Raiffa, 15786, 2002/ —JL Management
B o Dissertation
Risk and Decision Axiomatic Decisicn Theory,
Theory Utility Function Theory, Preference Theory
Dyer, Sarin .
b Edwards, von 197 Kiflwood

Winterfeldt, 1996
General Systems Theory

Figure 5. Literature Map: Risk and Decision Theory, Engineering Management

* “Specimen theoriae novac de mensura sortis” in Commentarii Academiae Scientiarum Imperialis Petropolitanae
(Papers of the Imperial Academy of Sciences in Petersburg) Vol. 5, 175-192, 1738, Translaled as “Exposition of a New
Theory on the Measurement of Risk”, by Prof. L. Sommer, American University, for Econometrica Vol. 22 (1954).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



22

Daniel Bernoulli published one of the most influential essays on a theory of risk and its
measurement. He formed the idea that valuing monetary loss or gain from a gamble or lottery
should be measured in context of a player’s personal circumstance and existing wealith. It was the
first time a person’s affluence was directly considered in how they value an amount of money
won or lost, instead of just its absolute numerical sum (e.g., 1,000 dollars)’.

“To do this the determination of the value of an item must not be based on its price, but rather
on the utility it yields. The price of the item is dependent only on the thing itself and is equal
for everyone; the utility, however, is dependent on the particular circumstances of the person
making the estimate. Thus, there is no doubt that a gain of one thousand ducats is more
significant to a pauper than fo a rich man though both gain the same amount” [Bernoulli, para.
3, 1738].

Figure 6. A Swiss Silver Thaler, Zurich, 1727

“Meanwhile, let us use this as a fundamental rule: If the utility of each possible profit
expectation is multiplied by the number of ways in which it can occur, and we then divide the
sum of these products by the total number of possible cases, a mean utility [moral expectation)
will be obtained, and the profit which corresponds to this utility will equal the value of the risk
in question” [Bernoulli, para. 4, 1738].

“Thus, it becomes evident that no valid measurement of the value of a risk can be obtained
without consideration being given to its wtility, that is to say, the utility of whatever gain
accrues to the individual or, conversely, how much profit is required to yield a given utility.
However it hardly seems plausible to make any precise generalizations since the utility of an
item may change with circumstances. Thus, though a poor man generally obtains move utility
than does a rich man from an equal gain” [Beroulli, para. 5, 1738].

* Danicl Bernoulli’s essay was part of correspondences on a problem that became known as the St. Petersburg paradox.
The paradox was one of five problems posed by Daniel’s cousin Nicolas Bernoulli (1687-1759) to Pierre Raymond de
Montmort (1678-1719) — a French mathematician who wrote a trealise on probability theory and games of chance. In a
1728 letter to Nicolas Bernoulli, Swiss mathematician Gabriel Cramer (1704-1732) independently developed concepts
similar to those in Daniel Bernoulli’s essay. Like Daniel Bernoulli, Cramer wrote “mathematicians estimate money in
proporiion to its quantity, and men of goad sense in proportion 1o the usage that they may make of if°. Cramer went on
lo proposed a square root function to represent “proportion of usagc”, where Daniel Bernoulli derived a logarithmic
function. Recognition of Cramer’s thoughts as remarkably similar to his own is nicely acknowledged and written by
Daniel Bernoulli at the close of his 1738 essay [reference: Bernoulti, 1738].

" MONETA REIPUBLIC/E TIGURINZ, oval city coat-of-arms within ornate frame supported by lions rampant, ong
holding palm, the other sword. DOMINI CONSERV A NOS IN PACE, aerial view of city along the Limmat River with
boats; dale in ornate carfouche [from source: http://commons.wikimedia.org/wiki/Thaler]. Image source from CNG
coins [hitp:/fAwww.cngeoins.com, permission is granted to copy, distribute and/or modify this document under the terms
of the GNU Free Documentation license, Version 1.2].
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With this, Bernoulli introduced the idea of expected wutility theory and the logarithmic utility
function (Figure 7) to represent decision-making under uncertainty. It was a formalism that
directly captured personal or subjective measures of value (or worth) into a risk calculus.
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Figure 7. Bernoulli’s Log Utility Function

Seen in Figure 7, Bernoulli’s log utility function is concave. Concave functions always appear
“hill-like”. The log utility function exhibits a property known as diminishing marginal utility".
This means for every unit increase in wealth, there is a corresponding decrease in the rate of
additional utility with respect to that change in wealth.

Concave utility functions are always associated with a risk-averse person. A risk-averse person is
willing to accept, with certainty, an amount of money less than the expected amount that might be
received from a lottery or gamble. Bernoulli’s risk measurement theory assumed all persons are
risk averse. This assumption was reasonable given the socio-economic realities of 18th century
Europe.

Despite the newness of Bernoulli’s theory, it would be 200 years before John von Neumann and
Oskar Morgenstern (1944) extended its ideas to a set of axioms known as the axioms of expected
utility theory” . The axioms of expected utility theory state conditions that must exist for rational
decision-making in the presence of uncertainty.

Subject to these conditions, a rational individual will choose (or prefer) the option from a set of
options (with uncertain outcomes) with maximum expected utility. With this, von Neumann and
Morgenstern define a utility function over options with uncertain outcomes, lotteries, or gambles
instead of over wealth as offered by Bernoulli.

Before presenting these axioms, it is important to mention that decision theorists treat individual
preferences as primitives. In decision theory, a primitive is that not derived from other conditions
[Garvey, 2008]. Decision theory is a calculus that operates on primitives to make visible which

* Also known as “Bernoulli's increasing-at-a-decreasing-rate thesis, which economists would later term diminishing
marginal utility of wealth” [Fishburn, P. C., 1989].

™ The axioms of expected utility are sometimes called the axioms of choice or the preference axioms.
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option among competing options is the rational choice instead of interpreting why an individual
prefers one option more than others.

How are preferences expressed? This can be illustrated by the following two examples.

o A person strictly prefers the color red more than the color black (red > black)
» A person weakly prefers 5 A-widgets more than & B-widgets (5 A-widgets = 9 B-widgets)

The principle axioms of von Neumann-Morgenstern (viNM) expected utility theory are as follows:

Completeness Axiom
Given lottery 4 and lottery B, a person can state A is strictly preferred to B (4> B) or B is
strictly preferred to 4 (B > A) or the person is indifferent between them (4 ~ B)

Transitivity Axiom
If a person prefers lottery 4 more than lottery B and lottery B more than lottery C, then lottery
A is preferred to lottery C.

Continnity Axiom

If a person prefers lottery 4 more than lottery B and lottery B more than lottery C, then there
is a probability p such that this person is indifferent between receiving lottery B with certainty
and receiving a compound lottery” with probability p of receiving lottery 4 and probability
(1- p) ofreceiving lottery C.

The continuity axiom means a person is willing to act on an event that has a favorable or
unfavorable outcome if the probability the unfavorable outcome occurs is reasonably small.
Another way to view this axiom is as follows: a slight change in an outcome’s occurrence
probability p does not change a person’s preference ordering of these outcomes. The
continuity axiom implies a continuous utility function exists that represents a person’s
preference relation.

Independence Axiom

If a person prefers lottery 4 more than lottery B, then a compound lottery that produces
lottery 4 with probability p and lottery C with probability (1- p) is preferred to a
compound lottery that produces lottery B with probability p and lottery C with probability

(1-p).

The independence axiom means a person’s preference order for any pair of lotteries, 4 and B,
is preserved when 4 and B are mixed with a third lottery C, provided lottery 4 and lottery B
are produced with probability p and lottery C is produced with probability (1 - p) .

" The notation > is a preference relation notation. Here, 4 > B means a person strictly prefers outcome 4 more than
outcome B; 4 > B means a person weakly prefers outcome 4 more than outcome B (the outcome from A4 is at least as
goed as the outcome from B); A ~ B means a person is indifferent between outcome A or outcome 5.

™ A compound lotery is one whose possible outcomes are themselves simple lotteries; a simple lottery is a gamble or
risky prospect whose outcomes are determined by chance.
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Thus, in vNM utility theory if an individual’s preferences obey these axioms then they act
rationally in choosing the option that has maximum expected utility from a set of options whose
outcomes are uncertain.

The vNM axiomatization of utility furthered a formal theory of risk with respect to choices under
uncertainty. From this, the existence of utility functions could be claimed and their shapes could
be associated with a person’s attitude for risk averse, risk seeking, or risk neutral behavior.

In a situation where gains are preferred to losses, a risk averse person is one willing to accept a
gain with certainty that is less than the expected amount received from a lottery. The opposite
characterizes a risk seeking person. A risk seeking person is one willing to accept a loss greater
than the expected amount received from a lottery. A risk neutral person is one who is neither risk
averse nor risk seeking. Such a person would be willing to accept a gain or a loss equal only to
the expected amount received from a lottery.

There is a class of utility functions that model attitudes with respect to risk averseness, risk
seeking, and risk neutral behaviors. A family of such functions is shown in Figure 8.

Li{x) )
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Risk Awverse Risk Averse

Risk Seeking " Risk Seeking

Risk i Risk
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o Increasing Preferences 0 Decreasing Preferences \
; e fSihniinbiinh. B = x
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Figure 8. Families of Risk Attitude or Utility Functions [Garvey, 2008]

Concave utility functions model risk averse attitudes, When gains are preferred to losses, concave
utility functions show for every unit increase in x there is a slower rate of increase in utility.
Convex utility functions model risk seeking attitudes. When gains are preferred to Josses, convex
utility functions show for every unit increase in x there is a faster rate of increase in utility. Linear
utility functions model risk neutral attitudes. Here, for every unit increase in x there is a constant
rate of increase in utility regardless of whether gains are preferred to losses.

From this, utility theorists began to measure a person’s degree of risk averseness by the steepness
of their utility function. From calculus, the second derivative of a function provides information
about its curvature. Since 2 vNM uatility function I/ (x) is monotonic and continuous on a close
interval a < x <&, from differential calculus &/ (x) is concave if U"(x)<0 and convex if
U’(x) >0 for all x such that o < x < & . So, can U"(x) provide a measure of a person’s degree of
risk averseness? Not by itself.

A key property of vNM utility functions is they are unique up to an affine transformation. They
are cardinal functions. Preference differences between points along their curves have meaning in
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accordance with cardinal interval scales’. Unfortunately, U(x) is not invariant under an affine
transformation.

However, two theoretical economists K. J. Arrow [Arrow, 1965] and J. W. Pratt [Pratt, 1964]
created an index that used U"(x) and preserved the preference structure of U (x) . This became
known as the Arrow-Pratt risk aversion index. The index is defined as follows:

U'(x)

RA ==
U'(x)

Using the Arrow-Pratt risk aversion index, it can be shown that the Bernoulli log utility function
has decreasing absolute risk aversion; that is,
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if (W) =Log(W) and W denotes wealth. Thus, the Bernoulli log utility function has decreasing
absolute risk aversion and decreasing marginal utility with increasing wealth, as shown in Figure
7. This means the amount of wealth a person is willing to risk increases as wealth increases.

The works of Daniel Bernoulli, John von Neumann, Oskar Morgenstern, and others brought about
ways to study rational decisions relative to risk and risk taking. A theory of risk emerged where a
person’s choice to engage in events with uncertain outcomes could be represented by bounded
and monotonic functions called utility functions — mathematical expressions which capture
preferences, measures of worth, or degrees of risk aversion unigue to an individual.

In many ways, utility theory as a basis for a theory of risk was a revolution in the growth of
mathematical thought. Prior to Daniel Bernoulli’s 1738 essay on the St. Petersburg paradox,
mathematics was principally applied to problems in natural sciences. By 1738, however,
mathematics was intersecting with problems in social sciences and most prominently with the
study of economics. Economics provided the ideal problem environment to evolve theories of
rational choice, as reflected in a person’s decision to invest in options with uncertain outcomes.

* An interval scale is a measurcment scalc in which attributes are assigned numbers such that differences betwcen them
have meaning. The zero poinit on an interval scale is chosen for convenience and does not necessarily represent the
absence of the attribute being measured. Examples of interval scales are the Fahrenheit (F) or Celsius (C) temperature
scales. The mathematical relationship between these scales is an affine fransformation; that is, F = (9/3)*C + 32, The
zero point in a temperature scale does not mean the absence of temperature. In particular, zero degrees Celsius is
assigned as the freezing point of water.

Because distances between numbers in an interval scale have meaning, addition and subtraction of interval scale
numbers is permitted; however, becanse the zero point is arbitrary, multiplication and division of interval scale
numbers is not permitted. For example, we can say that 75 degrees Fahrenheit is 25 Fahrenheit degrees hotter than 50
degrees Fahrenheit; but, we cannot say 75 degrees Fahrenheit is 30 pcrecent hotter than 50 dcgrees Fahrenheit.
However, ratios of differences can be expressed meaningfully; for example, one difference can be one-half or twice or
three-times anolher.
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Around the same time von Neumann and Morgenstern were forming an axiomatic basis for a
theory of rational choice, mathematicians were revisiting views on the nature of probability and
its meaning as a measure. As mentioned earlier, the study of risk is the study of chance and the
study of choice; thus, the dual concepts of probability and choice are integral to a theory of risk.

In 1926, F. P. Ramsey of the University of Cambridge wrote “Truth and Probability” [Ramsey,
Mellor {editor), 1990]. In this work, Ramsey produced some of the earliest arguments and proofs
on the logical consistency of subjective utility and subjective probability as measures of value and
chance; the latter which he proved follows the laws of probability.

Ramsey wrote that measuring a person’s degree of belief in the truth of a proposition can be
determined from the odds a person would accept when gambling on an uncertain outcome. Thus,
Ramsey connected an individual’s decision to engage in a bet with their previous knowledge or
experience on whether the outcome would likely be in their favor or in their disfavor. This is
essentially a lottery, which von Neumann and Morgenstern would later make fundamental to their
theory of rational choice.

Ramsey’s view of probability became increasingly the modern interpretation. Independent of
Ramsey’s essay, Italian mathematician B. de Finetti (1974} went so far to say “probability does
not exist” [Nau, 2002, p. 90] — meaning that probability has only a subjective meaning [de Finetti,
1974]. “This definition neatly inverts the objectivistic theory of gambling, in which probabilities
are taken to be intrinsic properties of events (e.g., propensities to happen or long-run frequencies)

and personal betting rates are later derived from them. Of course, subjective probabilities may be
informed by classical, logical, or frequentist reascning in the special cases where they apply”
[Nau, 2002, p. 90].

Like Ramsey, de Finetti associated probability with the “rate at which an individual is willing to
bet on the occurrence of an event. Betting rates are the primitive measurements that reveal your
probabilities or someone ¢lse’s probabilities, which are the only probabilities that really exist”
[Nau, 2002, p. 90]. Thus, de Finetti, like Ramsey, viewed probability as dependent on the state of
a person’s knowledge. '

In 1954, Savage further extended the ideas of Ramsey, von Neumann and Morgenstern, and de
Finetti to ultimately form a Bayesian approach to statistical theory [Savage, 1954]. In particular,
Savage described a relationship between probability and preference as follows:

“Moreover, a utility function # is unique up to a positive affine (linear) transformation, and the
subjective probability 7 is unique. The relation between probability and preference revealed by
the representation is

x(A4) > m(B)={xif A,yif not A}> {xif B,yif not B}
i
i

whenever outcome x is preferred to outcome y. Thus, for Savage, you regard 4 as more
probable than B if you would rather bet on 4 than B for the preferred outcome” [Fishburn,
1989, p. 388].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28

Despite continuing debates on the interpretation of probability throughout the 20th century, the
issue was essentially settled in 1933, About ten years prior to the vINM axioms of utility, Russian
mathematician A. N. Kolmogorov™ presented a definition of probability in terms of three axioms.

The first axiom states the probability of any event is a non-negative number in the interval zero to
unity. The second axiom states the sure or certain event has probability equal to one. The third
axiom states for any sequence of mutually exclusive events, the probability of at least one of
these events occurring is the sum of the probabilities associated with each event.

Thus, probability need only be a numerical measure that behaves according to these axioms. This
encompassed all competing interpretations on its nature and allowed objective and subjective
probabilities to be part of the “Laplacian” calculus.

Modern Decision Theory

Decision theory has much of its modern theoretical basis in the classic text Decisions with
Multiple Objectives: Preferences and Value Tradeoffs by R. L. Keeney and H. Raiffa (1976). In
this work, Keeney and Raiffa extend the ideas of value and vNM expected utility theory into a
modern theory of preference. Preference theory has become the theoretical foundation for most of
today’s engineering systems risk analysis methods, as well as for the work in this dissertation.

Howard Raiffa has written extensively on subjective probability theory, the need for consistency
with Kolmogorov’s axioms, and its role in Bayesian statistical inference — particularly with
decision-making under conditions of uncertainty. Raiffa introduced concepts of preferential and
utility independence — key to examining tradeoffs between altemmatives and their performance
across multiple criteria. The study of tradeoffs led to a theory of multiattribute utility — whose
extensive development Raiffa credits to Ralph Keeney, his doctoral student at that time.

Where tradeoffs under conditions of uncertainty are captured by multiattribute wutility, tradeoffs
under conditions of certainty are captured by multiattribute value theory. Keeney and Raiffa
(1976) write the following:

“The multiattribute value problem is one of value tradeoffs. If there is no uncertainty in the
problem, if we know the multiattribute consequence of each alternative, the essence of the issue
is, How much achievement on objective I is the decision-maker willing to give up to improve
achievement on objective 2 by some fixed amount? If there is uncertainty in the problem, the
tradeoft issue remains, but difficultics are compounded because it is not clear what the
consequences of each alternative will be. The tradeoff issue often becomes a personal value
question and, in those cases, it requires the subjective judgment of the decision-maker. There
may be no right or wrong answers to these value questions and, naturally enough, different
individuals may have different value structures” [Keeney, Raiffa, 1976, pp. 66-67].

Although, Keeney and Raiffa extended the theoretical foundations of vNM utility theory, it was
Krantz et al. {1971) and Dyer and Sarin (1979) who developed value functions as formalisms to -

" A, N, Kolmogorov, Grundbegriffe der Wahrscheinlichkeitsrechnung, Ergeb. Mat. und ihrer Grenzg., vol. 2, no. 3,
1933, Translated into English by N. Morrison, Foundations of the Theory of Probability, New York (Chelsea), 1956.
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capture a person’s strength of preference. A value function is a real-valued function defined over
an evaluation criterion (or attribute) that represents an alternative’s (or option’s) measure of
goodness over the levels of the criterion. A measure of “goodness”™ reflects a decision-maker’s
judged value in the performance of an alternative {or option) across the levels of a criterion (or
attribute).

Like a utility function, a value function’ is usually designed to vary from zero to one over the
range of levels {or scores) for a criterion. In practice, the value function for a criterion’s least
preferred level (or score) (i.e., the least preferred option or alternative) takes the value zero. The
value function for a criterion’s most preferred level (or score) (i.e., the most preferred option or
alternative) takes the value one.

Dyver and Sarin (1979) introduced the concept of a measurable value function. A measurable
value function is one where the value difference between any two levels (or scores) within a
criterion (or attribute) represents a decision-maker’s strength of preference between them — also
referred to as preference differences,

A measurable value function” is monotonic in preferences and where value differences represent
relative strength of preference. Large value differences between options (alternatives) indicate the
difference in preference between them is greater than the difference in preference between other
options (alternatives). Furthermore, the numerical amount of this difference represents the
relative amount of preference difference. The concept of value differences is also a “primitive
concept” in decision theory; that is, it is a concept not derived from other conditions.

One way to address tradeoff problems is found in Strategic Decision Making: Multiobjective
Decision Analysis with Spreadsheets [Kirkwood, 1997]. In this work, he writes “if a decision-
maker is multiattribute risk averse, then it is necessary to determine a utility function to convert
values calculated using a multiattribute value function into utilities. This utility function can then
be used to rank alternatives that have uncertainty about their outcomes.”

Kirkwood (1997) presents a utility function known as the power-additive utility function. It is an
exponential utility function that is a function of a multiattribute value function. With the power-
additive utility function, Kirkwood connects utility theory to preference theory and to the concept
of multiattribute risk averseness (or risk tolerance).

Although the power-additive utility function has many useful theoretical properties, its strengths
are in its practical aspects. [ts shape is fully determined by a single parameter that reflects the risk
averseness of a decision-maker. This parameter is known as multiatiribute risk tolerance p,,.

One way to determine p,, is for the decision-maker to select the value that reflects his/her risk
attitude. Where increasing preferences apply, an extremely risk averse decision-maker might

* A utility function is a value function but a value function is not necessarily a utility function [Keeney, Raiffa, 1976].

** The vertical axis of a measurable value function is a cardinal interval scale measure of the strength of a decision-
maket’s preferences. For this reason, a measurable value function is also referred to as a cardinal value function {refer
to Dyer and Sarin (1976) and Kirkwood (1997)).
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select O, in the interval 0.05< p,, <0.15. A less risk averse decision-maker might select p,,
in the interval 0.15< p,, <1. As p,, becomes increasingly large the decision-maker becomes
increasingly risk neutral and the power-additive utility function approaches a straight line. Here,
the expected value of the value function can be used to rank alternatives . Figure 9 presents
families of power-additive utility functions for various p,, and for increasing preferences.

From the
Left-Most Cutve
2.,=0.05
2,=0.10
2,=0.15
=025
P =0.50

of v

Multiattribute
Risk Tolerance

Figure 9. Families of Power-Additive Utility Functions [Garvey, 2008]

Preference theory and subjective expected utility theory grew in prominence as a mathematical
foundation for a theory of rational choice. With this, it became increasingly necessary to
understand its conjunction with human behavior relative to decision-making under uncertainty.

By the 1950s, decision theory joined with behavioral science through the works of Ward Edwards
and his graduate student Detlof von Winterfeldt. Two influential papers written by Edwards in
1954 and 1961 introduced vINM utility theory for the first time to the field of psychology.

From these papers, an entirely new branch of study called behavioral decision theory emerged.
Behavioral scientists began to study whether human behavior followed the views of vNM utility
theory. Today, the findings remain somewhat mixed. Nonetheless, Edward’s brought a behavioral
science view to the topic of rational choice and human decision-making. His many contributions
included identifying that persons have preference structures for probabilities and not just for
utilities [von Winterfeldt, Edwards, 1986]. Consider the following from Fishburn (1989).

“In early work on the psychology of probability, Edwards observed that people's betting
behavior reveals preferences among probabilities. For example, given monetary gambles with
equal expected values, subjects consistently liked bets with win probability 1/2 and avoided
bets with win probability 3/4. Moreover, these probability preferences were reversed in the loss
domain, were insensitive to the amounts involved, and could not be explained by curved utility
functions” [Fishburn, 1989, p. 381].

* This is whete the expected value of an outcome would equal its expected utility; hence, either decision rule would be
a rational basis for the choice under consideration.
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Engineering Risk Management

The intellectual groundwork just described has natural extensions to engineering systems, how
they are managed and their risks assessed. Successfully engineering today’s systems requires
deliberate and continuous attention to the management of risk. Managing risk is an activity
designed to improve the chance these systems will be completed within cost, on time, and meet
safety and performance objectives.

As mentioned earlier, the study of risk is the study of chance and the study of choice. In
engineering a system, risk is the chance an event occurs with unwanted consequences on the
system’s cost, schedule, or performance. Furthermore, choices must be made on where to allocate
resources to manage risks such that, if they occur, their consequences to the system are eliminated
or reduced to acceptable levels.

Until the mid-1970s, risk analyses in engineering systems were often informal and characterized
by ad hoc collections of qualitative approaches. However, by 1975 qualitative approaches began
to be replaced with increasingly insightful quantitative methods. One such method became known
as Quantitative Risk Assessment (QRA)‘.

A founder of QRA was Stan Kaplan, an engineer and applied mathematician who first used the
technique to analyze risks associated with engineering and operating nuclear power plants. For
this, Kaplan gave a definition of “risk” consistent with past scholarship but in a context specific
to engineering systems. Kaplan (1997) states that risk analyses in general, and specifically in
engineering systems, really involve answering three questions [Kaplan, 1997, p. 408]. They are:

“What can happen?”
“How likely is that to happen?”

“If it happens what ave the consequences™?
These questions became known as Kaplan’s triplet. This is represented by the expression
Risk = {Scenario, Probability, Consequence)

where Scenario, Probability, and Consequence reflect these first, second, and third questions,
respectively.

A hallmark of QRA is the idea of evidence-based decision-making. Here, Kaplan writes when
dealing with an expert one should never ask for his opinion. Instead, we want his experience, his
information, and his evidence [Kaplan, 1997]. This includes expert-driven evidence-based
probabilities, the second component of Kaplan’s triplet.

The impetus for this aspect of QRA is rooted in the views of probability expressed by Ramsey, de
Finetti, and Savage, as well as from E. T. Jaynes who wrote extensively on probability as a theory
of logic.

" Quantitalive Risk Assessment (QRA) is also known as Probabilistic Risk Assessment (PRA).
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“Probabilities need not correspond to physical causal influences or propensities affecting mass
phenomena. Probability theory is far more useful if we recognize that probabilities express
fundamentally logical inferences pertaining to individual cases” [Jaynes, 1988, p. 1].

“In our simplest everyday inferences, in or out of science, it has always been clear that two events
may be physically independent without being logically independent; or put differently, they may
be logically dependent without being physically dependent. From the sound of raindrops striking
my window pane, I infer the likely existence of clouds over-head

P(Clouds |Sound ) = 1

although the sound of raindrops is not a physical causative agent producing clouds. From the
unearthing of bones in Wyoming we infer the existence of dinosaurs long ago:

P(Dinosaus | Bones) = 1

although the digging of the bones is not the physical cause of the dinosaurs. Yet conventional
probability theory cannot account for such simple inferences, which we all make constantly and
which are obviously justified. As noted, it rationalizes this failure by claiming that probability
theory expresses partial physical causation and does not apply to the individual case™ {Jaynes,
1988, p. 14].

“But if we are to be denied the use of probability theory not only for problems of reasoning
about the individual case; but also for problems where the cogent information does not happen
to be about a physical cause or a frequency, we shall be obliged to invent arbitrary ad hockeries
for dealing with virtually all real problems of inference; as indeed the orthodox school of
thought has done. Therefore, if it should turn out that probability theory used as logic is, after
all, the unique, consistent tool for dealing with such problems, a viewpoint which denies this
applicability on ideological grounds would represent a disastrous error of judgment, which
deprives probability theory of virtually all its real value and even worse, deprives science of the
proper means to deal with its problems” [Jaynes, 1988, p. 14].

The QRA approach emphasized the importance of scenario-driven risk analyses and the
integration of probability and consequence measures with cost-benefit-risk tradeoffs to derive
optimal risk reduction cheoices among competing courses-of-action. Early QRA applications
focused on quantifying risks to public safety by certain types of engineering systems, such as
nuclear power systems. As QRA methods improved, so did the breadth of their applications to
broader types of engineering systems.

The text Risk Modeling, Assessment, and Management |Haimes, 1998, 2004] was a major
contribution in the extension of risk analysis methods to the broader engineering systems
community, Innovations by Haimes were many. Among them were extensions of Keeney-Raiffa
decision theory to enable the study of tradeoffs between risks with multi-consequential impacts to
an engineering system. [n addition, Haimes was an early author of engineering risk management
methods and ways for them to integrate into the processes and practices of project management.
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Summary

“You've got fo be very carefud if you don’t know
where you're going, because you might not get there”
Lawrence Peter “Yogi” Berra, American Baseball Plaver (b. 1923)

The literature on risk and decision analysis has deep roots in philosophies of logic, probability,
and theories of rational choice. Despite discordant views on elemental issues (i.e., Does
probability exist? Can wtility functions represent human preference?) it nonetheless illuminates
the merits of competing alternatives, especially where interactions and tradeoffs between them
would otherwise not be visible.

Bertalanffy recognized vNM utility theory as concerned with the “behavior of supposedly
“rational” players to obtain maximal gains and minimal losses by appropriate strategies against
the other player (or nature). Hence, it concerns essentially a “system” of antagonistic “forces”
with specifications™ [Bertalanffy, 1968, p. 22].

One can apply Bertalanffy’s view to risk management in engineering systems. Here, risk
management is concerned with the behavior of supposedly rational decision-makers to field
systems that maximally achieve outcome objectives and while minimizing failure to do so.
Appropriate strategies (i.e., risk mitigation approaches) are taken against risks (“the other
player”) that threaten success. Hence, an engineering system’s manager is always concerned with
managing successfully through a “system™ of antagonistic “forces”.

Thus, one may view risk and decision analysis as very much a systems science, as recognized by
Bertanlaffy. 1t follows that risk management in engineering systems is also a systems science —
one that necessitates taking and benefits from a “whole systems” perspective. Such a perspective
is needed not only for systems of systems and enterprise systems but for traditional systems as
well.

Built upon this view, this research formulates an analytical framework and computational model
for assessing risk in engineering enterprise systems from a whole systems perspective. It’s a topic
at the interface between risk management methods in engineering traditional systems with those
needed in engineering enterprises.

Recognizing this interface and addressing its risk analytic challenges is a key contribution of this
research, It is an essential step in creating new methods and new practices uniquely designed to
successfully manage risk in engineering enterprise systems.

N. W. Dougherty, president of the American Society for Engineering Education (1954 — 1955),
once said “the ideal engineer is a composite.. he is not a scientist, he is not a mathematician, he
is not a sociologist or a writer; but he may use the knowledge and techniques of any or all of
these disciplines in solving engineering problems”. That was true then and is even truer in
engineering today’s sophisticated, complex, and highly networked engineering systems.
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RESEARCH OBJECTIVES AND CONTRIBUTIONS

The objective of this research is to address the engineering management problem of how to
represent, model, and measure risk in large-scale, complex, systems engineered to function in
enterprise-wide environments. This was accomplished by formulating an analytical framework
and computational model for assessing risk in engineering enterprise systems.

Achieving this objective extends current practice in the management of risk for traditional
systems and created new constructs and new protocols for the management of risk in engineering
enterprise systems. This work advances engineering management theory and practice in ways that
include the following:

» Structuring the enterprise systems engineering problem space that enables capability-based
risk analyses to be conducted by representing this space via a supplier-provider metaphor.

» Developing mathematical protocols for measuring risk within structures of capability
portfolios, where portfolios collectively deliver capability to users served by the enterprise.
This includes new ways to compose risk probability and consequence assessments into
utility measures that will also permit traceability of risk-driving events affecting the
enterprise.

o Applying advanced decision-theoretic algorithms to measure risk criticality as a function of
these measures and capability dependencies present in a portfolio.

 Designing new measurement protocols to capture capability dependency risks and risk co-
relationships that may exist in an enterprise. These protocols are called the Risk Co-
Relationship (RCR) Index and the Functional Dependency Network Analysts (FDNA)
approach. They are distinguished as follows:

The Risk Co-Relationship (RCR) Index is a new management metric that measures and
traces risk inheritance and its collateral effects across an enterprise.

The Functional Dependency Network Analysis (FDNA) approach is a new techmigue
employing graph theory concepts to measure the operability/inoperability of capability if,
due to risks, one or more enabling suppliers in the supplier-provider chains degrade, fail,
or are eliminated.

¢ Demonstrating how the these formalisms integrate with investment decision methods that
determine optimum, or satisficing, strategies on where resources are best allocated to
reduce (or eliminate) risks that threaten capability outcome objectives.

Dissertation Research Problem Areas
This dissertation focused on five core problem areas. Solution approaches were developed for

each area in the form of analytic methodologies.

There is an implied sequence to each problem area. The first establishes a framework within
which to study systems engineering risk theory and how it extends to the enterprise problem.
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Solutions to subsequent problem areas are built upon this framework. These results then come
together to form an overall analytical framework and computational model designed to measure
risk in large-scale, complex, systems engineered to function in enterprise-wide environments.

Problem Area 1
Describe and structure the risk management problem space as it relates to engineering enterprise
systems from a capability portfolio perspective.

This area focused on bringing conceptual understandings of engineering enterprise systems into a
framework where risk management theory and practice can be studied and new formalisms
created. This problem area falls at the interface between traditional approaches and frameworks
developed for engineering systems of systems and enterprise systems.

Describing and structuring the enterprise engineering problem space in ways that enable
capability-based risk analyses is an original contribution to current risk management practice.
Viewing this space via a supplier-provider metaphor and formulating risk measurement protocols
within that structure takes advantage of an existing management paradigm that breaks capability
portfolios into mission-to-task decomposition trees.

Although the use of a decomposition tree is an existing framework in portfolio analyses its use in
risk management is new. However, instead of creating mission-to-task trees this research builds
capability-to-supplier trees which are essentially mathematical graphs. Algorithms are then
designed to operate on these graphs that produce various measures of capability risk.

Problem Area 2

Develop mathematical protocols for measuring risk within structures of capability portfolios,
where these portfolios collectively deliver capability to consumers served by the enterprise.
Create measurement formalisms that account for, and track, multiple sources where risks to
capabilities originate.

This area focused on creating specific measurement scales, computational algebras, and unique
value function formulations to measure capability risk. Elements from mathematical graph theory
are used to represent a capability portfolio’s supplier-provider topology. Developing these
protocols advances engineering management theory and practice as it relates to the objectives of
this dissertation. Presently, there are no published protocols for quantifying capability risk in the
context of portfolios that define an enterprise.

Problem Area 3

Apply decision-theoretic algorithms for ranking risk criticality as a function of the measures
deveioped in Problem Area 2 and capability dependencies in a portfolio. This area focused on
applying advanced ranking algorithms to capture each risk’s multi-consequential impacts and
dependencies that may exist across an emerprise.

The significance of solutions to this problem area is the innovation in applying advanced ranking
protocols for managing risk in engineering enterprise systems. This provides decision-makers a
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logical and rational basis for addressing the choice problem of selecting which capability risks to
lessen, or eliminate, as a function of their criticality to the portfolio and to the enterprise.

Problem Area 4
Develop protocols for capturing and measuring vertical and horizontal dependencies between

capabilities within a portfolio and across a portfolio’s supplier-provider topology.

This area focused on developing ways to represent and measure capability dependencies in
engineering enterprise systems as a critically important aspect of enterprise risk management. The
importance of this problem is many-fold. Primary is enabling management to study ripple effects
of failure in one capability on other dependent capabilities. Offering ways to study these effects
enables engineers to design for minimizing dependency risks that, if realized, have cascading
negative impacts on the ability of an enterprise to deliver services to consumers.

This work introduces to the community a new management metric called the Risk Co-
Relationship (RCR) index. The index provides a way toc address the question: How risk-dependent
are capabilities so threats to them can be discovered before contributing programs (e.g.,
suppliers) degrade, fail, o are eliminated? Its purpose is to signal where risk reducing
opportunities exist to minimize dependency risks that, if realized, can have cascading negative
effects on the ability of an enterprise to deliver capabilities and services to users.

This work also introduces to the community a new technique called Functional Dependency
Network Analysis (FDNA). The FDNA approach enables the engineering community to address
the question: What is the effect on the operability of capability if one or more contributing
program (e.g., suppliers) or supplier-provider chains degrade, fail, or are eliminated?

Problem Area 5

Bring together research and solution approaches developed in the preceding problem areas into a
coherent approach for representing, modeling, and measuring risk in engineering large-scale,
complex, systems designed to function in enterprise-wide environments.

With the completion of this problem, the engineering management and systems engineering
community has a generalized framework and computational model for the analysis of risk in
engineering enterprise systems. This provides decision-makers formal ways to model and
measure enterprise-wide risks, their potential multi-consequential impacts, dependencies, and
their rippling effects within and beyond enterprise “boundaries”. Management is enabled with
analytic methods to develop holistic views of risks so capabilities and enterprise-wide outcomes
can be achieved.
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Research Problem Area Relationships

This section explains why these problems areas were chosen for the dissertation, how they relate
to each other, and how they relate to processes common to traditional systems engineering risk
management. Consider Figure 10.

In Figure 10, these research problems provide a bridge between risk management processes
common to traditional systems with those needed for, non-traditional, enterprise systems.
Problem Area | is the base of the research. From an enterprise engineering risk management
perspective, Problem Area 1 is a close equivalent to the process for identifving risk in engineering
traditionat systems.

Shown later, Problem Area | applies a supply-chain metaphor to represent an enterprise by
capability portfolios. Here, each portfolio is expressed as mathematical graph. This graph shows
how capabilities, provided to the enterprise by a specific portfolio, are enabled by contributions
from specific programs and technologies. These programs and technologies are the suppliers in
this chain. They are also a major source for identifying risks to capabilities, since capability risks
that may negatively affect an enterprise are driven, in large part, by risks faced by their suppliers.

Problem Areas 2 and 4 combine into the next level up the diagram, in Figure 10. From an
enterprise engineering risk management perspective, these areas form a close equivalent to the
process for analyzing risk in engineering traditional systems.

Problem Areas 2 and 4 apply findings from Problem Area 1 to design mathematical formulas that
generate measures of capability risk for each capability in the “supplier-provider” graph of an
enterprise’s portfolio. Dependency relationships associated with risk inheritance and capability
operability interactions are also captured.

Problem Area 3 is the next level up the diagram, in Figure 10. From an enterprise engineering
risk management perspective, Problem Area 3 is a close equivalent to the process for prioritizing
risk in engineering traditional systems.

Problem Area 3 uses capability risk measures, just discussed, as inputs into advanced ranking
algorithms to isolate which capabilities, in a portfolio, are most risk-threatened. This enables
management to target risk reduction resources in ways that optimally reduce threats posed by
risks to critical enterprise capabilities.

Problem Area 4 is at the top of Figure 10. From an enterprise engineering risk management
perspective, Problem Area 4 is a close equivalent to the process for managing risk in engineering
traditional systems. Problem Area 4 models and measures the critical consideration of
dependencies in engineering enterprise systems. As mentioned earlier, two types of dependencics
exist in this problem space.
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Integration Path of Problem Area Research:
Leads to Overall Analytic Framework
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Figure 10. Research Problem Area Relationships

One dependency is risk inheritance; that is, how risk-dependent are capabilities so threats to them
can be discovered before contributing programs (e.g., suppliers) degrade, fail, or are eliminated?
The other dependency is operational dependence; that is, what is the effect on the operability of
capability if one or more contributing program (e.g., suppliers) or supplier-provider chains
degrade, fail, or are eliminated?

Factoring dependency considerations into the protocols presented in this dissertation enables the
proper management of enterprise risk; specifically, investment decistons on where to target risk
reduction resources in ways that optimally reduce threats posed by dependencies between risks,
and capability operability, within and across portfolios of an enterprise.

Problem Area 5 is the completion of this research. It is outside the “pyramid” in Figure 10
because it is an “integrating activity” of the preceding problems; that is, Problem Area 5
integrates the findings and analytics developed in Problem Areas 1-4 into a coherent analytical
framework for risk analysis and management in the context of engineering enterprise systems.
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Dissertation Research Contributions Summary
This research contributes to the engineering systems community across three dimensions; namely,
General, Technical, and Literature. A summary of these contributions is shown in Figure 11.

GENERAL

Publication opporturities in peer-reviewed journals include
those in the systems engineering, engineering management,
and the sk and decision sciences domains

fniernational Council on Systems Fngineering Joumal: Insight
fnternational fournal of System of Systems Ingineering
Mititary Operaiions Research Socieny (MORS) Jowrnal
ASEM Engineermg Mandgement Journal

Society af Risk Analysiz (SRA) Jowrnal

INFOHAME Decision Anatysis Jovrnal

IEER Lngineering Management

Structuring the enterprise systems engineering problem
space that enables capability-based risk analyses
Modeling this space via a supplier-provider metaphor;
farmulating risk probability-consequence measurement
protocols within this structure that permits full traceability
of risks and risk-driving events affecting the enterprise
Measurement pretocols that capture risk and operational
dependencies that may exist in an enterprise

Extensibility of the aliove inte other domains, such as
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CHAPTER 11

ENGINEERING ENTERPRISE SYSTEMS

INTRODUCTION

The section introduces enterprise systems, how their engineering is planned, and the environ-
ments within which they operate. This provides context for discussions about risk in engineering
enterprise systems and how risk management theory and practice apply.

Enterprise systems engineering (ESE) is an emerging discipline. It encompasses and extends
traditional systems engineering (TSE) to create and evolve webs of systems that deliver
capabilities via services, data, and applications through a rich network of information and
communications technologies. Enterprise environments {(such as the internet) offer users
ubiquitous, cross-boundary, access to a wide-variety of services, applications, and information
repositories.

Today, we're in the early stage of understanding how systems engineering, engineering
management, and social science weave together to create systems that live and evolve in
enterprise environments. This section discusses some of these understandings, specifically as they
pertain to risk management. The analytical practices discussed will themselves evolve as the
community gains experience and knowledge about engineering in the enferprise problem space.

Engineering today’s systems is a sophisticated, complex, and resource intensive undertaking.
Increasingly, systems are being engineered by bringing together many separate systems which, as
a whole, provide an overall capability otherwise not possible. Many systems no longer physically
exist within clearly defined boundaries; rather, systems are more and more geographically and
spatially distributed and interconnected through a rich and sophisticated set of networks and
communications technologies.

These large-scale enterprise systems operate to satisfy large, and dynamically changing, user
populations, stakeholders, and communities of interest. It is no longer enough to find just
technology solutions to the engineering of these systems. Solutions must be adaptable to change
in the enterprise, balanced with respect to expected capability outcomes and performance, while
also considering the social, political, and economic constraints within which they’ll operate and
change over time.

In an enterprise context, risk management is envisioned as an integration of people, processes,
and tools that together ensure the early identification and resolution of risks. The goal is to
provide decision-makers an enterprise-wide understanding of risks, their potential consequences,
interdependencies, and rippling effects within and beyond enterprise boundaries. Ultimately, risk
management aims to establish and maintain a holistic view of risks across the enterprise, so
capabilities and performance objectives are achieved via risk-informed resource and investment
decisions.
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THE ENTERPRISE ENGINEERING PROBLEM SPACE

As mentioned earlier, today’s systems are continually increasing in scale and complexity. Today,
more and more defense systems, transportation systems, financial systems, and human services
systems network ubiquitously across boundaries and seamlessly interface with users, information
repositories, applications, and services. These systems can be considered, in one sense, an
enterprise of people, processes, technologies, and organizations.

A distinguishing feature of enterprise systems is not only their technologies but the way users
interface with them and each other. New challenges are present in how to design and engineer
these systems, and their interfaces, from human, social, political, and managerial dimensions
[Allen, Nightingale, Murman, 2004]. To address these challenges the engineering and social
sciences are joining together in ways not previously seen, when planning and evolving the design,
development, and operation of these large-scale and highly networked systems.

This section discusses the enterprise problem space and systems thinking within that space. The
materials that follow derive from a perspectives paper on enterprise engineering, written by
George Rebovich, Jr. of The MITRE Corporation .

The Enterprise [Rebovich, 2005]

In a broad context, an enterprise is an entity comprised of interdependent resources that interact
with each other and their environment to achieve goals. A way to view an enterprise is illustrated
in Figure 13.

Environment

¥

Technology:.

Koot

Figure 13. An Enterprise and tts Environment

Enterprise

Here, resources include people, processes, organizations, technologies, and funding. Interactions
include coordinating functions or operations, exchanging data or information, accessing
applications or services.

Historically, systems engineering has focused on the technologies which have enabled the
development of the piece parts — the systems and subsystems embedded in the enterprise. Modern

* Permission has been granted to excerpt materials from the paper “Enterprise Systems Engincering Theory and
Practice, Volume 2: Systems Thinking for the Enterprise: New and Emerging Perspeclives”, authored by Rebovich,
George, Ir.. MP 050000043, November 2005, © 2005 The MITRE Corporation, All Rights Reserved.
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systems thinkers [Gharajedaghi, 1999] are increasingly taking a holistic view of an enterprise.
Here, an enterprise can be characterized by the following:

« A multi-minded, socio-cultural entity, comprised of a voluntary association of members who
can choose their goals and means,

s An entity whose members share values embedded in a (largely common) culture,
» Having the attributes of a purposeful entity, and

+ An entity whose performance improves through alignment of purposes across its multiple
levels.

There is a nested nature to many enterprises. At every level, except at the very top and bottom, an
enterprise itself is part of a larger enterprise and contains sub-enterprises, each with its own
people, processes, technologies, funding and other resources. Nesting within an enterprise can be
illustrated by a set of US Air Force programs shown in Figure 14. Here, the family of Airborne
Early Warning and Control (AEW&C) systems is an enterprise which is nested in the Command
and Control (C2} Constellation enterprise which is nested in the Air Force C2 enterprise.

AF C2 Enterprise

C2 Constellation

AEWAC

Figure 14. Nested Nature of Enterprises

Alignment of purposes across the levels of the enterprise can improve overall enterprise
performance. The sub-enterprises contribute to the outcomes or goals of the containing enterprise.
This view has profound implications for how systems engineers must think about their activities —
that they are inexorably linked to the enterprise and its operations as a whole.

For example, at the AEW&C system program level, the view must be that an AEW&C system
builds an air picture that serves the higher goal of achieving situation awareness within the C2
Constellation. This requires the AEW&C systems engineer to ask (and answer) how the AEW&C
piece parts being developed serve situation awareness in the C2 Constellation in additton to how
they serve the AEW&C system specification.
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At the next level, the view must be that the C2 Constellation develops integrated capabilities to
serve the higher goal of providing net-centric C2 for the Air Force C2 Enterprise. The implication
is that the systems engineer must address how the C2 Constellation piece parts serve the Air
Force C2 Enterprise, in addition to how they serve the C2 Constellation.

At the highest level in this example the view must be that the Air Force C2 Enterprise develops
Air Force net-centric capabilities to serve the higher goal of providing net-centric C2 for the
Joint/Coalition C2 Enterprise. The implication is that the systems engineer must address how the
Air Force C2 Enterprise piece parts serve joint and coalition net-centric C2 in addition to how
they serve the Air Force C2.

This discussion Jeads to an operational definition of enterprise viewed from the perspective of an
individual (system engineer or other participant) or team in the enterprise. It aims to answer the
question, “what is my {our) enterprise?” The enterprise, then, can be viewed as a set of
interdependent elements (systems and resources) that a participating actor or actors either control
or influence.

This definition of enterprise is a virtual construct that depends on the make-up, authority, and
roles of the participating actors in a community of interest. For example, the program team of a
system managed by one organization may have virtual control of most engineering decisions
being made on the system’s day-to-day development activities. If the system is required to be
compliant with technical standards developed by an external agency, the program team may have
representation on the standards team but that representation is one voice of many and so the
standard is a program element or variable the program team can influence but not control.

The implication is that all actors or teams in an enterprise setting should know their enterprise and
be aware of which enterprise elements or variables they control, which they influence, and which
they neither control nor influence. In general, environmental elements or factors cannot be
controlled or influenced. But the individual or project team may very well need to be aware of
and understand the implications of such environmental factors.

In an enterprise context, risk management is an integration of people, processes, and tools that
ensure the early and continuous identification and resolution of risks that threaten enterprise
capabilities or user-accessed services. The goal is to provide decision-makers an enterprise-wide
understanding of capability risks’, their potential consequences, interdependencies, and rippling
effects within and beyond enterprise boundaries. Ultimately, risk management aims to establish
and maintain a holistic view of risks across the enterprise, so capabilities and performance
objectives are achieved via risk-informed resource and investment decisions.

* Societal consequences of tisks realized from engineering systems (€.g., nuclear. transportation, financial systems)
have been studied and published by Murphy and Gardoni [Murphy, Gardoni, 2006}. Their work relatcs notions of
capability risks to their potential impacts on the capacity of socio-political structures to operate and on the ability of
individuals to function within their respective social-political environments,
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CAPABILITY PORTFOLIO PERSPECTIVES

What events threaten the delivery of capabilities needed to successfully advance enterprise goals
and mission outcomes? If these events oceur, how serious are their impacts? How can the
progress of management plans, aimed at minimizing their impacts, be monitored? How can risk
be considered in resource planning and investment decision-making?

Questions such as these arise when planning, executing, and managing the engineering of large-
scale, enterprise-wide, systems. Addressing these questions involves not only engineering and
technology dimensions but human-social-system interactions as well.

Enterprise risk management differs from traditional systems engineering risk management in the
expanse of the consequence space within which risks affect enterprise goals, mission outcomes,
or ¢apabilities. In a traditional system, the consequence space is usually focused on the extent
risks negatively affect the system’s cost, schedule, and technical performance. Enterprise risk
management necessitates broadening the scope of this space. Identifying and evaluating higher-
level effects (or consequences) are critical considerations in decisions on where to allocate
resources to manage enterprise risks.

A Capability Portfolio View

One way management plans for engineering an enterprise is to create capability portfolios of
technology programs and initiatives that, when synchronized, will deliver time-phased
capabilitics that advance enterprise goals and mission outcomes. Thus, a capability porifolic is a
time dynamic organizing construct to deliver capabilities across specified epochs.

Creating capability portfolios is a complex management and engineering analysis activity. In the
systems engineering community, there is a large body of literature on portfolio analysis and
investment decision management applied to the acquisition of today’s advanced systems. This
topic, however, is outside the scope of this dissertation. Instead, the following is focused on
applying risk management practices within a generic model of capability portfolios, already
defined to deliver capabilities to an enterprise. Figure 15 presents a view of such a model.

State where enterprise goals and missions eperate
through a ubiguitous interaction of users, systems,

ies, applications, and services
Enterprise Goals &technopgles. pelications, '

Mission Outcomes

LL L

Specified capabilities needed by stakeholders or end-
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o elemme in Ehese “cl 4 ;o
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3 Portfolio D l i variety of influence
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[+
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Figure 15. An Enterprise and its Capability Portfolios
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In Figure 15, the lowest-level is the family of capability portfolios. What does a capability
portfolio look like?

An example is shown in Figure 16. Presented is an inside-look at a capability portfolio from a
capability-to-functionality view. Figure 16 derives from a capability portfolio for network
operations [OSD, 2005]. This is one among many capability portfolics designed to deliver
capabilities to the Department of Defense (DOD) Global Information Grid [Government
Accountability Office (GAQ), 2004].

Tler 1: Capatbllity Portfolle Level i
i e.g., Portfolio A
M
Capability Portfolio

Mot b Cliifed Noafos
Tier 2; Capability Areas \

Netwark Int tl Enterprise ... Communicatians
Manag A Services and Applicatons

Tier 3: Capabllitles
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and information assured unctions an scalable and
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Functionality provides smart Funciionallty provid Functionality enabies the capture, Functlonality
management f tasking for the capture of create, and disglay of prevents the
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perabh fi ted from the prisa mallclous code or
source data from : : other malfaasance
sensors and other within the Smart
nput areas Environment

Figure 16. A Capability Portfolio for Network Operations [OSD, 2005]
(e.g., Capabilities Delivered by 20xx)

Given this, a capability portfolio can be represented in a hierarchical structure. At the top is the
capability portfolio itself. Consider this the Tier 1 level. The next tier down the hierarchy presents
capability areas, such as Network Management, Information Assurance, and so forth.

These Tier 2 elements depict the functional domains which characterize the capability portfolio.
Tier 3 is the collection of capabilities the portfolio must deliver by a specified epoch (e.g., 20xx).
Here, a capability can be defined as the ability to achieve an effect to a standard under specified
conditions using multiple combinations of means and ways to perform a set of tasks [OSD, 2005].
Tier 4 is the functionality that must integrate together to achieve capability outcomes.

For example, consider the capability portfolio in Figure 16. The Tier 3 capability Ability to create
and produce information in on assured environment refers to the ability to collect data and
transform it into information, while also providing end-to-end protection to assure the availability
of information and validating its integrity [OSD, 2005].

Suppose this capability advances toward outcome goals when functionality is delivered that
ensure the Capture of timely, relevant, interoperable source data from sensors and other input
areas. Suppose this functionality contributes to this capability’s outcome when the Zime for
information change to be posted and/or subscribers notified “< | minute”” [OSD, 2005].
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Later, we will use this information and show how a hierarchical representation of a capability
portfolio can be used as a modeling framework within which risks can be assessed and capability
portfolio risk measures derived. In preparation for this, we first consider a capability portfolio
from a supplier-provider context.

Supplier-Provider Concept

Once a capability portfolio’s hierarchy and its elements are defined it is managed by a team to
ensure its collection of technology programs and technology initiatives combine in ways to
deliver one or more capabilities to the enterprise. Thus, one can take a supplier-provider view of a
capability portfolio. This is illustrated in Figure 17.
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Figure 17. A Supplier-Provider View
(e.g., Capabilities Delivered by 20xx)

Here, a capability portfolio can be viewed as the provider charged with delivering time-phased
capabilities to the enterprise. Technology programs and technology initiatives aligned to, and
synchronized with, the capability portfolio supply the functionality needed to achieve the
provider’s capability outcomes.

The supplier-provider view offers a way to examine a capability portfolio from a risk-perspective.
Look again at Figures 15, 16, and 17. We have enterprise goals and mission outcomes dependent
on capability portfolios successfully delivering required capabilities. Next, we have capability
portfolios dependent on programs and technologies successfully delivering functionality that
enables these capabilities. Thus, major sources of risk originate from the suppliers to these
capability portfolios.

Supplier risks include unrealistic schedule demands placed on them by portfolio needs or placed

by suppliers on thetr vendors. Supplier risks include premature use of technologies, including the
deployment of technologies not adequately tested.
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Dependencies amongst suppliers can generate a host of risks, especially when a problem with one
supplier generates a series of problems with others. Economic conditions can always threaten
business stability or the business viability of suppliers and vendors. Unfaverable funding or
political influences outside an enterprise can adversely affect its capability portfolios, its
suppliers, or the supplier-vendor chains in ways that threaten the realization of enterprise goals
and mission outcomes.

These issues are important risk considerations to any engineering system. However, they are a
more present and persistent concern in the management of risk in engineering enterprise systems,
especially those acquired by supplier-provider models.

The research in this dissertation will use these views or structures and show how a hierarchical
representation of a capability portfolio can serve as a modeling or analytical framework within
which risks can be assessed and capability portfolio risk measures derived.

The following presents an analytical framework within which to structure capability portfolio risk
assessments. This framework can be extended to a generalized logical-model — one where
capability portfolio risk assessments combine to measure and trace their integrative effects on
engineering an enterprise system.
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CHAPTER II1

A RISK ANALYTIC FRAMEWORK

INTRODUCTION

This chapter describes the structure of the risk management problem space as it relates to
engineering enterprise systems from a capability portfolio perspective. It presents a solution
approach to Problem Areas 1 and 2, as defined in Chapter 1.

This aspect of the dissertation’s research is at the interface between risk analytic approaches for
engineering traditional systems with those needed for engineering enterprise systems. Addressing
this area is a necessary first step.

Shown in this chapter, the enterprise problem space is represented by a supplier-provider
metaphor in the form of a mathematical graph. This graph is a topology of nodes that depict
supplier-provider-capability relationships unigue to a capability portfolio.

Within this topology, mathematical rules are designed that operate on these relationships to
generate measures of capability risk. A definition of capability risk is provided that considers the
occurrence probabilities and consequences of risks that threaten capability. In this context,
consequence is evaluated according to a capability’s ability o achieve its outcome objectives for
the portfolio and ultimately for the enterprise.

A FRAMEWORK FOR REPRESENTING CAPABILITY RISK

When a capability portfolio can be represented in a hierarchical structure it offers a modeling
framework within which risks can be assessed and capability risk measures derived. Examples are
shown by the hierarchies in Figure 16 and Figure 17. What is meant by capability risk? In the
context of a capability portfolio, we define capability risk as a measure of the chance and the
consequence that a planned capability, defined within a portfolio’s envelope, will not meet
intended outcomes by its scheduled delivery date.

First, we’ll design algebraic rules for computing risk measures within a segment of a capability
portfolio’s hierarchy. Then, we will show how to extend these computations to operate across a
capability portfolio’s fully specified hicrarchy. This will involve a series of roll-up calculations.
Shown will be risk measure (risk score} computations that originate from leaf nodes, which will
then roll-up to measure the risks of parent nodes, which will then roll-up to measure the risk of
the capability portfolio itself (i.e., the root node level).

When a capability portfolio can be represented in the form of a hierarchy, decision-makers are
provided the trace basis and the event drivers behind all risk measures derived for any node at any
level in the hierarchy. From this, management has visibility and supporting rationales for
identifying where resources are best allocated to reduce (or eliminate) risk events that threaten the
success of the capability portfolio’s goals and capability outcome objectives.
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AN ALGEBRA FOR COMPUTING CAPABILITY RISK

In a capability portfolio’s hierarchical structure, each element in the hierarchy is referred to as a
node. The top-most node is the roof node. In Figure 16 or Figure 17 the root node represents the
capability portfolio itself, which, in this case, is the Network Operations Capability Portfolio. A
parent node is one with lower-level nodes coming from it. These lower-level nodes are called
child nodes to that parent node. Nodes that terminate in the structure are called leaf nodes. Leaf
nodes are terminal nodes in that they have no children coming from them.

In the context of a hierarchy, leaf nodes are terminal nodes that originate from supplier nodes.
Here, leaf nodes are risk events associated with supplier nodes. Thus, the risk measures (risk
scores) of leaf nodes drive the risk measures of supplier nodes. The risk measures (risk scores) of
supplier nodes drive the risk measures of their parent nodes. The risk measures (risk scores) of
parent nodes drive the risk measures of their parent nodes, and so forth. Hence, risk measures
(risk scores) computed for all nodes originate from risk measures derived for leaf nodes. This
ripple-in-the-pond effect is reflective of capability portfolio risk management when taking a
supplier-provider view.

Risks that trace to suppliers are a major source of risk to the portfolio’s ability to deliver
capability to the enterprise. However, it is important to recognize that suppliers are not the only
source of risk. Risks external to a capability portfolio’s supplier-provider envelope are very real
concerns. Risk sources outside this envelope must also be considered when designing and
implementing a formal risk management program for a capability portfolio or family of capability
portfolios.

Figure 18 shows a Tier 3 capability from the portfolio in Figure 17. For convenience we’ve
numbered the nodes as shown. Figure 18 shows three supplier nodes responsible for contributing
to Functionality 3.22 — one of four functions needed for Capability 3.2 to be delivered as planned.
Functionality node 3.22 is a parent node to the supplier nodes EWXT, QSAT, and S-RAD.

Two of these supplier nodes are technology programs. One supplier node is a technology
initiative. In practice, this distinction can be important. A technology program is often an
engineering system acquisition — one characterized by formal contracting, well-defined
requirements, and adherence to engineering standards and program management protocols. A
technology initiative is often targeted at developing a specific technology for an engineering
system or for an appropriate user community. An example might be the development of advanced
encryption technology for the information assurance community.

Whether supplier nodes are technology programs or technology initiatives, they exist in a
capability portfelio because of their contributions to parent nodes. Seen from the portfolio
perspectives in Figure 17 and Figure 18, functionality nodes are the parent nodes to these supplier
nodes, Here, supplier node contributions integrate in ways that enable functionality. nodes.
Functionality nodes integrate in ways that enable their corresponding capability nodes —
capabilities the portfolio is expected to successfully deliver to the enterprise.
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A Tier 3 Capability
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Figure 18. A Tier 3 Capability From the Portfolio in Figure 17

At the supplier-level, we define contribution by a supplier node as that which advances the
capability portfolio’s ability to provide capability that meets the needs of the portfolio’s
consumers. A supplier’s contribution to its parent node (e.g., a functionality node) could be in
many forms and include technologies, engineering analyses, or software applications.

At the supplier-level, risk events can have adverse consequences on the cost, schedule, or
technical performance of the supplier’s contribution(s) to its parent node, such as a functionality
node in Figure 18. Risk events can also negatively affect a supplier’s programmatic efforts.

Programmatic efforts refer to technical or program-related work products as they support the
supplier’s business, engineering, management, or acquisition practices needed to advance the
outcome objectives of the supplier’s contribution to its parent node (e.g., a functionality node).
Technical or program-related work products include architecture frameworks, engineering
analyses, organizational structures, governance models, and engineering, program, and
acquisition management plans.

In addition, supplier nodes can be negatively affected by political risks, budgetary risks, business,
economic risks, or supplier/vendor viability. These risks not only threaten suppliers but they can
directly threaten functionality or capability nodes at those levels in the capability portfolio’s
hierarchy. Thus, risk events from a capability portfolic perspective are of multiple types with the
potential for multi-consequential impacts on parent nodes located at any level in the hierarchy.,
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Figure 19 shows leaf nodes intended to represent supplier node risk events. These leaf nodes are
labeled R1, R2, R3, etc. These nodes denote risk events that, if they occur, would negatively
affect the supplier node’s contribution to its parent node (Functionality 3.22, in this case).

A Tier 3 Capability
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Figure 19, Capability 3.2 Supplier Risk Set

Risks that threaten supplier node contributions to Functionality 3.22 have “ripple-in-the-pond”
effects on the portfolio’s delivery expectations for Capability 3.2. As we’ll see, risks that affect
Capability 3.2 can have horizontal and vertical effects elsewhere in the portfolio.

Next, we’ll look at the EWXT Technology Program. Suppose eight risks have been identified ~
R1, R2,..., R8. From a capability portfolio perspective, these are only the risk events originating
from the EWXT Program that, if they occur, have negative consequences on the EWXT
Program’s contribution to Functionality 3.22, In this sense, they may not be all the risk events on
the EWXT Program.

In Figure 20, each EWXT risk event is given a color. The color reflects a measure of the risk
event’s severity. In Figure 20, cach risk event happens to be either Red (R) or Yellow (Y).
Suppose the basis for each color derives from a function of each risk event’s occurrence
probability and its impact or consequence.
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L EWXT
Technology

Figure 20. EWXT Technology Program Risk Set (R =Red, Y = Yellow)

Suppose this function is given by Equation 3.1, where the risk measure (or risk score) of risk
event &; (i =12,3,...,n) is defined by

0 < Risk Score(Ri) = RS p; = uy Prob(Ri}+ uaV yypacs (RI) <100 (3.1)

In Equation 3.1, the first term is an assessment of the risk event’s occurrence probability. The
second term is an assessment of its impact severity, assuming the risk occurs, on the contribution
the EWXT Program (a supplier node) is making to Functionality 3.22 (its parent node). The
coefficients 24 and #y are non-negative weights that sum to one,

In Equation 3.1, both terms can be represented as value functions. For example, values for the
first term in Equation 3.1 can derive from a value function for a risk event’s occurrence
probability. Suppose a linear relationship is assumed, as shown in Figure 21. Non-linear
relationships are also possible.

Table 1 offers a value function for the second term in Equation 3.1. This is shown in the form of a
table known as a constructed scale.

Vx(x)
1

0.85

0.65

03

015 X = Probability

0 | L«
0 015 0.35 0.65 0.85 1

Figure 21. A Value Function for Occurrence Probability

Next, we will discuss ways to combine these measures into an overall measure of risk for a
supplier node. Then, we will discuss ways to combine supplier node risk measures into an overall
measure of risk for its parent node (e.g., Functionality 3.22). For this, we introduce the idea of
criticality — that is, considering the criticality of a supplier node’s contribution to its parent node
when measuring that parent node’s risk.
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Definition/Context: Risk Event Impacts on a
Supplier Node’s Contribution to its Parent Node

Reft Meister, David (1983). Behavioral Analysis and Measurement Methods, John Wiley &
Sons, New York New York, ISBN 0471896403,

Context: This table is used to assess the consequences or impacts of risks to a supplier
node’s contribution to its parcnt node.

Scale Type: In decision analysis, this table is known as a constructed scale. Constructed
scales are frequently created when natural measurement scales either do not exist or cannot
be commonly defined for the problem at hand, With this scale resides an accompanying
value function/measurc applied later in the analysis.

Scale Definitions: The linguistic definitions shown for each scale level derives, in part,
from measurement rescarch by D. Meister (see above reference)}. Meister derived scts of
linguistic phrases, commonly used to indicate an entity’s measure of value or goodness, in
a manner that reflects an “ordered-metric”. Ordered-metric in this context means thesc
phrases are at least one standard deviation apart and have parallel wording or that intervals
{levels) between these phrases are as nearly equal as possible.

Basis of Assessment (BOA): All rating assessments shall be accompanied by a written

" Basis of Assessment (BOA) that justifies the reasons for the chosen selections. The BOA
| must be written such that it (1) ¢learly and concisely justifies the team’s rationale and {2)
cnables this justification to be objectively reviewed by “peers™.

Quantified Consequences: If meirics have been developed or are available that provide
context for a risk event’s impact{s), then these measures shall be reported (and included) in
the justification narratives (the BOA) that support the basis for the selection of a specific
rating level.

Below, the phrase The nature of the risk is.. is intendcd to allow for cost, schedule,
technical performance, or programmatic risks. It is also intended to allow for risks that fall
outside thesc traditional catcgorics to be included. This includes pelitical risks, budgetary
risks, funding risks, economic risks, ot business/vendor viability risks, etc.

This table provides a constructed scale from which an accompanying value function can be
developed. Value functions can also be developed for each type of risk according to its
nature; that is, whether it is a cost or schedule risk, a political risk, an cconomic risk, ete.

Doing this depends on the level of analytic detail desired by the analysis team. 4¢f @
minimum, it is recommended that each risk be tagged by its nature so that tracking risk by
its type can be done as pari of the analysis.

Table 1. A Sample Constructed Scale: Supplier Node Impacts
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Ordinal
Scale/ Level
{Score)

Definition/Context:
Risk Event Impacts on a
Supplier Node’s Contribution to its Parent Node

Cardinal knterval
Scale/Level (Score)

b

A risk event that, if it occurs, impacts the supplier node
to the extent that its contribution to its parent node is
severely degraded or compromised. The nature of the
risk is such that cutcome objectives for the supplier
node’s contribution are cither not met or are extremely
unacceptable {c.g.. fall well-below minimurm acceptable
levels).

e.2.
8 to 100

A risk event that. if it occurs, impacts the supplier node
to the extent that its contribution to its parent node is
marginally below minimum acceptable levels. The nature
of the risk is such that outcome objectives for the
supplier node’s contribution are mederately
inacceptable.

ez,
60 to < 80

A risk event that, il it occurs, impacts the supplicr node
to the extent that i1s contribution to its parent node falls
well-below stated objectives hut remains enough above
minimnm acceptable levels. The nature of the risk is such
thai outcome objectives for the supplier nodc’s
contribution are berderline acceptable.

e
40 to < 60

A risk event that, if it occurs, impacts the supplier node
10 the extent that its contribution to its parent nodc falls
below stated objectives but falls well-above minimum
acceptable levels. The nature of the risk is such that
outcome objectives for the supplier nede’s contribution
are reasonably acceptable.

eg.,
20 to < 40

A risk event that, if it occurs, impacts the supplier node
to the extent that iis contribution to its parent node is
negligibly affected. The nature of the risk is such that
outcome abjectives for the supplier node’s contribution
are completely acceptable, but rcgular monitoring for
change is rccommended.

€.z,
Oto<20

Table 1. A Sample Constructed Scale: Supplier Node Impacts (Concluded)

54

Returning to Figure 20, Equation 3.1 will produce a risk score for each identified risk event &7
For convenience, suppose each EWXT risk event’s risk score was already computed (e.g., by
Equation 3.1) and is given in Figure 22.

In Figure 22, risk event R1 has a risk score of 85; risk event R2 has a risk score of 90; risk event
R3 has a risk score of 60 and so forth. Given these eight risk scores for the EWXT Technology
Program, what is an overall measure of the risk EWXT poses to Functionality 3.227 The
following is one way to formulate this measure.
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RED

7T Rl R2 R3 R4 RS R6 R7 R8
|_' EWXT ooooogog
Technology R R ¥ R Y R ¥ R
Program
822 T Color Ratings
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R1 RZ R R4 RS R&6 RY RS

Technology ‘-85 9p B0 75 4B 73 50 78
Program
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.. DarktolightGreen .. .. YelkwtoOrmange .. .. Orengete Dark Red ...

Figure 22. Example Risk Scores for EWXT Program Risks
(R =Red, Y = Yellow)

Maximum “Max” Average

Here, we introduce a new measure called the “max” average’. The max average is an algorithm
that can be used to measure and rank-order risks in a set of identified risk events. The max
average is defined as follows:

Definition 3.1: The max average of {x1,X,x3,...,%,} where 0 < x; €100, 1=123,...,n,is
Max Ave= Am+(1-A)Average{x,x3,%3,...,%, } (3.2)
where m= Max{x1,x,X3,...,%,} and 1 is a weighting function.

Suppose the capability portfolio’s management decided to use the weighting function in Figure
23. Now, in the context of this discussion the x;'s in Equation 3.2 equate to the R;'s (the risk
scores) in Figure 22. Thus, from Equation 3.2 we have

Risk Score(EWXT) = RS 591 = A(90) + (1 - A) Average{85,90,60,75 48735079}

where m = Max {85,90,60,75,48,73,50,79} =90. It follows (from Figure 23) that 1 = 0.70 .
From this, we have

Risk Score(EWXT) = RS; 301 = (0.70)(90) + (0.30)(70) = 84

Thus, the EWXT Technology Program (a supplier node) has a high risk score. According to the
scale convention in Figure 22, EWXT falls in the “RED R” color band.

In summary, the EWXT Technology Program is contributing a high degree of risk towards
Functionality 3.22, which threatens Capability 3.2. Furthermore, it can be shown that R1, R2, R4,
R6, and R8 are responsible for 93 percent of the EWXT Program’s risk score.

* The max average was created by Dr. Bruce W. Lamar (MITRE, 2005) and published by The MITRE Corporation in
the paper Min-Additive Utility Functions, MPO80070-1, April 2008, €2008, All Rights Reserved.
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These five risk-driving events signal areas in the EWXT Program where increased management
focus and risk mitigation planning may be warranted. Figure 24 offers a summary view of the
EWXT Program risks.

lamda 3 Weighting Function
1.00
0.70
Q.50
0.30
Q
0 30 50 70 100

m = Max{xy, xa,x3,...,x,]
Figure 23. An Example Max Average Weighting Function’

In summary, the EWXT Technology Program is contributing a high degree of risk towards
Functionality 3.22, which threatens Capability 3.2. Furthermore, it can be shown that R1, R2, R4,
R6, and R8 are responsible for 93 percent of the EWXT Program’s risk score. These five risk-
driving events signal areas in the EWXT Program where increased management focus and risk
mitigation planning may be warranted. Figure 24 offers a summary view of the EWXT Program

risks.
Overall EWXT Risk Score & Calor Rating

R1 R2 R} R4 RS RG6 RT R&
fo OOooaaood
L EWXT BS 80 60 75 48 T3 B0 V9
Technology E R ¥ R ¥ R ¥ R
Program ci;
32 . Risk Scores & Color Ratings
i 30 50 70 100

L o Dark to Light Green ... - YellwwOmnge - Qrang® to Dark Red ...

Figure 24. Overall EWXT Program Risk Score & Color Rating
(Max Ave, R =Red, Y = Yellow)

Measuring “Up”’: How Supplier Risks Affect Functionality

The preceding discussion presented one way to derive a risk measure (i.e., the risk score) of the
EWXT Program, as a function of its eight identified risk events. However, EWXT is just one of
three supplier nodes to Functionality 3.22. What about the other supplier nodes? How might their
risk measures combine into an overall measure of risk to Functionality 3.22? What ripple effects
do supplier risks have on all dependent higher level nodes in the capability portfolio’s hierarchy?
The following will address these and related questions.

* The shape of the weighting function can have a significant influence on scores generatcd by the max average rule. In
practice, its shape should be designed to model the team’s (or decision-maker’s) preferences for how much the
maximum score should influence the overall score.
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Suppose risk measures for the other two supplier nodes to Functionality 3.22 are shown in Figure
25. These are the QSAT Program and the S-RAD Technology Initiative. Suppose their risk
measures were also derived by the max average rule given by Equation 3.2. From this, how can
we combine the risk measures from all three supplier nodes, in Figure 25, into an overall measure
of risk to Functionality 3.227

Functionality provides
for the capture of
timely, relevant,
interaperable
source data from
sensors and other
1.22 input areas

YELLOW =879
e e R1 R2 R3 R4 RS
asat Doo0o
— T‘;”r:;m;gy B0 3@ B2 47 72
sz Y YT YR
GREEN = 26.08

R1 RZ R3

S-RAD ml §

T‘:’“"'“""’W 34 20 12
nitiative

: 3z Y 6 ©

Figure 25. Supplier Node Risk Measures to Functionality 3.22

Critical Average

Here, we introduce a new measure called the critical average. The critical average is a variation
of the max average. It can be applied to a set of supplier node risk scores. The critical average is
defined as follows:

Definition 3.2: Suppose a parent node has » child nodes and {x1,x7,%3,...,X,} is the set of
scores of these child nodes. If 4 is a subset of {xq,%p,X3,...,X,} that contains only the scores of
the child nodes deemed critical' to the parent node, then the critical average of
{x1,%7,%3,..., X, is defined as follows:

Crit Ave= AMax {A}+ (1 - A Average{x|,xy,%3,...,X,} (3.3)

where 0 <x; <100 forall /=1,2,3,...,n and 2 is a weighting function, such as the weighting
function in Figure 23,

Next, we’H apply the critical average to the nodes in Figure 25 as the rule to measure the risk to
Functionality 3.22. Suppose the EWXT Program is deemed the only critical supplier to
Functionality 3.22; thus, A ={RS3771} in this case. From this, it follows that

" A chitd node’s contribution to its parent node is eritical if, without the contribution, the parent node's outcome
ohjectives are not achieved or are unacceptably degraded.
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Risk Score(Functionality Nodes 27) = RS3 22
= AMax{4}+(1-A)dverage{RS3 91, RS3020. RS3 0038 (34)

where 1 is a weighting function. For convenience, use the weighting function in Figure 23.
Then, from the risk scores in Figure 25 and Equation 3.4 we have

RS390 = (0.70)(84) +(1-0.70) Average{84,67.9,26.08} = 76.6

Thus, Functionality 3.22 has a high risk score, denoted by RS3 99 . A picture of this result is
illustrated in Figure 26.

RED = 76.6

Funclionality provides
for the capture of
timely, relevant,

4 Critical Node
{a Supplier Node}
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. ; R1 RZ R3 R4 RS
QSAT D D |:| !
— T;chnology 60 38 62 47 73
rogram :
3,022 ¥ ¥ ¥ ¥ R
GREEN = 26.08
R1 R2 R3
5-RAD D . .
—  Technology 2 20 12
Initiative vy & &

3,223
Figure 26. Risk Measure Derived for Functionality 3.22

The high risk score for Functicnality 3.22 is driven by the importance of the EWXT Program.
According to the scale convention in Figure 22, Functionality 3.22 would also fall in the “RED”
color band, as shown in Figure 26.

It is important that various analyses be conducted to examine the risk-drivers to Functionality
3.22. It can be shown that 88 percent of the high risk score of Functionality 3.22 (RS397) is
driven by the high risk score of the EWXT Technology Program (RS3221). The high risk score
of the EWXT Program is driven by R1, R2, R4, R6, and R8. These five risk events collectively
account for 93 percent of the EWXT Program’s risk score (RS3951) .

These risk events signal where management attention is needed with respect to reducing the risk
to Functionality 3.22. Tmproperly managing these risks, or not targeting them for management
consideration, will further contribute to negative effects at higher dependency levels in the
capability portfolio’s hierarchy.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



59

Measuring “Up”: How Functionality Risks Affect Capability

The preceding presented ways to derive a measure of Functionality 3.22 risk as a function of its
supplier risks. Shown in Figure 19, Functionality 3.22 is one of four functionality nodes to
Capability 3.2. What about the other functionality nodes? How might their risk measures combine
into an overall measure of risk to Capability 3.2? What ripple effects do these Tier 4 functionality
risks have on dependent higher level capability nodes in the capability portfolio’s hierarchy? The
following will address these and related questions.

Suppose risk measures for the other three functionality nodes to Capability 3.2 are shown along
Tier 4 in Figure 27. These nodes are Functionality 3.21, 3.23, and 3.24. Suppose their risk
measures were also derived as a function of the risks their supplier nodes face, according to the
same process just described. For convenience, we defer showing their supplier nodes to keep
Figure 27 less visually complicated.

Next, we address a way to combine risk measures from all four functionality nodes, in Figure 27,
into an overall measure of risk to Capability 3.27 Here, we can again apply the critical average
rule across the four Tier 4 functionality nodes to derive a measure of risk faced by Capability 3.2
—a Tier 3 node.

A Tler 3 Capability
egq.32

Abllity to create

and produce e
information in an V Critical Node

assured
I 3.2 environment | Tierd: Functionality Needed to
| Achieve Tier 3 Capability, e.g., 3.2

YELLOW =35 RED=76.6 YELLOW =424 REC =829 V
Functionality Functionality provides Functionality enables Functionality
provides smart forthe capture of the capture, create, prevents the
management/ timely, relevant, and display of injection of
tasking interoperabla infermation with malicious code or
of colactions source data from focal tools while cothermalfeasance
assets sensors and other disconnected from within the Smart
. B I t H H
121 1.2 nput areas 123 the enterprise 324 Envircnment

Suppose Nodes 3.23 and .24 are Critical Nodes
Needed to Achieve Capability 3.2

Figure 27. Risk Measures for Capability 3.2 Functionality Nodes

In Figure 27, suppose (in this case) Functionality 3.23 and 3.24 are deemed the critical functions
to achieving Capability 3.2; thus, 4={RS373,RS304} in this case. From this, it follows that

Risk Score(Capability Nodej 2) = RS3 2
= A Max{A} +(1 - A)Average{RS83 31, RS3 7. RS3 23, RS54} (3.5)

where i is a weighting function. For convenience, use the weighting function in Figure 23.
Then, from the risk scores in Figure 27 and Equation 3.5 we have

RS 5 = (0.70)(829) +(1-0.70) Average{3576.6,42.4,82.9} = 758
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Thus, we conclude that Capability 3.2 has a high risk score. This is driven by the importance of
Functionality 3.24. According to the scale convention in Figure 23, Capability 3.2 would fall in
the “RED” color band. The results of this discussion are illustrated in Figure 28.

RED=7538 A Tier 3 Capability
e.q., 3.2

Ability to create

and produce .
information in an v Critical Nede

assured
I 32 environment Tler4: Functionality Needed to
] Achieve Tier 3 Capability, e.g., 3.2
YELLOW =35 RED =766 YELLOW =424 RED=82%9 \/
T T AT
Functionality . Functionality provides _ Functionality enables Funetionality
provides smart farthe capture of the capture, creata, prevents the
management/ timely, relevant, and display of injection of
tasking interopsrable information with malicious code or
of collections source data from lacal tools while other malfeasance
asgets sensors and other disconnected from within the Smart
Y : 3.22 input areas 3323 the enterprige 3.24 Environment

Suppose Nodes 3.23 and 3.24 are Critical Nodes
Needed to Achieve Capabllity 3.2

Figure 28. Risk Measure for Capability 3.2: Critical Average Rule

Measuring “Up”: How Capability Risks Affect the Capability Portfolio

The preceding discussion presented ways to derive a measure of Capability 3.2 risk as a function
of its Functionality risks. Shown in Figure 29, Capability 3.2 is one of four capability nodes to
Information Assurance, a Tier 2 capability area. What about the other capability nodes? How
might their risk measures combine into an overall measure of risk to Tier 2 Information
Assurance? What ripple effects do these Tier 3 capability risks have in the capability portfolio’s
hierarchy? The following will address these and related questions.

Suppose risk measures for the other three capability nodes to the Tier 2 node Information
Assurance are shown in Figure 29. These nodes are Capability 3.1, 3.3, and 3.4.

A Tier 2 Capability Area

e.g., Information
Information Asaurance
Assurance

Trer 3: Capabilities

RED=75.8
Ability to Ability to create and Ability to ensure Ability to coordinate
identify, stora, produce information in com puting and and de-conflict
share,and anassured communications system configuration
exchange data environment resources, and net- and resource
and information centric services are changes, misslon
I—:H—-; 13z avallable during priority changes,
. . attacks, while and cyber-attack
The risk maintaining key TEeSPonses
measure for performance
Capability 3.2 paramaters 3.§ :
was derived In
the preceding 33
discussion

Figure 29. Information Assurance: A Tier 2 Capability Area
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Suppose their risk measures were also derived as a function of the risks their functionality nodes
face, according to the same process just described. For convenience, we defer showing their
functionality nodes to keep Figure 29 less visually complicated.

We will again apply the critical average rule to combine risk measures from all four capability
nodes, in Figure 30. This will produce an overall measure of risk to the Tier 2 node Information
Assurance.

In Figure 30, suppose (in this case) Capability 3.1, 3.3, and 3.4 are deemed the critical capabilities
to achieving Tier 2 Information Assurance. Given this, and applying the critical average rule, set
Aisequalto A={RS31,RS33,RS34}. From this, the max of set A is

Max{4) = Max{RS; 1. RS3 3, RS3.4) =381

A Tier 2 Capability Area

. ©.4., Information
nformation Assurance \/ Critical Node
Assurance

Tier 3: Capabilities

GREEN=11.8 RED=758 GREEN=25.5 YELLOW =381
] e
Ability to Ability to create and © Abifity to ensure Abliity to coordinate
© wentify, store, produce Information In computing and and de-conflict
share,and anassured communications system configuration
axchange data anvironment resources,and net- . and resource
and information : centric services are changes, mission
I—— 3.2 available during priority changes,
31 The risk measure attacks, whila and cyber-attack
for Gapability 3.2 ¢ mamtaining key responses \/
was derived in performance 34
the preceding paramaters
discussion 33

Suppose Nodes 3.1,3.3, and 3.4 are Critical Nodes Needed to Achieve Tier 2 information Assurance
Figure 30. Information Assurance: Capability Risk Measures
Thus, from Equation 3.3 we have
Risk Score(Information Assurance Node) = RS54
=AMax A} + (1 - A) Average{RS; 1, RSy 5, RS33, RS54} (3.6)

where 4 is a weighting function. For convenience, use the weighting function in Figure 23.
Then, from the risk scores in Figure 30 and Equation 3.6 we have

RS, = (0.381)(38.1) + (1 - 0.381) Average{118,758,25538 1} = 38

We conclude the Tier 2 Information Assurance capability area has a moderate risk score. This is
driven by the importance of Capability 3.4. According to the scale convention in Figure 23, the
Tier 2 Information Assurance capability area would fall in the YELL.OW color band. The results
of this discussion are illustrated in Figure 31.
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Suppose Nodes 3.1,3.3, and 3.4 are Critical Nodes Needed to Achieve Tier 2 information Assurance
Figure 31. Information Assurance: Capability Risk Measures

Suppose risk measures for the other three Tier 2 capability areas are shown in Figure 32, These
nodes are Network Management, Enterprise Services, and Communications and Applications.
Suppose their risk measures were derived as a function of the risks their Tier 3 capability nodes
face, according to the same process just described.

We can apply the critical average rule to combine risk measures from all four Tier 2 capability
areas into an overall measure of risk to the capability portfolio. Assume all four Tier 2 capability
areas are critical to the portfolio. The result of this computation is shown in Figure 32.

Tier 1: Capabliity Portfolio Level
YELLOW = 64.65 ier 1: Capabliity Portfolio Leve

L e.4.. Portfolic A
Network Operations N
m_—’ Capability Portfolio 4/ Critical Node

| Tier 2: Capability Areas

GREEN = 20 YELLOW = 38 YELLOW =60 RED=72
o
" Information Enterprise Communications
Assurance \/ Services and Applications

Suppaose All Tier 2 Capability Areas are Critically Important Nodes to the Portfolio

Network
Management
V S
Figure 32. Network Operations Capability Portfolio-Level Risk Measure
Hence, we see the Network Operations Capability portfolio is facing an overall moderate level of

risk with a risk measure of 64.65. According to the scale convention in Figure 23, the capability
portfolio’s overall risk measure places it in the YELLOW color band.
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The preceding discussion presented an algebra designed to measure risk, at any node in a
capability portfolio, when risk events originate from a capability portfolio’s supplier levels.
Computational rules were defined and illustrated to show how risk measures derive, in part, from
a series of roll-up calculations. Risk measures derived from leaf nodes were rolled-up to measure
the risks of parent nodes. Risk measures derived for parent nodes were rolled-up to measure the
risk of the capability portfolio itself.

In the context of this formalism, the number of risk events associated with a supplier node does
not fully drive the magnitude of its risk measure. Consider the max average rule. This rule is
purposefully designed to weight more heavily risk eveats, in a set of events, with higher risk
measures (risk scores) than those in the set with lower risk measures. Although risk scores of all
risk events associated with a supplier node are included in the max average, their effect on the
node’s overal] risk measure is controlled by the shape or form of the weighting function 7 .
Because of this, each risk event does not necessarily contribute equally to the supplier node’s
overall risk measure. A supplier node with a set of five risk events can have a higher risk measure
than one with a set containing more than five risk events and vice versa.

Thus, with the max average rule it is important to design the shape or form of its weighting
function to capture the team’s (or decision-maker’s} preferences for the degree the maximum
score should influence the overall score. One weighting function is shown in Figure 23. Many
other shapes are possible [Garvey, 2008].

The max average rule applied in the context of Figure 24 operates, under certain conditions, as a
decision-maker’s “alert function”. In Figure 24, the supplier node’s risk measure was 84 given the
eight risks R1 through R8. Suppose management actions were taken such that R3 through R8
were eliminated from this supplier node’s risk set. With this, the EWXT Technology Program
would now have a risk measure of 89.25.

Why did this supplier node’s risk measure increase despite the elimination of all but two of its
risks? The answer includes the following: (1) management actions eliminated R3 through R8 —
but they did not eliminate the two most serious risks, R1 and R2, from the node’s risk set (2) the
max average rule operates only on the risk set presented; so, even though R3 through R8 were
eliminated the max average rule only “sees” a supplier node with two serious risks R1 and R2.

The fact that the risk measure increased is noteworthy, but not as important as the result that the
node remained in the Red risk color band in this example. Thus, the max average rule can be
tuned to alert management when a supplier node still faces a high-degree of risk because of the
presence of even just a few very serious risks — despite the elimination of less serious ones from
the set.

What about risks to capabilities when risk events originate from non-supplier-related sources or
conditions? How can these risks be considered in a capability portfolio risk assessment? Risks
that threaten capabilities to be delivered by a capability portfolio can originate from sources other
than those that affect only the portfolio’s suppliers. These events can directly attack one or more
capability nodes in a capability portfolio’s hierarchy. For example, uncertainties in geo-political
landscapes may impact operational demands on capabilities that stress planned performance.
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Dependencies between capability portfolios in families of portfolios, such as those that constitute
an enterprise, are also potential risk sources. Here, cutcome objectives for capabilities delivered
by one capability portfolic may depend on the performance of capabilities delivered by another
capability portfolio. Identifying risk events from non-supplier-related sources and capturing their
contribution to a capability node’s risk measure is an important consideration in a capability
portfolio’s risk assessment and analysis process.

This process, as described, provides ways to separate, track, and report risks faced by capability
nodes, as a function of the many sources of risk affecting the nodes and ultimately the capability
portfolio. In practice, it is recommended that supplier and non-supplier measures of capability
risk be separately derived, tracked, and reported to the capability portfolio’s management team. In
addition, each risk should be tagged according to its type {or nature) and tracked in the capability
portfolio’s overall risk “population”.

If this is done, then a variety of management indicators can be developed. These include (1) the
frequency with which specific types of risk affect capability nodes and (2} the degree a capability
node’s risk measure is driven by supplier versus non-supplier source conditions, including
understanding the nature and drivers of these conditions.

We end this discussion with a summary of the information needed to implement capability
portfolio risk management. The chapter concludes with a perspective on capability portfolio risk
management and its relationship to the management of risk in engineering the enterprise.

INFORMATION NEEDS

Risk management in a capability portfolio context has unique and thought challenging
information needs. These needs can group into two categories. The first addresses capability
value. The second category addresses supplier contributions, criticality, and risks as they relate to
enabling the portfolio to deliver capability.

Information needs that address capability value include the following:

« For each Tier 3 capability, shown in Figure 16, what standard (or outcome objective) must each
capability meet by its scheduled delivery date?

» For each Tier 3 capability, what is the source basis for its standard (or outcome objective)?
Does it originate from user-driven needs, policy-driven needs, model-derived values, a

combination of these, or from other sources?

e For each Tier 3 capability, what extent does the standard (or outcome objective) for one
capability depend on others meeting their standards (or outcome objectives)?

Information needs that address supplier contributions, criticality, and risks include the following:

s For each Tier 3 capability, which Technology Programs and Technology Initiatives are
contributing to that capability?
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« For each Tier 3 capability, what (specifically) are the contributions of its suppliers?

« For each Tier 3 capability, how do supplier contributions enable the capability to achieve its
standard (or outcome objective)?

o For each Tier 3 capability, which Technology Programs and Technology Initiatives are critical
contributors in enabling the capability to achieve its standard (or outcome objective)?

» Given this, what risks originate from (or are associated with) suppliers that, if these events
occur, negatively affect their contributions to capability?

A similar set of information needs can be crafted for risk events that originate from non-supplier-
related sources or conditions.

Measuring, tagging, and tracking risk events in the ways described aids management with
identifying courses of action. Specifically, whether options exist to attack risks directly at their
sources or to engage them by deliberate intervention actions — actions aimed at lessening or
eliminating their potential capability consequences.

Process tailoring, socializatton, and establishing governance protocols are critical considerations
in engineering risk management. Ensuring these aspects succeed is time well-spent. With this,
effective and value-added engineering management practices can be institutionalized — practices
that enable capability portfolio outcomes, and ultimately those of the enterprise, to be achieved
via risk-informed resource and investment management decisions.

To conclude, the approach presented for capability portfolio risk management provides a number
of beneficial and actionable insights. These include the following:

» Identification of risk events that threaten the delivery of capabilities needed to advance goals
and capability outcome objectives.

» A measure of risk for each capability derived as a function of each risk event’s occurrence
probability and its consequence.

¢ An analytical framework and logical model within which to structure capability portfolio risk
assessments — one where assessments can be combined to measure and trace their integrative
effects on engineering the enterprise.

s Through the framework, ways to model and measure risk as capabilities are time-phased across
incremental capability development approaches.

» Decision-makers provided the trace basis and the event drivers behind all risk measures derived
for any node at any level of the capability portfolio’s hierarchy. With this, capability portfolio
management has visibility and supporting rationates for identifying where resources are best
allocated to reduce (or eliminate) risk events that threaten achieving goals and capability
outcome objectives.
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CHAPTER 1V

AN INDEX TO MEASURE RISK CO-RELATIONSHIPS (RCR)

INTRODUCTION

Chapter III described a way to structure the risk management problem space in engineering
enterprise systems from a capability portfolio perspective. A representation of this space by a
supplier-provider metaphor in the form of a mathematical graph was developed. This graph is a
topology of nodes that depict supplier-provider-capability relationships unique to a capability
portfolio. From this, capturing dependencies between nodes is clearly a critical aspect in the
analysis and management of risk in engingering enterprise systems.

In this dissertation, we posit two types of dependencies that affect risk in engineering capabilities
for an enterprise system. One is risk inheritance; that is, how risk-dependent are capabilities so
threats to them can be discovered before contributing programs (e.g., suppliers) degrade, fail, or
are eliminated? The other is operational dependence; that is, what is the effect on the operability
of capability if, due fo the realization of risk, one or more contributing programs (e.g., suppliers)
or supplier-provider chains degrade, fail, or are eliminated? This chapter addresses the first type
of dependency. Chapter V addresses the second type of dependency.

The following introduces the community to a new management metric called the Risk Co-
Relationship (RCR) index. The RCR index measures risk inheritance between supplier programs
and its ripple effects across a capability portfolio. The index identifies and captures directional
impacts of risk inheritance, across supplier-provide chains, as this increases the threat that risks
with one supplier program may adversely affect others and ultimately their contributions to their
associated capabilities. The purpose of the RCR index is to signal where risk reducing
opportunities exist to minimize dependency risks that, if realized, have cascading negative effects
on the ability of an enterprise to deliver capabilities and services to users.

RCR POSTULATES, DEFINITIONS, AND THEORY

The development of the RCR index is based on a set of postulates. They are definitional to the
index in terms of its behavior and the problem context of engineering enterprise systems by
capability portfolios.

The RCR postulates are expressed in the context of a mathematical graph, which represents the
supplier-provider metaphor previously described. As such, these postulates assume a parent-child
relationship between a capability node (C-node) and the set of supplier program nodes that
contribute to enabling that capability. First, we begin with a definition of risk inheritance.

Definition 4.1: Risk Inheritance

A risk co-relationship exists between program nodes if and only if one program node inherits one
or more risk events from one ar more other program nodes and the inherited risks have nonzero
consequences on the inheriting program node’s ability to deliver its contribution to its respective
capability node.
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Inheritance occurs when risks from one or more supplier program nodes transmit an increased
risk to other dependent nodes along a connecting path of neighboring nodes through the graph.

Risk co-relationships only directly exist between P-nodes; that is, only P-nodes can directly
inherit risk events. Risk co-relationships indirectly exist between C-nodes when P-nodes
associated with them have risk co-relationships with other P-nodes in the capability portfolio.

Postulate 4.1: Capability Node Risk Score
A capability node’s risk score is a function of the risk scores of its supplier program nodes.

Postulate 4.2: Capability Node RCRs Are Indirect
A capability node’s risk co-relationships are indirect. They derive only from risk co-relationships
that directly exist between supplier program nodes across the capability portfolio,

Postulate 4.3: [nheritance Bounds

The risk score of a program node with non-inherited risk events that then inherits one or more
risks from one or more other program nodes cannot be tower than its risk score prior to the
inheritance.

Postulate 4.4: Probability Invariant With Inheritance
A risk event’s occurrence probability is invariant with respect to inheritance.

Postulate 4.5: Impacts Can Vary With Inheritance
An inherited risk event’s impact (or consequence) on a receiving program node can be different
from its impact (or consequence) on the sending program node.

Postulate 4.6: Impacts Assessed Against Capability

A risk event inherited by a program node shall have its impacts assessed in terms of how the risk,
if it occurs, has negative consequences to that program node’s ability to deliver its contribution to
its associated capability node.

Postulate 4.7: Inherited Risk Events Have Resolution Priority
Inherited risk events are “first” targets for resolution or elimination by management.

Inherited risk events have, by their nature, extended their threat to other programs beyond their
source program nodes. This complicates coordination, collaboration, and risk resolution planning
between management and stakeholders across all levels of the portfolio. Impacts to multiple
stakeholders, users, and outcome goals of affected program nodes must be jointly and carefully
considered when planning, executing, and managing resolution strategies for inherited risks.

Next, we establish important notation pertaining to the RCR Index. This is followed by a set of
definitions that govern its computation.
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Notation 4.1
Let £ denote a risk event.

Notation 4.2
Let [[£]] denote a risk event inherited by one program node from another program node.

Notation 4.3
Let ~I={E;,E;n,Eis,...,E;,} denote a finite set of j=1,...,m non-inherited risk events
associated with program node F,. Let ~ I denote the notation for not-inherited.

Notation 4.4

Let 7 ={[[£; ; (ILILE; , » IWIE; ; 511 . [[E0, 11} denote a finite set of inherited risk events
that program node P receives from one or more other program nodes in the capability portfolio.
Let subscripts x, y, and z denote the subscripts of the sending program nodes. Let subscripts g, 7,
s, and u denote the subscripts of the risk events inherited by 7 from the sending program nodes.
Let /' denote notation for inherited.

For example, the set {{[[E},4]]} indicates program node Pj receives or inherits risk event Eg
from program node P,. The set {[[E;,6)LI[E124]){[E125])[[E130]]} indicates program
node P receives or inherits four risk events from four other P-nodes in the capability portfolio.
These events are Eg, £4,and E5 from program node P, and Eg from program node 7.

Notation 4.5
Let {RS(E;1),RS(E;2), RS(E}3),...,RS(E, )} denote a finite set of non-inherited risk event risk
scores associated with program node £, where, in general,

0 < Risk Score(E) = RS(E) = 11 Prob(E) + usV ey (E) <100 4.1)
where coefficients #; and #, are non-negative weights that sum to one. The first term is a value
function for the risk event’s occurrence probability. The second term is a value function for the

risk event’s overall impact on a program nede’s ability to deliver its contribution to its respective
capability node. Higher risk event risk scores have higher criticality to management.

Notation 4.6
Let {RS([[Ei,x,g ]]); RS([[EI'_,y,r 1. RS([[ Ei,z,s ... -aRS([[Ei,-,u ]D} denote a finite set of
inherited risk event risk scores associated with program node 7, where, in general,

0 < Risk Score([[E]]) = RS([LE]]) = u1 Prob(E) + uzV pppae: (LEIND 100 (4.2)
We assume a risk event’s occurrence probability is invariant with respect to inheritance, but an
inherited risk event’s impact V..., ([[£]]) on a receiving program node can be different than its

impact on the sending program node; s0, Vy,nqc; ([[E]]) does not necessarily equal Y impetct (E) -

Last, we establish the set of definitions that govern the RCR index computations.
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Definition 4.2: Risk Event Risk Score
The risk score RS of risk event £ is given by

0 < Risk Score(E)= RS(E)=uy Prob(E) + sV ppge; (E) < 100

where coefficients »; and u, are non-negative weights that sum to one. The first term is a value
function for the risk event’s occurrence probability. The second term is a value function for the
risk event’s overall impact on a program node’s ability to deliver its contribution to its respective
capability node. A risk event with a high risk score has high criticality to management.

Definition 4.3: Program Node Risk Score (Non-Inherited Risk Events)
The risk score of the i-th program node’s set of non-inherited risk events is given by

RS(ﬁ|~ 1) = Maxdve ({RS(Ep ), RS(E»), RS(E3).... . RS (E;,00) 4.3)

where 0 < RS(P|~1)<100, ~ / indicates program node F,’s set of non-inherited risk events, and
MaxAve is a special weighted average operator on the set of risk event risk scores
{RS(E;),RS(E;»),RS(E;3),...,RS(E,, )} . Chapter [l presented the MuxAve operator.

Definition 4.4: Program Node Risk Score (Inherited Risk Events)
The risk score of the i-th program node’s set of inherited risk events is given by

RS(P| 1) = MaxAve({RS(I[E; v o 1D, RSULE; 5, 1D, RSULE; 2 s 1D » RSU[E; 0, DY) (4.4)
where 0< RS(Z|I)<100 and / indicates program node F;’s set of inherited risk events.

Definition 4.5: Program Node Risk Score (Non-Inherited and Inherited Risk Events)
The risk score of program node P, when 7 is characterized by a finite set of non-inherited and
inherited risk events is denoted by RS (ﬂ|~ I AT} and is defined below

RS(P|~ Iy if Z) is true

(4.5)
MaxAve(RS(F|~ I}, RS(F| D)) if Z; istrue

RS(P|~IAly=

where, Z; is when P, has non-inherited and inherited risk events and RS(Z|7) < RS(F|~ I) (in
accordance with Postulate 4.3); Z, is when P has non-inherited and inherited risk events and
RS(P,-‘»« < RS(}}]I) . From Definition 4.3 the risk score of any risk event is greater than zero;
otherwise the event would not be a risk,

The expression associated with Z, is referred to as the Maxdve chain rule. This rule is activated
when Z, is true; that is, when a program node P contains non-inherited and inherited risk events
and the risk score of P, with respect to its inherited risk events is greater than the risk score of its
non-inherited risk events. The following describes the MaxAve chain rule.
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Recall that ~7={E;,E;».E;3,...,E;,} denotes a finite set of non-inherited risk events
associated with program node P, This set of risk events excludes any events inherited from one
or more other P-nodes in the capability portfolio. Recall that

{= {[[Ef,x:q 1l {[Ei,y,r 11 [[Ei,z,s B [[Ei,-,u 11

denotes a finite set of inherited risk events that program node P receives from one or more other
P-nodes in the capability portfolio.

If program node P, contains non-inherited and inherited risk events, then (in accordance with
Equation 4.5) the overall risk score of P is computed by “chaining” the max average rule if
condition Z, is met; specifically,

RS(P;|~ I A1) = MaxAve (RS (P;|~ I),RS(P;|I)), where
RS (P~ I) = MaxAve (RS(£;1),RS(E;2), RS(£3),...,RS(E,,)), and
RS(B| D)= MaxAve(RS([[E; » o 1L.RSUIE; ,, » 1D-RSULE; 1D RSULE; o 1, 1))

where RS(P; ‘ ~ 1) and RS(P; ‘ 1) are described in Definition 4.3 and Definition 4.4, respectively,
The max average chain rule applies only to program nodes that contain non-inherited risk events
and risk events inherited from one or more other program nodes in the portfolio, subject to
condition Z, being met.

The practical philosophy behind the max average chain rule is as follows. If a program node’s set
of inherited risk events has a higher overall risk score than the node’s set of non-inherited risk
events, then the node’s overall risk score should be driven by the impacts of inheritance.

The complement of the above must also be true. If a program node’s set of non-inherited risk
events has a higher overall risk score than the node’s set of inherited risk events, then the node’s
overall risk score should be driven by the impacts of non-inheritance — as these are the more
threatening events to the program node’s ability to deliver its contribution to its capability node.
The max average chain rule, when invoked, ensures the direction of these outcomes is preserved.

Definition 4.6: Capability Node Risk Score

The risk score &S of a capability node (e.g., the &-th C-node enabled by contributions from its A
supplier program nodes) is the max average of its individual program node risk scores thar
include (if present) the influence of risk event inheritance in accordance with Definition 4.5.

0 < Risk Score(Cy) = RS(Cp)

= Maxdve ({RS(P1 ), RS (P2 ) RS(Pi3 )..... RS(Fp)}) <100 (4.6)
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Definition 4.7: Program Node RCR Index

If program node £; contains non-inherited risk events and risk events inherited from one or more
other program nodes in the capability portfolio, then the risk co-relationship (RCR) index of 7 is
defined as follows:

RS(P;|~IA1)—RS(&]~I)<1

0 < RCR(P)= (4.7)

RS(P|~IAT)

where the risk scores in the RCR index must all be greater than zero. If inheritance is not present
between program nodes then RCR(P,) is equal to zero by definition.

Definition 4.8: Capability Node RCR Index

If capability node C, contains one or more program nodes that have risk co-relationships with
other program nodes in the capability portfolio, then the risk co-relationship (RCR) index of
capability node C;, is defined as follows:

RS(Cy|~ I AN~ RS(Cy|~ 1)
0<RCR(Cy)= <1 (4.8)
RS(Ci|~IAD)

where RS(Cy |~ I~ 1) is the risk score of capability node C, computed over its set of P-node
risk scores that include (if present) the influence of risk event inheritance in accordance with
Definition 4.5. The term RS(C kl” I) is the risk score of capability node C, computed over its
set of P-node risk scores that do not include the influence of inheritance.

Last, recall from Postulate 4.2 that a capability node’s risk co-relationships are indirect. They
derive only from risk co-relationships that exist directly between supplier program nodes in the
portfolio. So, a capability node’s RCR index is really a response measure — one that derives from
the effects of risk event inheritance between P-nodes that comprise the supplier dimension of the
capability portfolio. This is illustrated in Figure 33, whose interpretation is discussed next.

RCR Graph

0O
)]
® ® (&

Figure 33, An RCR Graph: Program-to-Capability Node Risk Co-Relationships
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Suppose Figure 33 illustrates a capability portfolio that consists of three capability nodes (C-
nodes) and four supplier program nodes (P-nodes). The left-most assemblage of nodes shows an
alignment of P-nodes under each C-node. Let this alignment indicate which supplier programs are
responsible to deliver technologies that enable the associated capability. In Figure 33, we see that
capability node Cap, is dependent on two supplier program nodes P, and P; for it to achieve
its intended outcomes.

In Figure 33, the right-most picture shows arrows between the C-nodes and the P-nodes on the
left. These arrows signal that risk co-relationships exist between them. The right-most picture in
Figure 33 is called an RCR graph. In an RCR graph, risk co-relationships are always indicated by
arrows . Figure 34 shows the RCR graph in Figure 33 with the inheritance flow of risk events
from one node to another node.

o) () () oy~

{{[ean,
[[E3]11}

{L(E91)}

{EL EZ, E3}
{[[EBIT}

{E9, E10}
{IIEZIN}
Ant
RCR Graph

& @ &)

{E6, E7, €8}
Figure 34. An RCR Graph: A Risk Event Inheritance View

On the right side of Figure 34, a collection of risk events are shown under each program node.
Recall that a risk event is one that, if it occurs, has unwanted consequences for the respective
program nede’s ability to deliver its contribution to its respective capability node.

From Definition 4.1, a risk co-relationship exists between P-nodes if and only if one P-node
inherits one or more risk events from one or more other P-nodes, and the inherited risks have
nonzero consequences on the inheriting P-node’s ability to deliver its contribution to its
respective capability node. When risk co-relationships are present, they only exist directly
between P-nodes. Risk co-relationships between C-nodes are indirect; that is, they occur in
response to the presence of direct P-node risk co-relationships. In Figure 33 and Figure 34, this is
indicated by the arched arrow above the C-nodes.

* In Chapter V, arrows are used to indicate the direction of operational dependencies between nodes in a mathematical
graph that represents a capability portfolio. In Chapter V, such as graph is called a Functional Dependency Network
Analysis (FDNA) graph. In this chapter, arrows are used to indicate (1) a risk co-relationship exists between two nodes
and (2) the direction of the risk inheritance in terms of the inheritance feeding node and the inheritance receiving node.
When arrows on a graph indicate risk inheritance then it is called an RCR graph. When arrows on a graph indicate
opetational dependence then it is called an FDNA graph. This is indicated in this dissertation by labeling the graph or
the figure as an RCR graph or an FDNA graph. With this, arrows on these graph are interpreted accordingly.
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In Figure 34, let £ denote a risk event. Let [[E£]] denote a risk event inherited by one P-node
from another P-node. Let ~ I ={E;;,E;»,E;3....,E;,} denote a finite set of j=1,...,m non-
inherited risk events associated with program node F;. The notation ~ I denotes not-inherited.

Let 7 ={[[E; , ,B-IE; y, JLILE; 2 511, [[E;a, ]I} denote a finite set of inherited risk events
that program node P, receives from one or more other P-nodes in the capability portfolio. Let
subscripts x, v, and z denote the subscripts of the sending P-nodes. Let subscripts ¢, #, s, and #
denote the subscripts of the risk events inherited by #; from the sending P-nodes. The notation I
denotes inherited.

The RCR index behaves in accordance with a set of properties summarized below. These
properties follow from the preceding postulates and definitions.

Property 4.1

If program node F; has non-inherited and inherited risk events and RS(P;|7)< RS(P;|~I), then
RCR(P;)=0. Note, if inheritance is not present between program nodes then RCR(P;) is equal
to zero by Definition 4.7.

Proof

Program node 7 is given to have non-inherited and inherited risk events, and it is given that
RS(P;|I) < RS(P;|~ I). From Postulate 4.3, it then follows that RS(P|~IAl)=RS(F|~I);
thus,

RS(P,|~IAD~RS(P|~I) RS(P;|~I}-RS(P|~1)
RCR(P;) = = =0

RS(P|~IAT) RS(Py|~ 1)

This completes the proof. Property 4.1 reflects the following: if the risk co-relationship between
P and another program node is zero, then inheritance has no increase on the magnitude of the
risk score of F;. The program node maintains its score {e.g., its value remains high or low)
despite the inheritance of one or more risk events from one or more other P-nodes. This derives
from Postulate 4.3 which states: The risk score of a P-node with non-inherited risk events that
then inherits one or more risks from one or more other P-nodes cannot be lower than its risk
score prior to the inheritance.

Property 4.2
The RCR index can never equal or exceed one.

Proof
The RCR index can only equal one when RS(P,-l-uI)zO; however, from Equation 4.1, the risk

score of a risk event must always be strictly greater than zero; otherwise, the event would not be a
risk. Since RS(F|~ Iy >0 it follows that the RCR index can never equal or exceed one.
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Property 4.3
The RCR index always falls within the interval 0 < RCR(F;) <1
Proof
From Property 4.1, it was shown under what conditions RCR(F,;) =0. From Property 4.2, it was

shown why the RCR index can never equal or exceed one. To show the RCR index is otherwise
between zero and one, we proceed as follows. From Equation 4.7 we have

RS(B|~IAD~RS(B|~ 1)
0< RCR(P) = <1

RS(P,|~IAT)

where the risk scores in the RCR index must all be greater than zero. The risk co-relationship
index will be less than one when RS(P;|~ I A 1) > RS(P;|~ I). From Equation 4.5

RS(B|~ I A1) = MaxAve (RS(P,|~ ), RS(P,| 1))

when program node P, has non-inherited and inherited risk events and RS (PI-‘ ~ V< RS (P,v‘ n.
When RS(P|~I) < RS(P,|{) it follows that

RS(P,|~ I nI)=MaxAve (RS(F)|~ I}, RS(F| 1)) > RS(P;|~ I
From this, suppose we let
RS(P,|~ I A Iy= Maxdve (RS(P;|~ I),RS(F|I) > RS(P,|~ D=RS(P|~ D +e, £>0
From this, we can write

RS(P;|~ I)+€&—RS(P;|~ 1) e
RCR(P,) = =

RS(P|~D+e RS(P;|~y+e
Since RS(P;|~ I)> 0 (from Equation 4.1) and & >0 it follows that RS(P;|~ I)+ ¢ > & ; hence

RS(PI-\~I)+.9—RS(P,-|~I)_ £ o

RCR(P;) =
RS(P|~D+e RS(P;|~D+e

This completes the proof. Property 4.3 bounds the interval within which the RCR index takes
values. The closer the index is to one the greater the influence of risk inheritance on program
node P;.
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Theorem 4.1
If program node 7 has non-inherited and inherited risk events and RS(PI-‘~ D« RS(P;‘ Iy then

RS(P|~ I} < RS(P|~1 A1)< RS(P|D)
Proof

Given that program node 7 contains non-inherited and inherited risk events and
RS(P|~ D)< RS(A|D
it follows from Equation 4.5 that
RS(P|~ I AT) = MaxAve(RS(F|~ I),RS(F|D))
Given RS(F;|~ I} < RS(P|I) it follows that

MaxAve(RS(F|~ 1), RS(F,| 1)y > RS(F|~ 1)
and
MaxAve (RS(P|~ I), RS(P| D) < RS(P| 1)

since, in general, if @ and b are real numbers and @ < b , then a < MaxAve (a,b) <b . Thus,
RS(P|~ < RS(P|~IAD)<RS(P|D)

This concludes the development and discussion of the RCR index and its theoretical properties.
The following illustrates computing the index and highlights aspects of its properties.

COMPUTING THE RCR INDEX
The following describes each step associated with measuring risk co-relationships in a capability
portfolio. Numerical examples are then provided to illustrate how the RCR index is computed.

Step 1

Model an Enterprise as a Portfolio of Capabilities

In this step, we model the management of engineering an enterprise by defining a portfolio of the
capabilities it must deliver. Hlustrated in Figure 17, a capability portfolio can be expressed by
building blocks of programs and technologies that, when integrated, incrementally provide user-
services that enables enterprise outcome objectives to be achieved over time. Creating capability
portfolios is a complex engineering and management process, as discussed in Chapters II and III.

Step 2

Model Each Capability as a Supplier-Provider System Made up of Program Nodes

In this step, we represent the capability portfolio by a mathematical graph. These can be seen in
the preceding chapters; however, to simplify its visnalization consider the capability portfolio’s
supplier-provider graph in Figure 34.
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In Figure 34, we have a portfolio of three capability nodes (C-nodes) and four supplier program
nodes (P-nodes). The left-most graph shows an alignment of P-nodes under each C-node. Let this
alignment indicate those supplier programs delivering technologies that enable the associated
capability. In Figure 34, capability node Cap, is dependent on supplier program nodes P, and
P for it to achieve its intended outcomes.

The right-most collection of nodes shows where risk co-relationships exist between them. These
are indicated by the arrows.

Step 3

Describe Each Program Node’s Risk Events

In this step, we describe each program node in terms of its non-inherited and inherited risk events,
Refer to Figure 34, On the right-side, a collection of risk events is shown under each program
node. A risk co-relationship exists between P-nodes if and only if one P-node inherits one or
more risk events from one or more other P-nodes, and the inherited risks have nonzero
consequences on the inheriting P-node’s ability to deliver its contribution to its respective
capability node.

When risk co-relationships are present, they only exist directly between P-nodes. Risk co-
relationships between C-nodes are indirect; that is, they occur in response to the presence of
direct P-node risk co-relationships.

In Figure 34, let £ denote a risk event. Let [[£]] denote a risk event inherited by one P-node
from another P-node. For instance, P has set of non-inherited risk events ~ I ={E;, F,,E5} and
a set of inherited risk events 7 ={[[£q]],[[E¢]]} from nodes P, and Py, respectively.

Step 4

Compute Risk Co-Relationship Indices

In this step, we compute the risk co-relationship index for each program node and each capability
node. Formulas to compute these indexes are given by Equation 4.7 and Equation 4.8,
respectively. This will be illustrated in the examples that follow.

Step 5

Manage Risk Events

Managing risk events involves a host of decisions and considerations. This includes determining
the optimal assignment of resources to P-nodes that offer the maximum reduction in the effects of
risk inheritance, given resources or funding constraints.

Once determined, this enables portfolio management to time-history monitor reductions in
capability risk, as driven by inheritance and non-inheritance, when more and more risk reduction
dollars are judiciously applied in optimally decision-theoretic ways. This will be illustrated in the
forthcoming section,
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Example 4.1 From the information in Figure 35, compute the risk co-relationship index for
program node A .

The arrow between C-Node Cap, and C-Node Cap; signals
the risk event inheritance by P-node Py from P-node Py

{67, 43,44, 21, 50, 55} 0

z

Suppose the numbers
inthese sets dencte HER)
risk event risk scores
computed from
Equation 4.1

An
RCR Graph
Figure 35. Example 4.1 RCR Graph
From Equation 4.3 we have
RS(Py|~ I) = MaxAve (67,43,44,21,50,55) = 60.29
From Equation 4.4 we have
RS(Py|I) = MaxAve ([[95]]) = 95
From Equation 4.5 we have
RS(Py|~ I A Iy = MaxAve (60.29,95) = 89.7935 since RS(Py|~ I)< RS(Py|1)

In the above max average calculation suppose the weighting function in Figure 23 was used.
From Equation 4.7 we have

RS(P||~IAD)-RS(P|~1) 89.7935-60.29
0< RCR(P) = = =0.32857 <1
RS(P|~IAD) 89.7935

The influence of the inherited risk event’s risk score on program node FA accounts for
approximately 33 percent of its risk score. This would certainly be noteworthy to report to the
engineering system’s program manager or its management team,
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Example 4.2: From the information in Figure 36, compute the risk co-relationship index for
program node A .

The arrow between C-Mode Cap, and C-Nede Cap, signals
the risk event inheritance by P-node P, from P-node Py

An
RCR Graph

{67, 43,44, 21, 50, 55}

{95}
Suppose the numbers
inthase sets dencte
risk event risk scores

computed from  (1167]], (143]), [[44]],
Equation 4.1 211y, (1501, (15517}

Figure 36. Example 4.2 RCR Graph
From Equation 4.3 we have
RS(Py|~ 1) = MaxAve (95) =95
From Equation 4.4 we have
RS(Py|I) = Maxdve ([[67]L,[1431], [[4411.1[21]], [[50]], [[51]]) = 60.29
From Equation 4.5 we have
RS(Py|~ I A T)=RS(Py|~1)=95 since RS(P||1)< RS(P;|~ 1)
In the above max average calculation suppose the weighting function in Figure 23 was used.
From Equation 4.7 we have

RS(Py|~ I AQy— RS(P(|~1) 95-95 o

0<RCR(P)) =
RS(Py|~IAT) 95

The inherited risk event’s risk score on program node A has no influence on its risk score, in
accordance with Postulate 4.3. Recall this states: The risk score of a program node with non-
inherited risk events that then inherits one or more risks from one or more other program nodes
cannot be lower than its risk score prior to the inheritance.
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Example 4.3: Compute the risk co-relationship indexes for all nodes in Figure 37.
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Risk Events RCR Graph

Figure 37. Example 4.3 RCR Graph: Non-Inherited and Inherited Risk Events

Figure 37 shows ten supplier program nodes providing coniributions to three capability nodes.
Here, program nodes within a capability node need not be unique to that capability. In practice,
the same program node may appear beneath multiple capability nodes if the technology program
represented by that node is supplying multiple contributions to those capabilities. For example,
program node P might be the same technology program as program node Fg, but it is supplying
multiple contributions to capability node Cap, and Cap, .

In Figure 37 and Table 2 observe that program node F has three non-inherited risk events £,
Ei», and E,3 and three inherited risk events [[E7;]], [[E51]], and [[Es;]]. These inherited
events come from program nodes P5 and 7. Suppose risk scores for these six risk events are
given below and were computed by Equation 4.1.

{RS(Eq1), RS(E1p ), RS(E13)} = {43,25,64}

RSULEA D, RS([[£51 1D, RS([[E52 ]1)} = 186,77,25}
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g Noviberied | ied  gsqr) Rsceln BSI-1a1) RORE)
Risk Scores Risk Scores
P {43, 25,64} {86,77,25} 56.8 79 75.67 0.249
P, {38,22,81,89,92} None §3.72 - - 0*
P {56,72) None 69.6 - - 0*
Py {82,57} {25} 78.25 25 78.25 0
P5 {77,25} £92, 34} 69.2 83.3 81.185 0.148
Py {52,175, 33} {80} 68.5 80 78.275 0.125
Py {86, 56} {43, 64} 815 60.22 81.5 0
Py {34, 52, 46} {82} 48.16 82 76.924 0.374
F {72, 55, 48, 80} None 75.125 - - 0*
Py {75,65,71,96,88} {33} 90.9 KX 90.9 0

* By Definition 4.7, if inheritance is not present between program nodes then RCR(£) is defined to equal zero.
Table 2. Example 4.3 Data and Computations: The Influence of Risk Inheritance
From Equation 4.3 and Equation 4.4, program node P;'s risk scores are as follows:

RS(Py|~ 1) = MaxAve ({RS(Eyy), RS(E1a), RS(Ey3)}) = Maxdve ({43,25,64}) = 56.8

RS(Py| 1) = Maxdve ({RS(([E11]), RS (U Es1 D), RS([[ B2 1)}) = MaxAve({86,77.25}) =79

From Equation 4.5, the risk score of program node P, when 2 is characterized by a finite set of
non-inherited and inherited risk events is

RS(B|~ D) if Zjistrue

RS(P|~ I AD)= o
MaxAve (RS(B|~ I),RS(B|D)) if Z, is true

where, Z; is when 7 has non-inherited and inherited risk events and RS(P|7) < RS(F|~I) (in
accordance with Postulate 4.3); Z, is when P, has non-inherited and inherited risk events and
RS(P|~ 1)< RS(B|1).

From the above, since RS(P;|~ 1) < RS(P;|7) the combined risk score of program node P, is

RS(P;|~ I A 1) = Maxdve (56.8,79) = 75.67
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Thus, the risk co-relationship index of P is

RS(P1|~ I/\I)—RS(PT|- 1) _ 75.67 ~56.8

RCR(PR) = ={0.249

RS(P|~IAD) 75.67

The computations shown in Table 2 for the other nine program nodes were completed in a similar
manner. To the capability portfolio manager, and to the portfolio’s individual program managers,
inherited risks are first targets for resolution or elimination. Seen in Figure 37, inherited risk
events extend their threat to other programs beyond their originating program nodes.

Inheritance complicates program-to-portfolio cross-coordination, collaboration, and resolution
planning. Multiple stakeholders, users, and outcome goals of affected program and capability
nodes must be jointly considered when planning and executing resolution strategies for inherited
risks. Thus, from a criticality perspective inherited risk events are signaled as prime targets for
early management attention and intervention.

Table 3 shows the computational results of each capability node’s risk score as a function of the
relationships shown in Figure 37 and the program node risk scores derived in Table 2.

Capability  Program Node Capability Node RCR(C})
Node Risk Score Set Risk Score RS{Cp)
Cq {75.67, 83.72,69.6} 81.503 0.02315
Cy {78.25,81.185, 78.275} 80.601 0.0525
C3 {81.5, 76.924, 75.125, 90.9} 87.964 0.0245

Table 3. The Influence of Risk Inheritance on C-Node Risk Scores

For example, the risk score and the risk co-relationship index for capability node C, are
formulated from Equation 4.6, Equation 4.8, Figure 37, and Table 2 as follows:

Risk Score (Cq) = RS(Cy) = MaxAve ({RS(P4|~ inn, RS(P5|~ In I),RS(P6|~ IA~DY

= RS(C|~ I A T) = Maxdve ({78.25,81.185,78.275}) = 80.601
Here, RS(C2|~ I~ Iy is the risk score of capability node C, computed over its set of P-node
risk scores that include the influence of inheritance (Table 2). The risk co-relationship index of

capability node C5 is then computed, from Equation 4.8, as follows:

RS(Cy|~ I AD)—RS(Cy|~ D)

RCR(Cy)=
RS(Cy|~IAT)
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RS(Co|~I ATy~ RS(Cy|~1) 80.601— MaxAve({78.25,69.2,68.5})
RCR(C,) = -

RS(Cy|~1 A1) 80.601

RS(C2|~I ~T) —RS(CZ‘wf) _ 80.601 -76.37

RCR(C5) = =(0.0525

RS(Ca|~IAT) 80.601

Observe that a capability node’s risk co-relationships are indirect. They derive only from risk co-
relationships that exist directly between supplier program nodes in the portfolio. So, a capability
node’s RCR index is really a response measure — one that derives from the effects of risk event
inheritance between P-nodes that comprise the supplier dimensions of the capability portfolio.

Figure 38 presents the nodal topology of Example 4.3 visualized by RCR indices between the
program and capability nodes. With this, management can view time-history changes to these
indices and quickly see where high risk co-relationships exist or remain between program and
capability nodes. A rank-ordering from highest-to lowest-RCR index by program and capability
nodes affected by inheritance can also be generated and monitored over time.

0.02315

0.249

(72
0 0.148 0.374
) oy
0 0.125 Y
0

Figure 38. Example 4.3 Nodes: An RCR Index View
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APPLICATION TO RESOURCE ALLOCATION DECISIONS

This section illustrates an application of the RCR index to resource allocation decisions. Here, we
integrate an operations research optimization algorithm into the theory of risk inheritance and the
RCR index. The aim is to demonstrate a formal and analytically-traceable investment-decision
protocol. This protocol works to identify which combination of program nodes offer the
maximum reduction in capability risk when allocated risk resolution assets from a constrained
risk resolution budget. These nodes will be the best among other program node candidates for
management intervention and the investment of limited risk resolution funds.

The optimization algorithm discussed below falls into a class known as constrained optimization
algorithms. It is informally known as the inapsack model.

The Knapsack Optimization Algorithm

The knapsack problem is a classic problem in operations research. One form of this problem can
be described as follows. Suppose vou have a finite collection of items you want to pack into your
knapsack. Suppose the knapsack has limited capacity so it is not possible to include all items.
Suppose each item has a certain value (or utility) to you. Given this, which items can be included
in the knapsack such that the value of its collection of items is maximized but does not exceed the
knapsack’s capacity?

A Knapsack Problem Formulation
A classic knapsack problem can be mathematically formulated as follows.

Maximize vixy +vyXy +VaXs ...+ VX,
subject to wyx1 + WXy + W3xg +...+w,x, <K

where x; for i=1,2,3,...,» takes the value 0 if item x; is not included in the knapsack and takes
the value 1 if item x; is included in the knapsack. The parameter w; is the weight (e.g., in
pounds) of item x; and K is the overall weight capacity of the knapsack.

The first equation is called the objective function. The second equation is called the constraint (or
constraint equation). Solving the knapsack problem involves integer programming — a specialized
optimization technique. The Microsoft® Excel Solver program can be used to find solutions to
the knapsack problem. The following illustrates this in the problem context of this dissertation.

Instead of a knapsack, let’s think of the problem of choosing which P-nodes to include in a risk
resolution portfolio. However, suppose this portfolio is defined by a fixed budget for funding P-
nodes to resolve their risks. The decision problem is to select those P-nodes that have the highest
threat to their associated capability while not exceeding the overall risk resolution budget. As
mentioned above, we can think of this as a knapsack problem. The mathematical set up is as
follows.

Let j={1,2,3,...,n} be a set indexing the candidate P-nodes (note: subscripts here are local to
this knapsack formulation). Let
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_ | 0if jth P -node is not in the risk resolution portfolio
4] 1 if jth P-node s in the risk resolution portfolio

Here, we want to
Maximize vyx; + voXs +vaxg +... + v,x,
subject to c{xq +CoXn +C3X3 +...+cCpx, <C

where v; is the RCR index of j-th P-node, ¢; is the cost to resolve the risk events that comprise
the j-th P-node, and C is the total risk resolution budget.

Table 4 illustrates this application in the context of ten P-nodes described in Example 4.3. Table 2
presents the risk scores of these P-nodes. Suppose the columns of the Table 4 are the ten P-nodes
all competing for limited risk resolution resources. Suppose the total risk resolution budget is 20
million dollars. However, the cost to resolve the risks in all ten P-nodes is just over 36 million
dollars (36.225 million dollars).

Furthermore, suppose management decided the risk resolution budget should only be allocated to
P-nodes with risk scores greater than or equal to 70. The reasoning being that P-nodes with risk
scores equal to or higher than 70 fall into a “RED” color zone and, as such, are those that most
threaten capability.

Given this, which P-nodes should be included in the “risk resolution portfolio” such that they

collectively offer the maximum reduction in potential threat to capability while not exceeding the
20 million dollar budget and maintaining a risk score equal to or greater than 70?7

Program Program Program PFProgram Program

Optimization Input Matrix Node ¥ NodeID  NodeIld NodelD  Node ID
1 2 3 4 5
Objective Function: P-Node RCR Index 0.249 0 0 0.600 0.148
Subject Ta Constraint: Risk Reselution Cost 5940 2300 4321 76586 2132
Program Program Program Program Program
Optimization Input Matrix NodeID NodeID NodeIl NodelD  NodeID
6 7 8 9 10
Objective Function: P-Node RCR Index 0.125 0 0.374 0 0
Sl.lbjl:l:t To Constraint: Risk Resalution Cost 6241 1325 3127 2112 1111

Table 4. P-Node Input Matrix

To find the optimal collection of P-nodes to include in the risk resolution portfolio, given the
above conditions, we can model this situation as a “knapsack™ problem. Here, the coefficients of
the objective function are the RCR indexes of the P-nodes. The coefficients of the constraint
equation are the resolution costs (in dollars-thousands) of these P-nodes. For example, P-node 1
has an RCR index of (.249 and a risk resolution cost of 5.9 million dollars,
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Here, we use the Microsoft® Excel Solver program to solve this optimization problem. The
results from Solver are shown in Table 5. The P-nodes indicated by a “1” in the solution matrix
are those to be funded. The P-nodes indicated by a “0” in the solution matrix are those not to be
funded. Here, P-nodes 1, 5, 6, 7. 8, and 10 are the optimal collection of P-nodes to include in the
risk resohttion portfolio. Program nodes 2, 3, 4, and 9 are not funded.

This mix of funded P-nodes is the optimal combination of P-nodes to allocate resources that (1)
offer the largest reduction in effects of risk co-relationships in the capability portfolio and (2)
comes as close as possible, while not exceeding, the total risk resolution budget of 20 million
dellars. The risk resolution costs for all P-nodes selected for investment sum to 19.836 million
dollars. The values in row three of Table 5 are the P-node risk scores, as derived and summarized
in Table 2.

Program  Program  Program  Program  Program  Program  Program  Program  Program  Program
Node 1D Node ID NodeID NodelD Node ID Node ID NodeID Node ID NodeID NodeID

1 2 3 4 5 6 7 -3 9 10

1 0 0 0 1 1 1 1 0 1
75.670 §3.720 69.600 78230 81.185 78.275 81.500 76.924 75.125 90.900
0.249 ] 0 0 0.148 0125 0 0.374 0 0

5900 2300 4321 7656 2132 6241 1325 3127 2112 1111

Table 5. P-Node Solution Matrix

The approach described in this section illustrates a formal way to allocate limited risk resolution
resources to P-nodes considered most threatening to capability. Analytical approaches such as
these are valuable “first-filters™ that support decision-making.

They are not replacements for human judgment or creative crisis or intervention management.
Leadership should always look at results such as these and consider additional tradeoffs, options,
or creative ways to address critically impacting P-nodes, given constraints such as a fixed risk
resolution budget. One way to use this analysis is to let it form the basis for debating why, where,
and when increased resources are needed. This approach reveals not only those P-nodes that can
be included in a budget but those that, without relaxing constraints or finding workarounds, must
be excluded.
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SUMMARY

Developing ways to represent and measure capability dependencies in the engineering of
enterprise systems is a critically important aspect of enterprise risk management. The importance
of this problem is many-fold. Primary is enabling management to study ripple effects of failure in
one capability on other dependent capabilities. Offering ways to study these effects enables
engineers to design for minimizing dependency risks that, if realized, have cascading negative
effects on the ability of an enterprise to deliver services to consumers.

The problem investigated herein focused on one form of dependency — risk inheritance between
supplier programs in a capability portfolio. This work investigated and rigorously developed an
index for measuring risk inheritance among supplier programs and capabilities. The risk co-
relationship index identifies and captures the impacts of this type inheritance dependency on the
increased risk that program nodes will fail to deliver their contributions to their associated
capabilities.

Mathematical graph theory offers a useful representation formalism for capturing and analyzing
risk inheritance in engineering enterprise systems. Within the concept of a graph, algorithms and
new theorems were created to produce the risk co-relationship index. As shown, this index
measures the influence of risk inheritance between program nodes supplying technologies to
capabilities. The risk co-relationship index is fully generalized with respect to permitting risk
events to be horizontally or vertically inherited between supplier program nodes. The risk co-
relationship index, and ways to measure risk inheritance across a capability portfolio, is an
original contribution to the engineering management community. '

Last, connecting the mathematical theory developed for the risk co-relationship index with that of
investment decision management enables decision-makers to optimally assign resources to just
those P-nodes that offer the maximum reduction in inheritance effects, given funding constraints.
This enables portfolioc management to time-history monitor reductions in capability risk, as driven
by inheritance, when more and more risk reduction dollars are judiciously applied in optimally
decision-theoretic ways.
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CHAPTER V

FUNCTIONAL DEPENDENCY NETWORK ANALYSIS (FDNA)

INTRODUCTION

Critical considerations in engineering enterprise systems are identifying, representing, and
measuring dependencies between suppliers of technologies and providers of services to
consumers and users. The importance of this problem is many-fold. Primary is enabling the study
of ripple effects of failure in one capability on other dependent capabilities across the enterprise.
Providing mechanisms to anticipate these effects early in design enables engineers to minimize
dependency risks that, if realized, can have cascading negative effects on the ability of an
enterprise to deliver services to users.

The approach to this problem, described herein, is built upen concepts from graph theory. Graph
theory enables (1)} a visual representation of complex interrelationships between entities and (2}
the design of analytical formalisms that trace the effects of dependencies between entities as they
affect many parts and paths in a graph.

In this context, a capability portfolio is represented as a directed graph whose entities are nodes
that depict the direction, strength, and criticality of supplier-provider relationships. Algorithms
are designed to measure capability operability (or inoperability} due to degraded performance (or
failure) in supplier and program nodes within a capability portfolio.

Capturing and analyzing dependencies is not new in systems engineering. New is tackling this
problem (1)} in an enterprise systems engineering context where horizontal and vertical
dependencies can exist at many levels in a capability portfolio and (2) by creating a flexible
analysis and measurement approach applicable to any capability portfolio, whose supplier-
provider relationships can be represented by graph theoretic formalisms.

In Chapter IV, the Risk Co-Relationship (RCR) index was developed and presented. The RCR
index is a management metric that measures risk inheritance between supplier programs and its
ripple effects across a capability portfolio. The index identifies and captures horizontal and
vertical impacts of risk inheritance, as it increases the threat that risks on one supplier program
may adversely affect others and ultimately their contributions to their associated capabilities.

The higher the RCR index the greater the degree risks are co-related between supplier-programs,
The lower the RCR index the lesser the degree risks are co-related between supplier programs.
Thus, to the capability portfolio manager inherited risks might be “first” targets for resolution or
elimination.

The methodology in this chapter is named Functional Dependency Network Analysis (FDNA). Its
formulation is motivated, in part, by concepts from Leontief Matrices, Inoperability Input-Output
Models (1IM), and Failure Modes and Effects Analysis (FMEA). These concepts are described in
Y. Y. Haimes (2004).
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The FDNA is a methodology that enables management te study and anticipate the ripple effects
of losses in supplier-program contributions on dependent capabilities before risks that threaten
these suppliers are realized. Where the RCR index identifies which supplier programs face high
risk (incorporating effects of risk inheritance) in delivering their contributions to capability, the
FDNA analysis identifies whether the level of operability loss, if such risks occur, is acceptable.
This enables management to better target risk resolution resources to those supplier programs that
face high risk and are most critical to the operational capabilities of a portfolic.

Together, the RCR index and the FDNA methodology address the following:

How risk-dependent are capabilities so threats to them can be discovered before
contributing programs (e.g., suppliers) degrade, fail, or are eliminated?
and

What is the effect on the operability of capability if, due fo the realization of risks,
one or more contributing programs or supplier-provider chains
degrade, fail, or are eliminated?

FDNA FUNDAMENTALS AND POSTULATES
This section introduces the Functional Dependency Network Analysis (FDNA) methodology and
its essential ideas on ways to model and measure operational dependencies in a portfolio.

The idea behind FDNA is best illustrated by the graph in Figure 39. Here, a simple capability
portfolio is shown. It consists of three capability nodes and six program nodes. Mathematically,
Figure 39 illustrates a special type of graph known as a directed graph.

An External Porffelio
Dependency Node

Internal Portfolic ___ Receiver Node
Dependency Nodes

Leaf Node &

Recelver Node . Feeder Node
“

Leaf Node &
Feeder Node

Feeder Node &
Receiver Node

Feedar Node &
Receiver Node

Leaf Node &
Feeder Node

Leaf Node &
Feeder Node

Figure 39. An FDNA Graph: A Capability Portfolio Context

In general, a graph is defined as a collection of points and lines connecting some (possibly empty)
subset of them. The points of a graph are known as vertices or nodes. The lines connecting the
vertices are known as edges or arcs’.

" Reference: This text excerpted from httpimathworld wolfram com/Graph html.
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The lines of graphs can have directedness. Arrows on one or both endpoints of a graph indicate
directedness. Such a graph is said to be directed. A graph or directed graph together with a
function which assigns a positive real number to each line is known as a network’. An FDNA
graph is a directed graph and later we’ll see it is also a network.

A graph may also be viewed in terms of parent-child relationships. A parent node is one with
lower-level nodes coming from it. These nodes are called child nodes to that parent node. Nodes
that terminate in a network are sometimes called legf nodes. Leaf nodes are terminal nodes in that
they have no children coming from them [Garvey, 2008].

Next, we’ll take a closer look at the graph in Figure 39. From this we’ll introduce key FDNA
definittons and behavioral properties of supplier-provider dependencies.

FDNA Fundamentals

We begin with a discussion of dependence and what it means in the FDNA methodology. In an
FDNA graph, dependence is a condition that exists between two nodes when the operability of
one node relies, to some degree, on the operability of another node. What is meant by operability?

In FDNA, operability is a measure of the value of a node’s output. It is a vNM utility measure
expressed as “utils”. For example, a node that produces 60 widgets per hour might have this level
of performance valued at 50 utils; or equivalently, its operability level is 50.

In FDNA, a node’s operability level is defined to range from O to 100 utils. A node is wholly
inoperable if its operability level is 0 utils. A node is wholly operable if its operability level is 100
utils. In FDNA, as a node’s operability level increases so does the utility of its output.

An FDNA graph can be viewed as a topology of receiver-feeder node relationships. A receiver
node is one whose operability level relies, to some degree, on the operability level of at least one
feeder node. In FDNA, a node may be a feeder and a receiver node as shown in Figure 40.

Receiver Nod Recelver Node

o721, Pn @21, foi a3t B3
- -~
Feeder Node Feeder and «— a3, Py Feeder Node
Recelver Node
A2-Node FDNA Graph A 3-Node FDNA Graph

Figure 40. A 2- and 3-Node FDNA Graph

In FDNA, a receiver node’s operability level is influenced by two types of dependencies. The
first type is the strength with which a receiver node’s operability level relies, to some degree, on
the operability level of a feeder node. The second is the criticality of the feeder node’s
contribution to the receiver node for it to ultimately achieve its operability level objectives.

* Reference: This text excerpted from ktip/mathworld wolfram.com/Graph. html.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



90

We call these types of dependencies the strength of dependency and the criticality of dependency.
They are governed by two parameters a; and j; , respectively. Here, i is the index of a feeder
node that a receiver node of index j depends on.

Strength of dependency and criticality of dependency capture different aspects of feeder-to-
receiver node relationships. Each is important and both influence receiver node operability levels
and the achievement of the utility of the node’s overall outcome.

Strength of Dependency (SOD)

Definition 5.1; Strength of dependency is the operability level (utils) a receiver node relies on
receiving from a feeder node for the receiver node to continually increase its baseline operability
level and ensure the receiver node is wholly operable when its feeder node is wholly operable.

The strength of dependency with which receiver node P; relies on feeder node #; is governed by
the parameter «; , where 0 <a; <1. This parameter will also be referred to as the strength of
dependency fraction. If a; =1, then receiver node P; is wholly dependent on feeder node F;
for its operability. In this case, the operability level of the receiver node is equal to the operability
level of its feeder node — the receiver node has no operability independent of the operability of its
feeder node. The parameter a;; is always greater than zero; otherwise, no dependency would
exist between receiver node P; and feeder node 7.

Figure 41 shows a 2-node strength of dependency view of an. FDNA graph. Here, recciver node
P; 1S a; -dependent on feeder node P:. The greater the value of ; the greater the strength of
dependency that P; has on F; and the less P;'s operability level is independent of P's level.
The smaller the value of & the lesser the strength of dependency that P; has on F and the
more P;'s operability level is independent of F's level.

Receiver Nod Pj = ang + 100(1 - Ofy)

e
Feeder Node OSP;,PJ; <100

Figure 41. A 2-Node FDNA Graph: Strength of Dependency (SOD) View
An equation that behaves with these properties is given by Equation 5.1.

Pi=a,P+100(1-ay), 0< P, P; <100, O<ay <1 (5.1)
Equation 5.1 is the Strength of Dependency equation of receiver node P ; on feeder node F;. The
first term @ F is the amount of feeder node F;'s operability (utils) that receiver node P;
depends on receiving for P;'s operability (utils) to improve the baseline utility of its outputs.
The second term 100(1—«;;) is expressed in utils. It is defined as P;'s baseline operability level
(BOL) prior to receiving feeder node £'s operability, in terms of added utility. Thus, from a
strength of dependency view, a receiver node will always increase in operability above its BOL

whenever its feeder node has an operability level greater than zero.
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From the preceding discussion, the terms in Equation 5.1 can be viewed as shown in Figure 42.

Receiver Nofj Pj :aUPi +100(1—a',}-)
% T T

-
Strength of Basellng
Feeder Node Dependency Fraction  Operability
ofthe Recefver Node  Level {BOL)

on its Feeder Node of the
Receiver Node

Figure 42. A 2-Node FDNA Graph: View by SOD Fraction a; and BOL

In Equation 5.1, if receiver noede P;'s baseline operability level is zero then P,'s operability
level is wholly dependent on feeder node F£'s operability level. This implies a; =1 since
100(1 - @) = 0 utils, in this case. With this, Equation 5.1 reduces to

P;=1-F+100(1-1)= P, 0< P, P; <100

When receiver node P; is wholly dependent on feeder node £ the strength of dependency
parameter «j; is at its maximum; that is, a; = 1. Here, we have the condition “as P, goes so
goes P;”.

In Equation 5.1, if feeder node F; is wholly inoperable (P, =0) then the receiver node’s
operability level is equal to its baseline level; that is,

P; =100(1-e;) = BOLP; utils
If feeder node F; is wholly operable ( £, =100 } then receiver node P; is wholly operable since
P; = (100) +100(1 - a;) =100 utils

which is in accordance with Definition 5.1, From this, we see that the lower a receiver node’s
baseline operability level the higher its strength of dependency on contributions from feeder
nodes to achieve an operability level of 100 utils. Likewise, the higher a receiver node’s baseline
operability level the lower its strength of dependency on contributions from feeder nodes to
achieve an operability level of 100 utils.

In FDNA, the strength of dependency equation between a receiver node and a feeder node is
defined by an increasing linear function of their operability levels, A linear function was chosen
for this first version of FDNA because of its “utility-neutral” qualities. Future research into non-
linear monotonically increasing functions could be explored.

Is the strength of dependency equation all that is needed in an FDNA operability analysis? What
if a receiver node degrades from its baseline operability level unless its feeder node achieves a
specified level of operability? Next, we introduce into the FDNA calculus a concept called
criticality of dependency.
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Criticality of Dependency (COD)

First, we will motivate the concept of criticality of dependency with a story. This will be followed
by a technical discussion of criticality of dependency and how this influence is incorporated into
the FDNA methodology. Consider the 2-node FDNA graph in Figure 43.

. A Widget
Receiver N°d Production Machine

Py
Feeder Node A Suppller of Cogwheels to
the Widget Production Machine

Figure 43. A 2-Node FDNA Graph: Criticality of Dependency View

Suppose receiver node P; is a widget production machine. Suppose feeder node 7; manufactures
new cogwheels ideal for lowering mechanical stress and increasing the output of the widget
production machine.

With the contribution from F; suppose this machine can produce up to 90 widgets per hour and at
this {evel of performance the machine is wholly operable. This means

P;(90) =100 utils

Without the contribution from F; suppose the machine can produce 60 widgets per hour and the
value or worth of this level of performance is 50 utils. This means

P;(60) =50 utils = BOLP;

Suppose the widget production machine is old and without these new cogwheels the machine’s
parts will wear and its ability to produce 60 widgets per hour will degrade. Furthermore, suppose
the machine’s degraded level of performance is accompanied by a decline in its baseline
operability level. Because of this, we say a criticality of dependency exists between receiver node
P; and its feeder node £).

In Figure 43, the parameter f; denotes a criticality of dependency exists between a receiver
node P; and its feeder node F;. 1t is also the operability level (utils) a receiver node decreases to
without its feeder node contribution. This story illustrated the concept of criticality of
dependency. We now proceed with its formal definition.

Definition 5.2: Criticality of dependency is the operability level 8, (utils) a receiver node
degrades to from its baseline operability level without receiving its feeder node’s contribution.

The criticality of dependency with which receiver node P; relies on feeder node F; is governed
by the parameter 8, where B is in utils and 0< f§; <100(1-a). Observe that B is
bounded above by the BOL of receiver node P;. Later, we will derive this resuit. Meanwhile,
why is this intuitive?
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If By =100(1—ay) then receiver node P; improves its baseline operability level whenever the
operability level of feeder node F; is greater than zero. Recall this is a characteristic property of
strength of dependency. However, when g; =100(1-a;) we shall see the strength of
dependency and criticality of dependency between P; and £ are no longer distinguishable and
either will determine the operability level of P;. What does the minimum value of #; mean?

When g; =0 a maximum criticality of dependency exists with respect to the extent that
receiver node 7; relies on feeder node F;. Maximum criticality of dependency means the
operability level of receiver node P; is equal to the operability level of its feeder node F. Here,
we have the condition “as F; goes so goes P;”. Earlier, we saw this was possible under a strength
of dependency when «; = 1. This same condition can occur under a criticality of dependency
when B; =0.

An equation that behaves with these properties is given by Equation 5.2.

P,=P+fy, 0<P, P, <100, 0< f; <100(1-a;) (5.2)

Equation 5.2 is the Criticality of Dependency equation of P; on feeder node .

If a criticality of dependency exists between receiver node P; and feeder node P then, from
Equation 5.2, if P; =0 then P; = B . Thus, if feeder node F; is wholly inoperable then receiver
node P;'s operability level is equal to f;, which at most is equal to its BOL. If P, =100 then
P, =100 + B; =100 since 0< P, P; <100. Thus, if feeder node P is wholly operable then
receiver nade P; is wholly operable, which is also consistent with Definition 5.1.

In FDNA, if a receiver node’s operability relies (to some degree) on contributions from a feeder
node, then a SOD is present between them. However, the presence of a SOD between a receiver
node and a feeder node does not imply a criticality of dependency (COD) exists between them.
From Definition 5.2, a COD is present between a receiver node and a feeder node only when the
receiver degrades from its baseline operability level without receiving its feeder node’s
contribution.

Determining a; and S

The following illustrates how «; and S, can be determined from their respective definitions.
For this, refer to the FDNA graph in Figure 44. We begin with a; .

Receivar Node

@i, Bij

e
Feeder Node

Figure 44. A 2-Node FDNA Graph: Strength and Criticality of Dependency View
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With respect to Figure 44, to determine a;; one can ask the following question.
SOD Question: What is the receiver node's baseline operability level (utility) prior to receiving
its feeder node’s contribution?

If the answer is 0 utils, then « g =1. If the answer is 50 utils, then a; =050. If the answer is
70 utils, then a; =0.30 and so forth. Thus, « ; can be solved from the expression

100(1- ;) = x

where x is the receiver node’s baseline operability level (BOL) prior to receiving its feeder node’s
contribution.

With respect to Figure 44, to determine f;; one can ask the following questions.

COD Questions: If the feeder node’s contribution is equal to zero in operational utility to the
receiver node, then will the receiver node degrade from its baseline operability level (utility)? If
yes, then to what operability level (utility} will the receiver node decline? If no, then no criticality
of dependency exisis between the receiver node and its feeder node.

From Definition 5.2, recall that criticality of dependency is the operability level B (utils) a
receiver node degrades to without receiving its feeder node’s contribution, where

0< B <100(1-ay)

If the COD questions are yes “receiver node P; will degrade from its BOL if 7, =07, then g,
is set equal to the level of operability to which P; will (or is anticipated to) decline. For instance,
if B; =0 utils then the operability level of receiver node P; is equal to the operability level of
its feeder node P.. Once again we see the condition “as F; goes so goes P;”, however, instead of
seeing this through the earlier SOD perspective with ¢ ; =1 we now see it from a COD
perspective, with By =0. if By =20 utils, then receiver node P; degrades from its baseline
operability level to 20 utils if feeder node P, =0. Note these examples are consistent with
Equation 5.2

If the COD question is no “receiver node P, will not degrade from its BOL if 7; =07, then the
operability level of P; is determined solely by its strength of dependency on the operability level
of P.. This can be seen from the general SOD equation (Equation 5.1). From Equation 5.1, recall
that

P;=ayP +100(1-ay), 0<P,P; <100, 0 <ay <1
If P =0 then the operability level of P; is equal to 100(1-a;). This is P;'s BOL. Thus,
when a dependency relationship is such that there is no degradation from 2;'s BOL when
P, =0 it follows there is only a strength of dependency between them. Finally, in a SOD
relationship as feeder node 7 increases in operability (F; >0) then receiver node P; also

]
increases in operability above its BOL by amounts governed by o, where 0 < x;; < 1.
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In summary, two types of dependencies have been discussed. They are strength of dependency
and criticality of dependency. Each type captured different effects of receiver-feeder node
relationships on their operability levels. Strength of dependency captured the effects of
dependency relationships that improved baseline operability levels. Criticality of dependency
captured whether dependency relationships could, in some situations, cause their baselines to
degrade. FDNA permits this dualism to compete within its calculus to model positive or negative
effects that complex receiver-feeder node interactions can have across a topology of multi-nodal
relationships.

FDNA Postulates
Postulate 5.1: Operational Performance
All nodes can be characterized by a measure that expresses the achievement of a node’s output.

This may be a cardinal or ordinal measure of performance (MOP). For example, a
communications node that achieves a data connectivity rate of 54 Mbps has a cardinal measured
value (54 Mbps). A node that achieves a level of performance assessed by a rating level on a
semantic differential scale (e.g., 2 “3” on a | —5 Likert scale) has an ordinal measured value.

Postulate 5.2: Operability
Operability is a state where a node is aperationally performing.
Postulate 5.3: Operability Level

All nodes can be characterized by a measure of the value or worth of the outputs from their
operational performance. This measure is a node s operability level.

The operability level of a node is equivalent to a vNM utility measure. It can be considered a
measure of effectivengss (MOE). Refer to Postulate 5.4 for an additional discussion.

Postulate 5.4: Dependency and Acyclic Relationships

A dependency relationship exists between nodes when the operational performance of one node
relies, to some degree, on the operational performance of other nodes. All FDNA graphs ave
acyclic”.

In this postulate, reliance refers to contributions to the dependent node from other nodes.
Contributions are context specific to the nature of the supplying nodes. A contribution might be
the delivery of widgets at a given production rate or the delivery of # electronic devices to a
distribution node. How do we express contribution by a measure?

A contribution results from the achievement of an output by a node that reflects the operational
performance of that node. For example, suppose a node manufactures widgets at a production rate
of 60 widgets per hour. This rate is a measure of performance (MOP). Now, suppose this node’s
MOP transiates to an operability level of 50 utils. This level is a measure of effectiveness (MOE).
Thus, a node’s MOP will have an accompanying measure of effectiveness (MOE). The MOE
reflects the operability level, value, or worth of the output the node achieves.

* A cycle relationship exists between nodes when there is a closed path between them (i.c., & path with the same first
and last node). Acyclic graphs are graphs without cycles.
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The following presents a set of key FDNA postulates.

Postulate 5.5: Feeder Node
A feeder node is one that "'feeds” contributions to one or more receiver nodes.

Postnlate 5.6: Receiver Node

A receiver node is one that depends, to some degree, on contributions from one or more feeder
nodes.

Postulate 5.7: Feeder and Receiver Node

A node can be a feeder node and a receiver node.

Postulate 5.8: Leaf Node

Leaf nodes are strictly feeder nodes.

Postulate 5.9: Not a Leaf Node

A node that is a feeder node and a receiver node is not a leaf node.
Postulate 5.10: Inoperable/Operable Node

A node is wholly inoperable if its operability level is zero. A node is wholly operable if its
operability level is one-hundred.

Postulate 5.11: Receiver Node Operability
A receiver node may become wholly operable before its feeder node is wholly operable.
Postulate 5.12: Baseline Operability Level

The lower a receiver node’s baseline operability level the higher its strength of dependency on
Jeeder nodes to become wholly operable. Conversely, the higher a receiver node’s baseline
operability level the lower its strength of dependency on feeder nodes to become wholly operable.

FDNA GENERAL EQUATION, PROPERTIES, AND THEQOREMS

This section presents the FDNA fundamental equation used to determine a node’s operability
level, In addition, its formulation as a composition of dependency functions is illustrated from a
simple 2-node FDNA graph to increasingly complex multi-nodal topologies.

FDNA Fundamental Equation

The FDNA fundamental equation is a formulation that jointly captures the operability level of
receiver node P; as a function of its strength of dependency and its criticality of dependency on
feeder node £ and the operability level of F;. Its general expression is given by

P =F(ay,By.P) 0<P,P;<100 (5.3)

where a;; and B are, respectively, the strength and criticality of dependency parameters with
which receiver node P; relies on feeder node P.. Equation 5.3 is called the FDNA Dependency
Function (FDF). What form does this function take?

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



97

In accordance with Postulate 5.3, F(ay;, 8. F,;) is a vNM utility function. It can take a variety of
functional forms that reflect increasing levels of operability of receiver nodes with increasing
levels of operability in their feeder nodes. Some examples are shown in Figure 9.

This dissertation presents FDNA for the first time. As such, a linear form was selected for the
FDF. As mentioned earlier, a linear form was chosen because of its “utility-neutral” qualities.
Linear utility is a member of a class of functions known as power-additive utility functions
[Kirkwood, 1997]. Families of power-additive utility functions are illustrated in Figure 9. Seen
there, the linear form has a multiattribute risk tolerance of ©,, =, The linearity of FDF
provides a point-of-departure for future research, where nonlinear monotonically increasing
functions such as those in Figure 9 could be explored.

An FDNA Dependency Function (FDF)

As mentioned above, we present the FDNA dependency function as a linear function of
increasing operability (utils). Although the FDF is lingar, it is defined by individual functions that
can be nonlinear. Thus, the FDF can be a linear combination of nonlinear value functions’.

Figure 45 illustrates a nonlinear value function for the operability level of an FDNA nede.
Suppose the node represents a widget production machine. The vertical axis is the machine’s
operability level (utils) or MOE. The horizontal axis is the operational performance the machine
achieves, as measured by the widget production rate. This axis reflects the node’s MOP.

- VPj {-x_j)
)
< 1060
3
&% Vp, ()= 100+ 130902(1 - ¢ * 2807,
o .
=2 I
£8 so0!
L =
B :
2% .
jo ] |
7 ! Number of Widgets ProducedHour
=
I Y
45 60 90
i Fmic-val X maximum

A Widgct Production Machine
Operaticnal Performance: Measure of Performance (MOP)

Figure 45. A Value Function for the Operability of Node P 'y

Figure 45 illustrates how an FDNA node’s operability level is a function of its operational
performance. This demonstrates the relationship between these two measures, as discussed in
Postulate 5.1 and Postulate 5.3. The following illustrates forming FDNA dependency functions
for increasingly complex FDNA graphs by a composition of functions approach.

" From a decision theory perspective, the FDF is technically a value function [Keeney, Raiffa, 1976]. A value function
is a real-valued mathematical function dcfined over an evaluation criterion (or attribute} that represenis an option’s
measure of goodness over the levels of the criterion. A measure of goodness reflects a decision-maker’s judged value in
the performance of an option across the icvels of a criterion (or attribute) | Garvey, 2008].
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Example 5.1 Formulating a 2,1,1-Node FDF
Figure 46 shows a 2-node FDNA graph with 1-dependency point and 1-receiver node. Let this be

indicated by the notation 2,1,1-node.
Receiver Node

. By

Feeder Node

Figure 46. A 2,1,1-Node FDNA Graph
The FDNA dependency function formed for this relationship is given by Equation 5.4.
£; = Min (SODP;,CODP;) = Min (a; F; +100(1 - ay), F; + By) (5.4)

where o; and B are strength and criticality of dependency, F is the operability level of the
receiver node’s feeder node and 0 < a; <1, 0< §; <100(1-ay), and 0 < P, P; <100 .

Equation 5.4 follows a principle known as the weakest link'. In FDNA, the weakest link principle
means the operability level of a receiver node is determined by the operability level derived from
its weakest feeder node’s strength of dependency or criticality of dependency.

Example 5.2: Formulating a 3,2,1-Node FDF
Figure 47 shows a 3-node FDNA graph with 2-dependency points and 1-receiver node. Let this
be indicated by the notation 3,2,1-node.

Receiver Nod

an; By anj.Pn;

Feeder Node Feeder Node

Figure 47. A 3,2,1-Node FDNA Graph

" The weakest link principle asserts no chuin is stronger than its weakest link (non fortiter catena quam anulus
debilissimus [Rescher, 2006]). In philosophical logic it means “the status of a conclusion is that of the weakest
premise” [Rescher, 2006). Weakest link is known as a probative principle of rational cogency |Rescher, 2006].

The weakest link principle originates in Greek philosophy. It is attributed 1o Aristotle’s pupil Theophrastus, who lived
from 372 — 287 BC. Theophrastus was a Greek Peripatetic philosopher who became head of the Lyceum in Athens
founded by Aristotle [Encyclopaedia Britannica. Retrieved October 12, 2008, from Encyclopadia Britannica Online:
http://www britannica.com/EBchecked/topic/590974/ Theophrastus]. For morc on Theophrastus refer to New World
Encyclopedia, http://www.newworldencyclopedia.org,
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The FDNA dependency function formed for this relationship is given by Equation 5.5.

P; = Min (Average (SODP j;1,SODP 15}, CODP ;i1 ,CODP ji3)

a;; P ap; a1+
P, =an{ + +100( - (———) P + By Pizj + Pizj (5.5)
2 2 2
where
@;1; is the strength of dependency fraction between £ and P;

@;3; is the strength of dependency fraction between £ and 7;
B, is the criticality of dependency between P;q and P;
Biz; is the criticality of dependency between P and P;
O<a;;£1,0<a; <1
0< B, £100(1-ay,), 0% Bio; <100(1-a,2;)
0< Py, Py, P; <100

Example 5.3: Formulating a 3,3,2-Node FDF

Figure 48 shows a 3-node FDNA graph with 3-dependency points and 2-receiver nodes. Let this
be indicated by the notation 3,3,2-node.

Receiver Nod

anj By @iz Big

Feeder and 4—0:‘-2!-1,51-2‘.] Feeder Node
Receiver Node

Figure 48. A 3,3,2-Node FDNA Graph

The FDNA dependency function formed for this relationship is given by Equation 5.6

i Py QP Gy + i s
Pj =MH[ i4n N 27542 +100(]_(M)),Pﬂ +ﬁilj’sz+ﬁi2jJ (56)
2 2 2
P = Min{apn Py +1001 - ay011), B2 + Bii1) (5.7)

where

@, ; isthe strength of dependency fraction between £y and P;

i

;7 is the strength of dependency fraction between £} and P;
O 941 is the strength of dependency fraction between P and Py
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By, is the criticality of dependency between Fjq and P;

Bi»; 1s the criticality of dependency between Pr and P;

Bioi1 is the criticality of dependency between P and Fp

O<a; £1,0<a;;<1.0<a;p; <1

0< By <100(1-ay;), 0< Bia; <100(1 - @), 0= Bpn ST0AT—aip;1)
0% Py, Py, P; <100

For this FDNA graph there are two dependency equations. These are given by Equation 5.6 and
Equation 5.7. Why does this graph have two equations?

In an FDNA graph, the number of dependency equations is equal to the number of receiver nodes.
The FDNA graph in Figure 48 has two receiver nodes. These are P; and P;1 . The operability
level of P; is a function of the operability level of 71 and the operablllty level of Py, The
operability level of F;q is also a function of the operability level of F;. Hence, we have two
dependency equations for this graph.

The preceding examples lead to the following notation definition.

Definition 5.3: The notation g¢.rs-node denotes an FDNA graph with g-nodes, »-dependency
points, and s-receiver nodes where g, , and s are positive integers.

Example 5.4: Formulating a 5,6,3-Node FDF
Figure 49 shows a 5-node FDNA graph with 6-dependency points and 3-receiver nodes. Let this

be indicated by the notation 5,6,3-node.
o Recgiver Node
i1js ﬁrl;

Feeder and
Receiver Node e ‘21 : ﬁ;Z;
@1i2> ﬁilIZ
Feeder and

13;1 ﬂISII Receiver Node

i 312,ﬁ13‘2 !41255:412
Feeder and Feeder and
Leaf Node Leaf Node

Figure 49. A 5,6,3-Node FDNA Graph

The FDNA dependency function formed for this relationship is given by Equation 5.8.
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apn Py o P ai i+
P; = Min [ L B2 1000 - (20, Py + By Pio + B (5.8)
2 2 2
Py =Min(a;n Pz +100(1-a31). B3 + Bizin) (5.9
Ppy = Min(A4, B) (5.10)
. a2 N ;3253 | 42 Fia 10001 (aﬂfz +2;30 + g )
3 3 3 3

B=Min(Fy + Bup. iz + Bisin. Fia + Biaiz)

In this example, we have three receiver nodes and hence three dependency equations (Equations
5.8-5.10). The following presents the last example of formulating an FDF. This is presented from
a capability portfolio context.

Example 5.5: Formulating an FDF: A Capability Portfolio Perspective

Figure 50 shows a simple capability portfolio. It consists of three capability nodes that have a mix
of dependency relationships on six program nodes. Figure 50 can also be considered a 9,8 5-node
FDNA graph.

Suppose program nodes supply various technologies that enable capabilities. Five of these
program nodes fall within the capability portfolio’s management authority, as indicated by nodes
B through f% in the “box”. The node Fj illustrates that dependency relationships can also be
external to the authority envelope of a portfolio. External dependencies can have as much
influence on the operability of a capability as those from internal dependencies.

An Extenal Portfollo
Dependency Node

Intermal Portfolio Recelver Node
Dependency Nodes

| Leal Node &
i Recalvar Node @ Receivar Nods 74 Feeder Node

Feeder Node 3
Feedar Noda & Recaiver Node
Receiver Node
Leaf Node &
Feeder Node
Leaf Node &
| Feeder Node

Figure 50. An FDNA Graph: From A Capability Portfolio Perspective

/0

Leaf MNode &
Feeder Node

6
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Figure 50 shows the symbol 5 on each arrow. This is for notational conventence to keep the
figure less crowded. Let » indicate equivalence to the following FDNA parameters:

m EaPlCapISﬁPlC.‘apI 2 EaP3Cap1!ﬁP3Cap1
N3 =Qpicapy BryCapy, M4 =@ pCaps Brscaps
N5 =QpCapy+PryCaps 16 =Apspy s Bpspy
N7 2 Apypy s Pprypy g =0pypsBrypy

Since this is a 9,8,5-node FDNA graph we form the following five FDF equations.

(app Py app P dpp ta&
Py = Min <22 IBATS oo ERATERA ) b + B Py +ﬁF3ﬁJ (5.11)
2 2 2
Py =Minlap p, P +100(1—a pp, ). Ps + Bpp, ) (5.12)
. | FPACam 151 & piCam Py Epcap TEPCam 513
Capy = Min + +100(1— ¢ N PL+ Brcap - Pa + Becap | (O-13)
2 2 2
Cap2 = Miﬂ(ﬂ}acapz P3 + 100(1 - apacapz ),P3 + ﬁPSC'ﬂPQ J (514)
. aP4f.‘ﬂp3 P4 aPﬁCd‘ps Pﬁ aP4qu3 + C‘P(,Cap3 5 l 5
Caps = Min + +100(1—( Vs Py + BryCapy + P + Brycaps | O-15)
2 2 2

The FDNA graph in this example is a topology of multiple receiver-feeder node relationships.
Here, five receiver node operability levels rely on the operability levels of a mix of other feeder-
recetver nodes.

Example 5.5 is a simple capability portfolio. In practice, one can imagine a portfolio with a
highly complex and intricate nodal topology. The power of the FDNA approach is its ability to
operate across topologies of any complexity with only two defining parameters — strength and
criticality of dependency between dependent nodes.

The preceding illustrated how the weakest link FDNA dependency function is formulated from a
composition of dependency relationships in an FDNA graph. This leads to the following
definition.

Definition 5.4: A Weakest Link Composition of the FDNA Dependency Function
The operability level of node P, that is dependent on the operability levels of 4 other nodes A,
B, B,. ., B is given by

0< P, = Min(SODP,,CODP,) <100 (5.16)
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where
SODP,, = Average (SODP,1,SODP ,SODP 3,...,80DP ;)
SODPy; = o:;y}'} + ]00(1—0:1y ) 0s7,P, <100, O<ap <1, I=123,...,h

CODP

CODP,, = Min (CODP ;

T 2.CODP3,...,CODP,)

CODP,; = P+ fy,, 0< B, <100(1-ay,)
From Equation 5.3, recall that the FDNA fundamental equation is given by
P;=F(ay, By B) 0<P,P, <100
The weakest link FDF defined by Equation 5.16 is a specific form of F(ay, 8, ;): that s,

P; = F(ay,By.P) = Min (SODP;,CODP)) (5.17)

ij»
In summary, FDNA can isolate nodes that drive loss of operability due to the realization of risks
on supplier-provider chains. FDNA generates outputs that can be directly linked to an investment
decision process. From a capability portfolio perspective, FDNA will identify which supplier
nodes offer the highest rates-of-return when risk reduction investments in these nodes are made.
This enables optimum investment choices to be made before unacceptable levels of operability
loss occur. A detailed discussion of this analytical feature is presented later in this chapter. The
following presents a set of fundamental properties of FDNA.

FDNA Fundamental Properties and Theorems
There are a number of fundamental properties and theorems associated with FDNA. The
following presents these properties as they derive from the weakest link FDF.

Property 5.1: In an FDNA graph, if node £; has maximum strength of dependency on node 7,
then P; has maximum criticality of dependency on F's contributionto P;'s operability.

Proof

Since it is given that P; has maximum strength of dependency on 7; it follows from Equation 5.1
the dependency fraction a, is maximum; thus, a; =1. From Equation 5.2, criticality of
dependency is governed by 8, where 0 < §;; <100(1—a;). Since a ; =1, it follows that

From Definition 5.2, criticality of dependency is the operability level f#; (in utils} to which P;
degrades from its baseline operability level without receiving its contribution from 7. If g, =0

then P; degrades to zero utility; that is, P; is wholly inoperable without P;. Moreover, when
By =0 the operability level of P; is equal to the operability level of ; for 0<7 <100.
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This can be seen from Equation 5.2 (criticality of dependency) where
P_}I =Pl+ﬁy' :Pf+0:Pf! if ﬁy =0

Thus, P;'s operability level cannot be higher or Jower than F's operability level when g, =0,
where 0 < P;, P; <100 . Therefore, P; is maximally critically dependent on P for its operability.
This result can also be seen from Equation 5.1 {strength of dependency) where

Pi=ayf, +100(1-a;)=1-F +100Q1-1)= 5
since, when B, =0 it immediately follows that &, =1.

Property 5.2: In an FDNA graph, if P; has a dependency relationship with P and P; has a
baseline operational utility level equal to zero then P; has a maximum criticality of dependency
on F.

Proof

From the strength of dependency discussion, recall the baseline operability level of P; with a
dependency relationship on £ is given by 100(1 - ;) utils. If

100(1-a;)=0 = oy =1

From Property 5.1, if a; =1 then B; =0 and, from Property 5.1, it follows that P; has
maximum criticality of dependency on feeder node 7.

Property 5.3: COD/SOD Cross-Over Point
If P; has a dependency relationship with F} that is neither a maximum strength nor a maximum
criticality of dependency, then when £} reaches an operability level of

By

100 - utils

l—ag

the operability level of P; will cross-over from being determined by CODP; to being
determined by SODP ; where 0<ay <1, 0< f; <100(1-a;),and 0< 7, P; <100.
Proof

Since P; has neither a maximum strength nor a maximum criticality of dependency on £ it
follows that @; # 1 and §; # 0 . From Equation 5.16, we have

P; = Min (SODP;,CODP ;) = Min (a; P, +100(1 - a;), B + B;)

The operability level of 7; is strictly determined by CODP; when
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P+ By <oy P +100(1-ay)

By
(1-ay)

= F; <100 -

The operability level of P; is strictly determined by SODP; when

ay P +100(1 - oy ) < Py + By

ﬁ..
=P >100-—2
(1-ay)
When
ﬁ..
P =100 -— (5.18)
1-a;

4
we can write this as

(1-a;) P =100(1-a;)- B; = B —ayP, =100(1-a;)- By

=P+ By =ayF +100(1-ay) = CODP; = SODP;

since CODP; = P; + ﬁf-j and SODP; = a, F; +100(1-a;;) in accordance with the definition of
the weakest link FDNA dependency function. The value of £} produced by Equation 5.18 is

called the COD/SOD cross-over point.

In general, if a COD/SOD cross-over point exists, then there must be an operability level for F
where CODP;(F;)=100 (its maximum) but SODP(F;)<100. Furthermore, it is always true
that CODP; =P; + 3; =100 when F; =100-f; and SODP;(100- ;) =100—a;f; when
F, =100 - ;. From this, it follows that

100 - &z, B <100
= SODP;(P;) <100 = CODP;(P;)

when F, =100-8;, 0<a; <1, and 0< f; <100(1-ay). Thus, subject to these conditions, a

cross-over point will exist and be contained in the interval 0 < 7, P; <100 .

In Property 5.3, f; was restricted to the interval 0< gy <100(1-ay). If B; =0, then a
maximum criticality of dependency exists with P; on £, and the operability level of P; is strictly
determined by CODP; for 0<F <100. No COD/SOD cross-over point exists when this
condition is present. In fact, from Equation 5.2

P;=CODP, =F + ;=P +0=P,

when f; = 0. As discussed earlier, this is the condition “as B goes so goes P;”.
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In Property 5.3, B; was also not permitted to equal 100(1 - ). If f; =100(1-a;), then
from Equation 5.16 we can write the following:

P; = Min (SODP;,CODP,) = Min (a; P, + 100(1~ ), P; + ;)

= P; = Min (ayF, +100(1- a;), F; +100(1- &)

Thus, the operability level of P; is strictly determined by SODP;. No COD/SOD cross-over
point exists when this condition is present.

Definition 5.5: Minimum Effective Operational Level (MEOL)

The minimum effective operational level (MEOL) of a node is the utility associated with the
minimum level of performance the node must achieve for its outputs to be minimally acceptable
to stakeholders.

The MEOL is to recognize not all nodes need to be wholly operable for their outputs to have
utility to stakeholders. In general, a node’s baseline operability level is less than or equal to its
mintmum effective operational level; that is,

BOLP, < MEOLP,

Property 5.4: Beta Anchor Point
Suppose P; has a dependency relationship with P and a COD/SOD cross-over point exists,
Suppose MEOLP ; denotes the minimum effective operational level of P, . If

(1-a;)
By <———(100— MEOLP;)
Ay

then the minimum effective operational level of P is achieved by CODP; . If

(1-ay)

Bj > (100~ MEOLP,)

A

then the minimum effective operational level of P, is achieved by SODP ;. The value produced
when
(1-ay)
By =————(100 - MEOLP;)
&y

is called the beta anchor point.
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Proof
Since P; has a dependency relationship with F; we can write
P; = Min (SODP;,CODP ;) = Min (a; P; + 100(1 — @), P + B;)
If the minimum effective operational level of P; is achieved by CODP; then
MEOLP ; = P, + B = P, = MEOLP ; — By; and aP; +100(1 - a) > MEOLP,
This implies
oy (MEOLP ; — B5)+100(1 —a ;) > MEOLP

(I-ay)
= By <——~ (100~ MEOLP})
ay

If the minimum effective operational level of P; is achieved by SODP ; then
MEOLP, = a; P, +100(1 - a;) and P, + f8; > MEOLP,

This implies 8, > MEOLP; — P; and this implies

MEOLP; -100(1- a5)

Bij > MEOLP; - F; =MEOLP; —

ajj

(1—(1'y

= fii; > (100- MEOLP;)

ajj

From this, it follows that the value produced when

(1-ay)
B =——22(100 - MEOLP;) (5.19)

aj

is called the befa anchor point.

Recall from Definition 5.5 the minimum effective operational level (MEOL) of a node is the
utility associated with the minimum level of performance the node must achieve for its outputs to
be minimally acceptable to stakeholders. The MEOL is to recognize not all nodes need to be
wholly operable for their outputs to have utility to stakeholders. Even though more operability is
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better than less, it may be economically prohibitive, in some cases, to require a node be wholly
operable before its outputs have utility to stakeholders.

The beta anchor point is the level of operability P; achieves (in utils) in 0 < P; <100 around
which the MEOLP; is achieved by CODP; or by SODP ;. From this, we have the following.

If the criticality of dependency parameter f;; is chosen to be less than the beta anchor point, then
MEOLP; is achieved by CODP; . If the criticality of dependency parameter 5 is chosen to be
greater than the beta anchor point, then MEOLP; is achieved by SODPF;. If the criticality of
dependency parameter S, is chosen to be equal to the beta anchor point, then MEOLP; is
achieved by CODPJ,- or by SODP;; that is, CODP; = MEOLP; and SODP; = MEOLP; in this
case.

The location of the beta anchor point is important. It identifies whether the rate by which a
dependent node achieves its minimum effective operational level is driven by COD or by SOD.
Under the weakest link FDF, when 0 <a;; <1 the rate by which a node increases its operability
level is faster under COD than under SOD. The rate is the same if «; =1.

From this discussion, one could ask the following: What operability level must a feeder node F;
achieve for its dependent node P; to achieve its minimum effective operational level? This

question can be answered from Property 5.4. Consider the following.

If the minimum effective operational level of P; is achieved by CODP; then from Property 5.4
we can write

MEOLP; = F, + ; = P, = MEOLP; - j3;

If the minimum effective operational level of P; is achieved by. SODP; then from Property 5.4
we can write

MEOLP; = a; F; +100(1 - &)

_ MEOLP; —100(1-a;;)

= F;
@y

or equivalently,
MEOLF; - BOLP,

P

i

2y
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Property 5.5: Beta Bounds
If P; has a dependency relationship on 7; then 0< 8y <100(1-ay).

Proof
Since F’; has a dependency relationship on P; we can write
P; = Min (SODP;,CODP,) = Min (azP; +100(1 - ay), P, + By)
If P; = CODP; with a; #1 then
B+ By <oy Fy + 100(1 - ay)

B
(1-ay)

= P <100

If P; =S0ODP; with & =1 then
ay P +100(1-ay) < B + By

Bij
(1-ay)

= £ >100-

By definition 0 < £, <100 ; thus,

ﬁ..
05100~ ———<100 (with a; #1)

whether P; = CODP;, P; =SODP; . or P; =CODP; =SODP; (Property 5.3). This means

T o 100-— 2

(1-ay) (1 -a;)

<100

<100 (with ay; #1)

=0< §; <100(1 - )

This result is intuitive. If £;; 2100(1 —a,;} then the operability level of P; is strictly determined
by SODP;. When P; =SODP;, for all 0<F; <100, the operability level of P; will not fall
below its baseline level of 100(1 - a; ) . Here, no criticality of dependency exists between feeder
node F; and receiver node P;. However, if a criticality of dependency exists between F; and P
then P; = SODP; for all 0< P; £100. In this situation, it follows that 0< £; <100(1 - ay).
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Theorem 5,1: The operability level of a receiver node is bounded above by the measure of its
strength of dependency on its feeder node.

Proof

First, we’ll prove this theorem for a receiver node with a single feeder node dependency, Then,
we’ll extend this result to a receiver node with dependency relationships on & feeder nodes.

Single Node Dependency
Suppose P; is a receiver node with a dependency relationship on a single feeder node P,. To
prove this theorem, we want to show the operability level of £; is bounded above by SODP ;.
From the weakest link FDF (Equation 5.16) we have the following:
Pj = Min (SODPJ,,CODPJ,) = Min (C(UR + ]00(1 —alj),Pf + ﬁl})
From this, only one of two outcomes can occur:
a; B +100(1 —a;) < B+ By or P+ By <ay P +100(1-a,)

From either condition it follows that

P = Min (SODP;,CODP ) < SODP;

Thus, the operability level of a receiver node is bounded above by the measure of its strength of
dependency on its feeder node.

Multiple Node Dependencies
Suppose P; is a receiver node with dependencies on # feeder nodes A, P, P3,..., F,. From the

weakest link FDF (Equation 5.16) we have the following:

where

SODP; = Average (SODP ;1,SODP ;5 ,SODP3,...,SODP ;)
SODP; =ap P +100(1-ay), 0P, P; <100, O<ay <1, 1=1,23,....h
CODP; = Min (CODP ;1 ,CODP j5,CODP3,...,CODP 1}
CODPy =P+ By, 0< B, <100(1-ay)
From this, only one of two outcomes can occur; either

CODP; < SODP; or CODP; > SODP,
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From either condition it follows that
P; = Min (SODP;,CODP ) < SODP,

Thus, the operability level of a receiver node with dependencies on # feeder nodes can never
exceed its strength of dependency measure,

Theorem 5.2: If receiver node P; has a maximum strength of dependency on # feeder nodes,
then its operability level is equal to the minimum operability level of the feeder node in this set.

Proof
This theorem is a generalization of Property 5.1 to the case of # feeder nodes. We’re given that
P; is a receiver node with dependencies on # feeder nodes, say A, £, P3..... P, . We're also
given that P, has a maximum strength of dependency on ¢ach feeder node; thus,

alj Zazj :aaj...:ahj =1
From Property 5.1 this implies

Brj=Poj=P3;...= By =9

From the weakest link FDF, the operability level of P; given these conditions is:

P+P+.. .+ P

PJ :M}‘?{ 5P15P2’P35""PhJ

h

This can be written as follows:

PI +P2 +”‘+Ph

PJ-ZMR{ ,Mﬂ (P],PE,P3,...,P;1)]

h

Now, the average of a finite set of real numbers is greater than or equal to the minimum of the set.
We will prove this for three real numbers a, &, and c. The proof is readily extensible to a finite set
of m real numbers.

Suppose we have three real numbers a, b, and c. We want to prove that

a+b+e
—— 2> Min(a,b,c)
3

This can be written as

. a+b+c>23Min(a,b,c)
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Suppose Min (a,b,c) =b . Then, it follows that
a+b+cz23Min{a,bcy>>a+b+c>3b=a+c22h
Since we’ve assumed Min (a,b,c}=58 then a > 5 and ¢ > p . Furthermore, suppose
azb bye,20andcz2b by g, 20
Then, we can write

a=b+e, and c=b+¢, where ¢,,6, 20

This implies
a+c22b=>(b+e)+{(b+e.)22b>¢, +£. 20

since £,,£p 2 0. A similar argument holds if Min (a,b,c)=a or Min{(a,b,c)=c.

Thus, the average of a set of three real numbers is always greater than or equal to the minimum of
the set. Proving this result for a finite set of m real numbers is similarly approached. Therefore,

P+h+.. +F

> MI'?‘I(Pl,Pz,PB,...,Ph)
h

Thus,
Pj = Min (PI,P23P3,...,P}1)

Therefore, if receiver node P; has a maximum strength of dependency on # feeder nodes, then its
operability level is equal to the minimum operability level of the feeder node in this set. Note this
is consistent with the philosophy of weakest link/weakest chain theory.

This concludes a discussion of key fundamental properties and theorems in the FDNA
methodology. The following offers two numerical examples to illustrate aspects of FDNA theory
described thus far.

Example 5.6. Figure 51 shows a dependency relationship between two nodes P and F. As
we’ve discussed, this is a 2,1,1-node FDNA graph,

P; = Min(SODFP;,CODP,)
Receiver Node SODP, = aF; +100(1- a;;)

;. Py CODE; = + By
Feeder Node
Figure 51. A 2,1,1-Node FDNA Graph
Table 6 is an operability analysis of a 2,1,1-node dependency relationship in Figure 51. Here, the

calculations are in accordance with the weakest link FDF, given by Equation 5.16, and the FDNA
properties previously described.
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A 2-Node FDNA Graph: 1-Dependency Point, 1-Receiver Node Pj

INPUT: MEQLPj 20 Definition 5.5

INPUT: BOLP| 50 Figure 5.4

COMPUTED: o-Dependency Fraction 0.50 Figure5.4

COMPUTED: Beta Anchor Point 20.0 Property5.4

COMPUTED: Beta Upper Bound 50 Property 5.5

INPUT: Beta Assigned/Setting 10 Assigned/Set

. . . Pj Operability Level = P, Operability Level
Feeder Node Pi SODP CODP | ) X
} 1 min{sonpj, coorj) Determined By
4] 50 10 10 cop
5 52.5 15 15 cop
10 55 20 20 CoD
15 575 25 25 CoD
20 &0 30 30 oD
25 62.5 35 35 coD
30 65 40 40 CoD
35 675 45 45 oD
40 70 50 50 CGD
45 72.5 55 55 coD
50 75 [-11] &0 [e(e]n]
55 775 65 65 oD
&0 -l 70 70 cooD
65 82.5 75 75 coD
70 a5 8¢ a0 CoD
75 87.5 85 85 cop
B0 90 90 1] COon/son
85 92.5 95 92.% 50D
a0 S5 100 S5 S0D
85 97.5 105 97.5 SO0
100 100 110 100 SO0
Cross Over Point For Pi 80

From This Point SODPj Determines P,'s Operability Lavel
Cross Over Score for Pj 90

Table 6. A First Operability Analysis of a 2,1,1-Node FDNA Graph

A second operability analysis was conducted, where the degree of criticality 8; was relaxed
from a value of 10 to a value of 30. These results are presented later in Table 7.

Three inputs are shown in Table 6. These are MEOLP,, BOLP I and the criticality of
dependency parameter S . Here, receiver node P; must reach a minimum operability level of
80 utils. However, its current baseline operability level is 50 utils. So, recetver node P; relies on
contributions from feeder node F; to improve its baseline operability to the minimum effective
level required by stakeholders. Table 6 also shows that P;'s reliance on contributions from Fis
significantly critical. Here, the criticality of dependency parameter is set at 10. This value is near
the maximum criticality of dependency point (3; = 0) inthe range 0 < 8; <50.

Three outputs are shown in the upper left corner of Table 6. These are the strength of dependency

fraction & , the beta anchor point, and the beta upper bound. These outputs were computed from
the inputs in Table 6, specifically,
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The ay; -dependency fraction: 100(1 - a;) = BOLP; =50 = a; =0.50

o (A-ay) (1-0.50)
The beta anchor point: ———— (100 - MEOLP;) = —(100-80) =20
;i 0.50

The beta upper bound: 0 < g, <100(1 —ay) = B; <100(1 - a;}= B; < BOLP; =50

The last set of outputs in Table 6 show the operability level of P, as a function of the operability
level of £, for 0 < P;, P; <100 . The following are a few observations:

1
its MEOL. From Property 5.4, since the criticality of dependency parameter was set at 10, and

this is less than the beta anchor point, P; achieves its MEOL under a rate governed by CODP; .

(1) Feeder node £ must achieve an operability level of 70 utils for receiver node P; to achieve

(2) The COD/SOD cross-over point occurs when feeder node F; achieves 80 utils; that is, from
Equation 5.18 we have

Bij 10
=100 -

1-ay 1-0.50

=80

P, =100

From this point, the operability improvement in receiver node P; transitions from being
determined by CODP; to being determined by SODP ;. Receiver node P; continues to improve
in operability with increasing operability in £ but it will now improve at a rate slower than it did
when its operability level was determined by CODP ;.

(3) If feeder node F's contribution is equal to zero in operational utility to receiver node P; then
P; will degrade from its baseline operability level of 50 utils to 10 utils, rendering P; virtually
inoperable.

Example 5.7. Here, we look at a slight variation of the input data in Tabie 6. Suppose the data in
Table 7 is for the 2,1,1-node dependency relationship in Figure 51.

Now, instead of 10 as the value assigned for the criticality of dependency parameter (in Table 6)
suppose the value assigned is 30. This value is farther from the maximum criticality of
dependency point (8; =0) than it was in Table 6. Although F;'s contribution to the operability
of P; remains critical, its level of criticality is less in this case than it was for the case in Table 6.

In Table 7, B, remains in the range 0 < f§; <50. Table 7 presents the results of this operability
analysis.
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A 2-Node FDNA Graph: 1-Dependency Point, 1-Receiver Node Pj

INPUT: MEOLPj 80 Definition 5.5

INPUT: BOLP] 50 Figure 5.4

COMPUTED: o-Dependency Fraction 0.50 Figure5.4

COMPLUTED: Beta Anchor Point 20.0 Property5.4

COMPUTED: Beta Upper Bound 50  Property 5.5

INPUT: 8eta Assigned/Setting 30 Assigned/Set

. . . Pj Operability Level = P, Operability Level
Feeder Node P SODPj  CODP ! : ) !
! 1 ! Min{SODP], CODRj) Determined By
0 50 30 30 coo
5 52.5 a5 35 coo
10 55 40 40 oD
15 57.5 45 45 con
20 &0 50 1) coD
25 B2.5 a5 55 cop
320 65 60 bl cop
35 67.5 65 b5 cop
40 70 70 70 cop/fson
45 72.5 75 72.5 5QD
50 75 30 75 50D
55 77.5 85 775 SOD
60 80 90 20 30D
65 82.5 95 825 50D
70 35 100 85 50D
75 87.5 105 875 50D
80 a0 110 a0 S0D
85 92.5 115 892.5 SO0
90 95 120 95 500
a5 97.5 125 97.5 SO
100 100 130 100 SQoD
Cross Qver Point For Pi a0

From This Point SODPj Determines P;'s Operability Level
Crass Over Score for Pj 70

Table 7. A Second Operability Analysis of a 2,1,1-Node FDNA Graph

In this case, receiver node P; achieves its minimum effective operational level (MEOL) when
feeder node p, reaches 60 utils instead of 70 utils (as in Table 6). Thus, p, doesn’t have to
contribute as much utility to P; for P, to reach its minimum effective operational level than it
does for the data in Table 6. This is because the criticality of f}'s contribution to P;'s operability
is more relaxed than it was for the case represented by Table 6.

The operability analysis in Table 7 reveals that P; achieves its MEOL under a rate governed by
SODP ; . This illustrates Property 5.4. Here, the criticality of dependency parameter was set at 30.
Since this value is greater than the beta anchor point (in Table 7) Property 5.4 states that P; will
achieve its MEOL under a rate governed by SODP ;.

The opposite was seen for the data in Table 6. There, the criticality of dependency parameter is
set at 10. Since this is less than the beta anchor point, P; achieves its MEOL under a rate
governed by CODP ;, in accordance with Property 5.4. Figure 52 presents a visual comparison of
the operability analysis conducted with the datasets from Table 6 and Table 7, respectively.
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Table 3.2 Operability Analysis

A Max Operability Degradatlion

4 C.COD/SOD Cross-Over

D: MEOLF) = 80 Achieved When Pi =60

=
=)
T ‘U

a0
=
T

Table 5.1 Operability Analysis

B: Max Operability Degradation

E: MEOLPj = 8 Achieved When Pi =70
F: COD/SOD Cross-Cher

Receiver Node Operability Level (Utils)
Measure of Effectiveness (MOE}
D s 2

20 40 60 80 108

Feeder Node Opcrability Level (Utils)
Measure of Effectiveness (MOE}

Figure 52. Table 6 and Table 7 Operability Analysis Comparison

Figure 53 presents a further operability analysis of the dependency relationship in Figure 51.
Shown is the operability level of P; as a function of the operability level of F: for varying
degrees that P; has a critical dependency on F;. Six curves are shown in Figure 53.

SODP;
100

30 . copP;
&0

0 P; =Min(SODP; ,CODP;)

o, =0.50, 4; =0.10,20,30,40,50
M

Receiver Node Operability Level {Utils)
Measure of Effectivencss (MOE)

* L PP N S P P R
20 40 60 80 100

Feeder Node Operability Level {(Utils)
Measure of Effcctiveness (MOE)

Figure 53. Operability Analysis for Varying g, (Tables 6, 7 Data)
A number of observations can be seen from Figure 53. These include the following:

» Top-Most Line: The operability level of P is strictly determined by SODP ; since the
criticality of dependency parameter 8; =50 = BOLP; . Also, there is no degradation in the
operability level of P; if the operability level of I is zero. As discussed earlier, this is
expected in cases where S, = BOLP;. Because the operability levet of P; is strictly
determined by SODP ; there is no COD/SOD cross over point.
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» Bottom-Most Line: The operability level of P; is strictly determined by CODP; since the
criticality of dependency parameter £, = 0 (maximum criticality of dependency). Also, there
is complete degradation in the operability level of P; if the operability level of £ is zero. As
discussed earlier, this is expected in cases where B, =0 . From Property 5.1, recall that if
By =0 thena; =1.

Thus, CODP; strictly drives the operability level of P;, in this case. Moreover, the operability
level of P; is equal to the operability level of F:. Because the operability level of P; is strictly
determined by CODP; there is no COD/SOD cross over point.

« Between Lines: The marks Z1, Z2, 73, and Z4 indicate COD/SOD cross-over points for
By = 40, 30, 20, and 10, respectively, and where 0<q;; <1 and 0< 8; <100(1 - ay).
Unlike the top-most or bottom-most lines, P, in these in-between lines has neither a
maximum strength nor a maximum criticality of dependency on £;. Thus, when ay #1
and f; # 0 a COD/SOD cross-over peint always exists. This was shown in Property 5.3.

o Figure 53 illustrates Theorem 5.1; that is, the operability of a receiver node P, is bounded
above by SODP ; and bounded below by CODP .

Summary: FDNA Fundamental Equations

1. Weakest Link FDNA Dependency Function: The operability level of node P, that is
dependent on the operability levels of # other nodes A, 5, B, .., B, is given by

0< P, = Min (SODP,,CODP,) <100

SODP,, = Average (SODP

1,S0DP,5,SODP,3,...,SODP ;)

SODP,; =y, Py +100(1 —ay,), 0< PP, <100, O<ay <1, [=123,..h

CODP, = Min (CODP

1,CODP, 5, CODP,3,...,CODP,;)

CODPyy = P + B, 0< By, <100(1-ay)

B
2. The COD/SOD cross-over point: F; =100 c
1- O,'U
. (d-ay)
3. The beta anchor point: B Anchor Point = (100 - MEOLF;)
]
BOLPJ,-
4. The a; -dependency fraction: @ = 1- , where BOLP; =100(1 - ay)
100

5. The beta bounds: 0 < By <100(1-ay)
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Last, the result from these summary equations applied to the multi-nodal dependency topology of
a capability portfolio is shown. For this, we apply FDNA to the portfolio in Figure 50. Table 8 is
the resulting operability analysis as feeder nodes lose operability over time {1, 12, and 13.

FUNCTIONAL DEPENDENCY NETWORK ANALYSIS (FDNA)
A CAPABILITY PORTFOLIO: 9,8,5-NODE FDNA GRAPH

wij Strength of Dependency (500D) 1] Within Range
aP1Capl aP4Cap3 . aPlCap] 4 TRUE
aP3ilapl aP5P3 3 3Cap] & TRUE
aP3Cap2 . : TRUE
aP6Cap3 X cP&Cap3 ! TRUE

INPUT: [ Criticality of |

BP1Capl . FP1Cap1 TRUE
BP3acapl BP5P3 . BP3Cap TRUE 3 TRUE
BP3Cap2 BP3P1 . 3 TRUE 1P3p- TRUE
GP2P1 - |3PBCap3 TRUE iP2P] TRUE

re functioning at these operability levels ..
and F6 arc:
p2

P5
P4

Capl 110.00 Capl 88.75 Capl 67.50
Cap2 170.00 Cap2 148.75 Cap2 127.50
Cap3 172.00 Cap3 160.00 Cap3 135.00

F3 100.00 P3 18,75 P3 57.50

P1 100.00 Pl B87.47 P1 7494
Capl 100.00 Capl 84.80 Capl 69.60
Cap2 100.00 Cap2 93.63 Cap2 87.25
Cap3 100.00 Cap3 88.13 Cap3 96.25

Table 8. An Operability Analysis of the Capability Portfolio in Figure 50
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A GENERAL THEORY OF DEPENDENCY

The preceding sections introduced FDNA by a foundational set of postulates, properties, and
theorems. From these, a calculus was built that measures how the operability of one node affects
the operability of other nodes that connect across a network of complex relationships. From this,
FDNA can be viewed as a framework for a general theory of dependency — one extensible to
other problem contexts and into greater levels of generality. The following discusses this further.

Thus far, the FDNA calculus addressed dependency relationships between nodes that produce a
single component, such as the node illustrated in Figure 55. What if 2 node produces multiple
components? How is the operability of a node that produces multiple components determined?
How is the operability of other nodes affected by nodes whose operability depends on the
operability of multiple components? This section will address these and related questions.

Following this, the next topic in this section describes how the FDNA fundamental equation and
its weakest link formulation can be regulated. The form of the FDNA dependency function is
such that it can be attuned, if necessary, to the realities of a specific dependency relationship.
Regulating the FDNA dependency function is a generalization from its fundamental form.

Multiple Component FDNA Nodes
This topic involves extending the FDNA analytics to accommodate nodes characterized by
multiple components. To begin, we start with the following definition.

Definition 5.6: Constituent Node, Single Component Node

In FDNA, a node characterized by two or more components is a constituent node. A node that is
not a constituent node is a single component node. A single component node is one that is defined
by one and only one component.

What does a constituent node look like? Figure 54 provides an example.

A Cogwheels

B: Gages

C: Stamping Dies
D: Lathes

E: Retor Blades

Machine Shop
Figure 54. An FDNA Constituent Node Defined by Five Components

Suppose £} is a machine shop that manufactures five components: cogwheels, gages, stamping
dies, lathes, and rotor blades. In the language of FDNA, £ is a constituent node.

Thus, a constituent node is always separable into two or more distinct components. Nodes in the
preceding discussions were not separable into distinet components. They delivered to, or received
from, single component nodes. If the node in Figure 54 produced only cogwheels then it is a
single component node.
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A constituent node can be a feeder to, or a receiver from, other nodes in an FDNA graph. These
may be other constituent nodes or other single component nodes. Furthermore, a component
within a constituent node can be a feeder to, or a receiver from, other components in the same
node (an intra-component dependency), or to other components in other constituent nodes, or to

other constituent nodes (as a whole), or to other single component nodes (as a whole) in an
FDNA graph.

Computing the Operability of a Constituent Node

The preceding discussion introduced the constituent node in FDNA and discussed how it differs
from a single component node. The difference is not only interpretive but also affects how the
operability of these node types is computed.

If an FDNA node is a single component node then its operability can be represented by a single
dimensional value function (SDVF) . Figure 55 shows a nonlinear SDVF for the operability of a
widget production machine. The vertical axis is the machine’s operability level (utils). The
horizontal axis is the operational performance the machine achieves, as measured by the widget
production rate.

8o, the operability of single component nodes can be represented by single dimensional value
functions to determine the operability levels their single component achieves. This is trickier but
possible to do for constituent nodes. We discuss this next.

- VPj(xl,r')
=
Q100
2
o B _
& s 7, (x;)=100*1.30902(1 — ¢ " 2RI
-
E% 50
B
Qg
3 Number of Widgets Produced/Hour
o
L - X
= 0 5
45 6{ 90
Xininimum Xrsid-valuc Xmaximuom

A Widget Production Machine
Opcrational Performance: Measure of Performance (MOP)

Figure 55. A Single Dimensional Value Function for the
Operability Level of Single Component Node P;

" A single dimensional value function (SDVF) is an established construct in modern decision theory [Kirkwood, 1997).
A value function is a real-valued mathematical function defined over an evaluation criterion that represents an option’s
measure of “goodness” over the levels of the criterion. A measure of “goodness” reflects a judged valuc in the
performance of an option across the levels of a criterion.

The SDVFs in this dissertation all feature a preference ordering and strength of preference between the criterion’s
levels {or scores). When these features are present the SDVF is known as a measurable value finction. In a measurable
value function the value difference between any two levels {or scores) within a criterion represents a person’s strength
of preference between the two levels (or scores). The vertical axis of a measurable value function is a cardinal interval
scale measure of the strength of a person’s preferences. For this reason, a measurable value function is alse referred to
as a cardined value function. .
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If an FDNA node is a constituent node, then its operability level is a function of the operability
levels of its components. The operability of each component is represented by its own SDVF. If
the components in the constituent node meet independence conditions™ then, by a theorem in
decision theory, the overall operability function of the constituent node is a linear additive sum of
the component SDVFs, The following illustrates this further.

Consider Figure 56. Suppose components A, B, and C define constituent node 5.

Hx)
100

Valxs) Velxs)

g P.c!
Velxc) ' y
._/ x

Operational Perfirmance
{Measure of Perfirmance MOP)

Operability Level
{Measure of Effectivensss MOE)
=

Figure 56. Component SDVFs for Constituent Node F;

Suppose the operability functions for 4, B, and C are given by single dimensional value functions
V4(x4), Vp(xg), and Vo(xc), respectively. From this, the operability function of f} is

P =wy V(x4 +wpVplxp) +weVelxe) (5.20)

where Wy +wp+we =1 and 0< B,V (x ). Vglxp)Ve(xc)<100. Equation 5.20 is a form of
the additive value function in decision theory [Keeney, Raiffa, 1976; Kirkwood, 1997].

Definition 5.7: Constituent Node Operability Function
The operability level of constituent node P, that contains x components 4, 45, A3,..., A is
given by

Py =2 w4 (%) (5.21)
i=1

where wq +wp+w3+...+w, =1, ¥, (x,) is the single dimensional value function for 4;, and
0Py, V, (x,)<100

If a component in constituent node 2, has a dependency relationship with another component
(internal or external to P, ) then the value function for this component in Equation 5.21 is
replaced by its FDF formulation, as defined by Equation 5.16.

*

The additive value function comes from a theorem in decision theory that states if a sel of criteria are mutually
preferentially independent, then an evaluator’s preferences can be represented by a weighted lincar combination of the
single dimensional value functions for each criterion contained in the set [Keeney, Raiffa, 1976].
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Equation 5.21 is a classical form of the Keeney-Raiffa additive value function. Figure 57 offers a
visualization of Definition 5.6 and Definition 5.7.

Figure 57. A Constituent Node With x Components

The following examples illustrate how FDNA equations are formulated for various situations that
may occur between constituent nodes and single component nodes.

Example 5.8: Formulate the FDNA equations for the graph in Figure 58.

Figure 58. A 2,2,1-Node FDNA Graph With Constituent Node f:

Figure 58 consists of two nodes 53 and P;, two dependency points, and one receiver node ;.
Node £} is a constituent node feeding its components 4 and E to receiver node 7; .

The FDNA dependency function for this graph is given by Equations 5.22 and 5.23.

P; = Min (Ave (SODP 4,S0DP ;5),CODP 4 ,CODP ;) (5.22)
) a/le tIEJ,-E aAj +a£'j
P; = Min + +100(1 — (——2), 4+ B4 E + B (5.23)
2 2 2

where @ 4;, ag;, B4, and Bg; are strength and criticality of dependency parameters with respect
to components 4 and £ that are feeder nodes to P;. The terms 4 and £, in Equation 5.23, are the
operability levels” of 4 and E. Finally, Equation 5.23 is subject to

O<ay,ag <1, 02 By <100(1-ay), 0< B <1000-ag),and 0< 4,E, P, P, <100

* Notational Comment: All node-related terms in an FDNA equation are measures of operability levels that range from
zero to one-hundred. Shown in Figure 45 or Figure 53, operability [evels can originate from single dimensional value
functions. Capturing this from a strict notational perspective would reduce the ease with which FDNA equations
appear. For example, in Figure 58, A is a component contained in p; . [1 is also a feeder o ;. When A appears as a
term {n Equation 5.23, it is assumed that 0 < 4 =V {x ) <100 . This term is A°s operability level derived from its
single dimensional value function ¥, (x ;). This convention was adopted for ease of presentation so readers could
view FDNA equations more from their structural contexts than from a strictly rigorous notational one.
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What is the operability function for F;? Since £} is a constituent node, from Definition 5.7

PI' = WAVA (xA)+ WBVB (xB)+WCVC(xC)+wDVD(xD) +WEVE (xE) (5.24)
where
Wy +wgtwetwp+wp=1
Valxq), Vp(xp), Vclxc), Vplxp), and Vg(xg)
are single dimensional value functions for 4, B, C, D, and E, respectively, 0< 7, <100 and

0V (x ). Vpxp) Ve (xc)Vplxp)VE(xg) <100

In this chapter, we adopted a notational simplification explained in the preceding footnote. Using
this convention, we can simplify the notation in Equation 5.24 as follows:

P=w Ad+wpB+weC+wpD+wpk (5.25)
where A=V (x4), B=Vp(xp)

C=Velxc), D=Vp(xp).and E = Vg(xg)
Throughout this chapter, Equation 5.24 and Equation 5.25 are considered notationally equivalent.

Example 5.9: Formulate the FDNA equations for the graph in Figure 59.

Figure 59. A 2,1,1-Nede FDNA Graph:
Constituent Node Dependency on a Single Component Node

The FDNA graph in Figure 59 consists of two nodes £, P;, one dependency point, and one
receiver node P;. Node P is a single component node. Node P; is a constituent node defined by

three components A, B, and C. Constituent node P; has a dependency relationship on node P

In Figure 59, the 4, B below the arrow means only components 4 and B in P; depend on single
component node F;. With this, we can form the FDNA equations as follows:

Pi=wsAd+wgB+wcC
A= Min (0 F; +100(1—ayy), B + Byy)
B = Min (a; P, +100(1—a;z), F; + Pyg)

where W 4 +WB+WC=1, C=VC(JCC),and OSVC(xC)SIOU,and OﬁPI,PJ- <100 .
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Example 5.10: Formulate the FDNA equations for the graph in Figure 60.

Figure 60. A 2,1,1-Node FDNA Graph:
Single Component Node Dependency on a Constituent Node

The FDNA graph in Figure 60 consists of two nodes £}, P;, one dependency point, and one
receiver node 7;. Node £ is a single component node. Node P; is a constituent node defined by
three components 4, B, and C. Single component node F; has a dependency relationship on
constituent node F;.

In Figure 60, the “All” below the arrow means single component node f; depends on all the
components in P;. With this, we can form the FDNA equations as follows:

Py =Min (a ;P; +100(1—a ;). P; + Bj;)

P

g =WAA+WBB+WCC

where

wy+twptwe=1, A=V, (x4), B=Vp(xp), C=Vc(xc)
and

0<V4(x0).Vp(xp) Ve (xc) <100, and 0 < £, P, <100 .

Example 5.11: Formulate the FDNA equations for the graph in Figure 61

Figure 61. A 2,2,2-Node FDNA Graph
The graph in Figure 61 consists of two nodes F; and P;, two dependency points, and one receiver
node P;. Nodes F; and P; are constituent nodes. Component 4 in constituent node £; is a feeder

to component (7 in constituent node P;. Component F in constituent node P; is a feeder to
component E in constituent node 7.

The FDNA dependency function for this graph is given by the following equations.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



125

B- EWAA+WBB+ch+WDD+WEE (5.260)
PJ-EWFF-FWGG-"-WHH (52?)
where E=Min (SODEF,CODEF) = Min(o:FEF-i-lO(Il _aFE)9F+ ﬂFE) (528)

G = Min(SODG,,CODG,)y = Min(a A +100(1— 2 46), 4+ Bag)  (5.29)
wy+wgtwet+wptwg=1, wp +wg+wy=1
A=V, (xy), B=Vp(xp), C=Vclxc), D=Vp(xp),and F=Vp(xp)
are single dimensional value functions for 4, B, C, D, and F, respectively, where
0=V (x0)Vp(xp). Ve (xe)Vp(xp)Vp(xp) <100 and 0< 7, P; <100

Example 5.12: Formulate the FDNA equations for the graph in Figure 62.

Figure 62. A 3,4,3-Node FDNA Graph: Constituent and Single Component Nodes

The graph in Figure 62 consists of three nodes £, P;, and Cap1 , four dependency points, and
three receiver nodes F, P;, and Cap1 . Nodes £ and P; are constituent nodes. Component 4 in
constituent node P is a feeder to component G in constituent node P;. Component F in

constituent node P, is a feeder to component E in constituent node F.

The FDNA dependency function for this graph is given by the following equations.

Capy = Min (dve (SODCap;,SODCapy ;),CODCap 1;, CODCap+ ;)

Zicapy B @ jcapy P FiCapy V% jCapy
: . . +100(1 - ( " 3 P+ Bicapy P + B icap

Capq = Min

where, from Example 5.11, we have

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



126

P=w A+wgB+woC+wpD+wpE (5.30)

PJ-EWFF+WGG+WHH (531)

E = Min(SODF,CODER) = Min(apgF +1001 — app), F 4+ Brg)  (5.32)

G = Min(SODG,,CODG,) = Min{et ;A +100(1 -0 4), 4+ B4c) (5.33)
where
Wy +wptwetwptwe=1, wp +wgtwy=1

A=VA(JCA), B= VB(XB), C=VC(xC), D=VD(xD), and F=VF(-’CF)
are single dimensional value functions for 4, B, C, D, and F, respectively, where,
02V (x ). Vpxpg)h Ve (xc) Vp(xp) Vi (xp ) £, Py.Capy <100

In FDNA, capturing dependence between pairs of nodes involves more than identifying a joint
relationship exists. It is necessary to identify wihky the operability of one node depends on the
operability of the other (and vice-versa) and whaf drives their relationship.

In general, a node’s operability is really a “summation” or a “reflection” of the operability of its
underlying components. The following illustrates the importance of this, especially in situations
where dependencies are present between nodes and components in an FDNA graph.

Example 5.13: Specification of Dependence

This example illustrates the importance of specification between dependent nodes and especially
when a mutual (cvcle) dependence is present. Specification seeks to identify why a dependency
exists and what these dependent nodes rely on from each other. The following demonstrates the
specification of dependence through a simple example of the relationship of hands-to-body. This
example illustrates concepts instead of a full depiction of the intricacies of this dependency.

It is reasonable to assert the operability of hands relies on the operability of the body. If the body
must be self-reliant, then the operability of the body relies on the operability of the hands. We
now have mutual dependence between hands and body. But what does this really mean? To
answer this, it is necessary to specify why the operability of the hands depends on the operability
of the body (and vice-versa) and what drives their mutual relationship. Consider Figure 63.

In Figure 63, we see that dependence can involve three levels of specification. The first level is
identifying a dependency exists between two nodes (e.g., Hands and Body). In this case, the
dependency is mutual. The next level is the component view of the dependency. This view begins
to specify the “why™ for the relationship. Here, level 2 shows two components for Hands — the
Finger System (FS) and the Hand Skeletal System (HSS). Likewise, three components are shown
for the Body — the Circulation System (CS), the Central Nervous System (CNS), and the Motor
Grasp System (MGS).
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Specification Mutual (Cycle) Dependency
Level Relationship j—

Level [ Hands J ™ Bed

mes

~ Compenent
Dependencies Hands

m FS: Finger System

HSS: Hand Skeletal System
\@ 2ACNS CS:  (Circulation System
B CNS: Central Nervous System
MGS: Motor Grasp System

Figure 63. Specification Levels, Dependence, Constituent Nodes, and Components

Level 3 shows the component dependencies. This further addresses the “why” and now the
“what” of the mutual dependence (in this case) between Hands and Body.

In Figure 63, suppose the operability of the Finger System depends on (1) the operability of the
Body’s Circulation System (CS) for blood flow and (2) the operability of the Body’s Central
Nervous System (CNS) for movement. Suppose the Hand Skeletal System (HSS) depends on the
operability of the Body’s CS and CNS for the same reasons. In Figure 63, suppose the thick
arrow indicates the operability of the Body’s Motor Grasp System (MGS) depends on the
operability of the Hands for the Body to be operationally self-reliant, as required.

In Figure 63, the right-most side is an FDNA graph of the dependency relationships derived from
the Level 3 specification shown at the left. From the FDNA graph, we can then build the FDNA
equations for the dependencies between Hands and Body. These are as follows:

acsrs €S aensps CNS GCSFS +OCNSFS
FS = Min [ O v +100(1 - (————""2,CS + Besrs ,CNS + Bowsrs
2 2 2
acsuss €S aonsHss CNS ACSHSS + CCNSHSS
HSS = Min [ + +100(1 ~ ¢ % CS + Bespss s CNS + Bonsass
2 2 2

Hands= H = wiF'S +wy HSS
Body=B=u1CS +upyCNS +uz MGS

where MGS= Min(aygH+100(1—ayp), H+ Pyp) and wy +wp=1, uy +uy+u3=1; and,
CS=Veg(xcs), CNS=Veys(xcong) are single dimensional value functions for CS and CAS,
respectively, where, 0 <Veo(xos ), Vens(Xens), FS, HSS, MGS, H, B <100.
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FDNA Dependency Function Regulation

This discussion demonstrates how the FDNA dependency function can be regulated to model the
realities of a specific dependency relationship. It is an elaboration on Postulate 5.11, which states
a receiver node may become wholly operable before its feeder node is wholly operable.

Thus far, FDNA equations had the property that a receiver node becomes wholly operable when
its feeder node is wholly operable. Although this property is reasonable, situations might arise
where a receiver node can become wholly operable when its feeder node achieves less than full
operability. Capturing this situation in the FDNA calculus is called regufation.

Regulation is an FDNA calibration process. It involves adjusting the strength of dependency
fraction a;; above its computed value’ to enable a receiver node to increase in operablhty at a
rate faster than the rate governed by a; . The parameter «}; denotes the adjusted a; . It is called
the regulated strength of dependency fraction and is restrlcted to the interval 0 <ay s a; <1.
Weakest Link FDNA Dependency Function Under Regulation

The following presents a general formulation of the weakest link FDNA dependency function
under regulation. For convenience, we restrict thlS formulation to a receiver node P; with a
single feeder node P — the 2,1,1,R FDNA graph™ shown in Figure 64. Extension of thls graph to
a multi-feeder node scenario (under regulation) is straightforward,

O
\/ aj \ /

Figure 64. A 2,1,1,R FDNA Graph:

Regulated SOD Fraction a

Definition 5.8: Weakest Link FDNA Dependency Function Under Regulation
Under regulation, the operability level of receiver node P; that is dependent on the operability
level of feeder node £ is given by

0< P, = Min (P, +100(1- ), P; + ;) <100 (5.34)

where  O<ay <aj <1, 100(aj; —a;) < B; <100(1-ay), BOLP; =100(1 -«

and (1)  0<P; <100 with 0< 7, <100- B, if P;(100 - §;) =100
. a',}' . ag
or (2)  0<P, <100 with 0< P, <100— if 75 100— |=100

" Refer to the SQD Question Protacof in Chapter V for computing @y trom BOLP;.
** The “R” indicates & is a regulation parameter in the FDNA equations developed for the respective FDNA graph.
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Theorem 5.3: COD/SOD Cross-Over Point Under Regulation
Suppose receiver node P; has a dependency relationship on feeder node £, Suppose the
operability level of P; is given by the weakest link FDNA dependency function under regulation.

Part A
If

a2

P;(100- f) < P;| 100—
j

then the operability level of P; will cross-over from being determined by CODP; to being
determined by SODP ; when

1
B= (BOLP; - f;) utils (5.35)

T-aj

where 0 < Pj <100, with

%

0<P <1001, 0 <ay <aj <1, 100(a) —ay)< By <100(1—a;), BOLP; =100(1-aj) .

a
Equation 5.35 is called the COD/SOD cross-over point under regulation.

Prior to the cross-over point, the operability level of P; is determined by CODP; in the interval

1
0<P < (BOLP; - B;)
1-ay

Subsequent to the cross-over point, the operability level of P; is determined by SODP; in the
interval

a..
(BOLP; - f;) < F; <100—- <100

af )
and P; becomes wholly operable when P; =100 <.
aj

Part B
If

1 p| 1002
aj
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then the operability level of P; is determined strictly by CODP; and P; becomes wholly
operable when
P =100 - By

where 0 < P; <100 with
0<P, <100~ f,, O<ay <ajj <1, 100(a) - ay) < f; <100(1-a;), BOLP, =100(1 - a;) .

Part C
If

Qjf

P;(100 - B) = P;| 100—
a;j

then CODP; = SODP; =100 when P; becomes wholly operable at

%y
P, =100- g; =100~

@y
where (0 < Pj <100 with
Ay
0P £100—ﬁ§-,,- =100
and
O<ay <ay <1, 100(a; —ay) < By <100(1-ay), BOLP; =100(1 —ay).
Proof

Throughout this proof, receiver node P; has a dependency relationship with feeder node F; with
the weakest link FDNA dependency function under regulation. The following presents a proof for
each part of Theorem 5.3.

Part A
First, we establish general results that derive from Definition 5.8". We then use these results to
prove Part A.

In general, the operability level of 2; is strictly determined by CODF; when

P+ By <aph +100(1 —ay)

* These results are analogous to, and consistent with, Property 5.3 (COD/SOD Cross-Over Point) in Chapter V.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



131

1

(-aj)

:>Pf<

(BOLP; — By;) (5.36)

In general, the operability level of P; is strictly determined by SODP; when

aily +100(0 —ay) < B + By

1
=P > (BOLP; - By) (537)
(1-aj)
In general, when
1
P = (BOLPj — ;) (5.38)
1-ay

we can write this as
(1-a})P, = (BOLPj - ;)
> (A -a;)p =100(1-a;) - By
= P -aypf; =100~ a;) - By

= P+ By =a; P +100(1-ay)
= CODP; = SODP;

since CODP; = P; + B; and SODP; =a;P; +100(1 - e ) in accordance with the definition of
the weakest link FDNA dependency function. The value of £ produced by Equation 35.38 is
called the COD/SOD cross-over point. From inequalities 5.37 and 5.38, we have P; = SODP
for all Z; in the interval

(BOLPj — B;)< P, £100— <100
1-ay ay

where 0 < P; 100 . To complete the proof of Part A, we need only establish a COD/SOD cross-
over point exists when

ay
ajj
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Once this is done, the above results directly follow and will complete the proof. If the following

inequality is true
'

p.l 10020
P (100 f) < ;| 100—
aj
a;
then 100 - B <100
aj

since P; is a monotonically increasing function of £}. Next, we can write

100 - 8y <100— =100- f;; =100———¢ forsome ¢>0
(Zé,- aé’.

forsome >0

= (100~ f;) +¢ =100
aj

a.,
CODP; (100 - f;) < CODP;| 100—

4

@i
Since
CODP;(100 - B;) = (100 - B;;)+ B =100
@i
CODP; 100~T- =(100—)65,- +g)+ﬁg =100+¢g, €>0
@y
X |
Thus, CODP; (100 - B;;) < CODP;| 100— | since £ >0

”
If Pf =100 _ﬂU then

a..
SODP; (100 - ;) < SODP;| 100—-
Z

Since
SODP, (100 - B;) = (100 — f;) + 100(1 - @)

a‘A
SODP; (100~ By) = | 100— -5 | +100(1 - ay)
a,-j-
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SODP ;{100 - B;)=100 - aje, O<a S_aé,-<1, >0

if

@i ¢ o i
SODP;| 100—- | = ;100" +100(1 - &r;;) = 100

a..
Thus, SODP; (100 - f;) < SODP;| 100—= | since & >0
aj

Combining these results, we have
SODP ;{100 — B; )< CODP; (100 - ;) =100

since 100 - o, ¢ <100 where 0 < &

. j Soap <1, £>0.Fromthis, at P; =100 - g

P; = Min (SODP; (100 ~ ), CODP (100 — B;)) = Min (SODP; (100 — f3,;),100)
= P; = SODP;(100 - B;) =100 - aje < 100 = CODP ;(100 - f;;)

In general, if a COD/SOD cross-over point exists, then there must be an operability level for
where CODP;(F;) =100 (its maximum) but SODP ;(P;) <100 . Seen above, and in Property 5.3,
it is always true that CODP; = P, + f; =100 when P, =100 — §;; . Given the conditions in Part
A, we have shown that SODP; (100 - B;) =100 ~a e <100 = CODP (100 - B;), €>0. Thus,
subject to the conditions in Part A, a cross-over point will exist and be contained in the interval

&
0<P <100—=

Finally,

a..
(BOLPj - f;) < P, <100—= <100

r r

PJ =SODPJ, fOI’

au
and P; becomes wholly operable when P; =100 v , where 0 < P; <100 with

o
0< P, <100— and O<ay <af <1, 100(a) - a;) < By <1000 - ay),
aj

BOLP; =100(1 - a;

This completes the proof of Part A.
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Part B
If the following inequality is true

2y
P, (100~ By) > P;| 100—

@i

o

then 100- 4 > 100

0-’:;:‘

since P; is a monotonically increasing function of £ . Next, we can write

100- 8 >100— =100 §; =100—+¢ forsome £>0

' ’

If £, =100 - B then

a.,
CODP; (100~ B;) > CODP;| 100—-

A
Since
CODP,; (100 ~ £,) = (100 - ;) + B; =100
i
CODPj 100— =(100_ﬂ:j —g)+ﬁf;,- =100-¢&, >0
a
Q1
Thus, CODPJ,- {100 - ﬁg) > CODPJ,- 100—— | since £ 0

2

If P, =100 - B then

%ij
SODP; (100~ f;) > SODP,| 100—-
@y

Since
SODP, (100 - ;) = a}; (100 — B;;)+100(1 — ;)

, @y
SODP; (100 - f8;) = & 100_:-+g +100(1 - ay)

i
@i

SODP; (100 - B;) =100+ aje, O<ay <aj <1, £>0
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@i . Qjj
SODP;| 100— |= a;100— +100(1 — ;) = 100

2y

Thus, SODP; (100 - ﬂg) > SODP; 100 since &> 0

’
ay

Combining these results, we have
SODP (100 - B,;) > CODP; (100 - ;)

since 100 + aye >100 where 0 <oy <y <1, £>0. Therefore, if

P;(100- 8;) > P;| 100

ayj
!’

&

then the operability level of P; is determined strictly by CODP; and P; becomes wholly
operable when

F =100 _ﬁi-"
where 0 < Pj <100 with
0<P, leO—ﬁ,j, O<aj sa{;,- <1, 100(aé,- *ag)ﬁﬂg <100(1-ay), BOLP, =100(1—@a;).

This completes the proof of Part B.

PartC
If the following is true

i
P;(100- B;) = P; 100—'
Ay

o

then 100 g, = 100—

jj

since P; is a monotonically increasing function of P . Next, we can write
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o 100c:: o
100- B =100~ = ajj =——— or f; =100/ 1-—
aj 100~ 5, o)

If P, =100 - g then

CODP (100 - B;) = SODP (100 - By) =100

since
CODP;(100 - ;) = (100 - f;;)+ fi; = 100
SODP; (100 - £;) = ay B, +100(1 - ;)
100z
SODP; (100 - By ) = | — [(100 - B;;) +100(1 ~ ;) = 100
100~ By
Therefore CODP (100 - B} = SODP (100 - ;) = 100
&y
If 7, =100 then
Z
CODF; 100—- |=SOD#F;| 100 =100
aj; aj
since
a.. a..
CODP;| 100—- |=100—"+ §;
o aj
a.. a‘v a,.
CODP; 1002 |=100—L +100/ 1-—Z | =100
o ajy aj
@y Faon i
SODP; 100—r =aj 100—'+100(1 —ay;) =100
. @y &y
Therefore CODP;1 100— = SOD#;| 100 =100
Lo aj;
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Combining these results, we have

=100

SODP; (100~ f;) = CODP; 100

%
CODP; (100~ f;) = SODP;| 100—- | =100

Therefore, if

@y
P;(100- f;) = P;| 100—
ay

then CODP; = SODP; = 100 when P; becomes wholly operable at

@y
P, =100- B; =100—
a

where 0 < PJ,- <100 with

i

0< P <100- B; =100—-
aj
and

O<ay <aj <1, 100(a) - ay)< fy <100(1-ay), BOLP; =100(1 - ay).
This completes the proof of Part C.
Last, we note if
ay=ay

then the COD/SOD cross-over point under regulation reduces to the classic COD/SOD cross-over
point presented by Property 5.3. This is intuitive and easy to show. This completes the proof of
Theorem 5.3.

In Theorem 5.3, the strength of dependence fraction interval 0 <@y <aj; <1 is tighter than in
Definition 5.8, where 0 <; <aj <1.What happens when aj; =17 This is discussed next.
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Theorem 5.4: Maximum Regulation

Suppose receiver node P; has a dependency relationship on feeder node 7 with the weakest link
FDNA dependency function under regulation. If P; has a maximum regulated strength of
dependency on [} then the operability level of P; is strictly determined by CODP;, where #
operates in the interval 0< 7, <100~ 8 .

Proof

Since receiver node P; has a dependency relationship on feeder node P with the weakest link
FDNA dependency function under regulation, from Definition 5.8 we can write

0<P; = Min (o:,’;,—Pi+1[]0(l—ag),Pi+,8§,-)SIOO
where O<ay <ap <1, 100a); —ay) < f; <100(1-ay), BOLP, =100(1-ay)

y -y -

and (1)  0<P;<100 with 0<A<100-8;  if P,(100- §;)=100

or (2)  0<P; <100 with 0< P <100— i P;| 100— {=100
a&

Since P; has a maximum regulated strength of dependency on £, we have aj =1; thus,
P =Min(1- P +100(1 - a;). B + B )= Min (P, + 100(1 - a; ). P, + ;)

where O <q; < o:é,- <1, 100(aj; —a;) < B; <100(1-ay), BOLP; =100(1 — ;) . From this, it
follows that

(1) P; = P, + B; =CODP, if P, + f; <P +100(1-ay)
or (2) P; = P, +100(1 - a;) = SODP; if P,+100(1-a;)<P +
Outcome (1) is always true since P, + f; <P +100(1-a,;) implies 8; <100(1-ay). From
the Property 5.5, we know B is always bounded above by 100(1-a;;) . From Property 5.5, we
know outcome (2) is impossible since f; cannot be greater than 100(1 - ;). Thus, if P; has a

maximum regulated strength of dependency on P; then the operability level of P; is strictly
determined by CODP; . The following is another approach to this proof.

Under regulation, it can be shown that 100(a;; — a;) < f; <100(1 - ;) . From this, if aj =1
then 100(1 —a;) < B; <100(1 - ;). This implies B; =100(1-a;;). Thus, if @} =1 then

P} :MEH(P, +100(1—ay),P!+ﬂy)=Mn (.F:. +ﬁg’PI+ﬂy)=})I+ﬁlj :CODPJ,

The following presents computational examples that illustrate some of the theory presented in
these theorems. Each involves the use of regulation in the FDNA graph and equations.
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Example 3.14. Suppose the data in Table 9 is for the 2,1,1,R-node dependency relationship in
Figure 64. An operability analysis is conducted and summarized in the lower-half of Table 9.

A 2-Node FDNA Graph: 1-Dependency Point, 1-Receiver Node Pj, With Regulation

INPUT: MEOLP] 85 Definition 5.5

INPUT: BOLP| 50  Figure 5.4

COMPUTEL: a.-Dependency Fraction 050 Figure5.4

COMPUTED: Beta Anchor Point [Regulated) 26.67 FProperty 5.4 But Modified For Regulation
COMPLUTED: Beta Lower Bound 10 Property 5.5 But Modfied For Reguiation
COMPUTED: Beta Upper Bound 50  Property 5.5

INPUT: &t-Dependency Fraction (Regulated) 0.60 Definition 5.8

INPUT: Bota Assigred/Setting 20 Assigred/Set

Pj hilit = P il
Feeder Node Pi SODP| coop| | Cperability Leve ; Operability Level

Min{SODP], CODPj} Determined By

Q 50 20 20 coD
5 53 25 25 [ala]n}
10 56 kv 30 Cap
15 59 35 EL) coo
20 62 40 40 cop
25 65 45 45 coo
30 68 50 50 COD
35 Fat 55 55 CoD
a0 74 iid] a0 coD
45 77 ] 65 cop
=] 80 70 0 coo
55 a3 75 75 cop
&0 86 20 g0 cop
65 89 85 85 cop
70 92 90 Q0 oD

75 95 95 a5 COD/soD
80 a8 100 98 00
8333333333 100 103.3333 100 SQD

Cross Quer Point For Fi 75

Crass Over Score for Pj 95 From This Point SODP]j Drives P;'s Operability Level

Table 9. An Operability Analysis of a 2,1,1,R-Node FDNA Graph:
COD/SOD Cross-Over Point in Range

Four inputs are shown in Table 9. These are MEOLP; and BOLP; the regulated a-dependency
fraction, and the criticality of dependency parameter 5, . Here, receiver node P; must reach a
minimum operability level of 85 utils. However, its current baseline operability level is 50 utils.
So, receiver node P; relies on contributions from feeder node F; to improve its baseline
operability to the minimum effective level required by stakeholders.

Table 9 shows a regulated a-dependency fraction of 0.60 and that P;'s dependence on
contributions from F; is somewhat critical. Here, the criticality of dependency parameter is set at
20 in the range 10 < By £50.

The outputs in the upper left corner of Table 9 are the strength of dependency fraction a; , the

beta anchor point, and the beta lower and upper bounds. These outputs were computed from the
inputs in Table 9; specifically,
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The a;; -dependency fraction: 100(1 - @;)=BOLP; =50= a; =0.50

The beta anchor point under regulation, which is easily derived, is

(@ —1) A-ay)
MEOLP +100 =26.67

F

The beta lower and upper bounds under regulation, which is easily derived, is:

100(ay ~a;)< By <100(1 - ay) =10 < f; <50

The last set of outputs in Table 9 show the operability level of P; as a function of the operability

level of B, for 0< P,, P; <100 . The following are a few observations:

(1) Feeder node £ must achieve an operability level of 65 utils for receiver node P; to achieve
its MEOL. Here, P; achieves its MEOL under a rate governed by CODP;.

(2) From Theorem 5.3, a COD/SOD cross-over point exists in 0 < 7, P, <100 since

@i
P (100~ ;) < P;| 100~
Ay

and, from Definition 5.8 P; (100 — 8;) = P;(80) = Min (0.60(80) + 100(1 - 0.50),80 +20) = 98

a .
P; 100-2 |= P;(83.33) = Min (0.60(83.33) + 100(1 - 0.50),83.33 + 20) = 100

@jj

From Theorem 5.3, the cross-over peint occurs when feeder node £ achieves

1
P, = (BOLP; - ;) =
1-aj 1-0.60

(50-20)="75

From this point, the operability improvement in receiver node P, ftransitions from being
determined by CODP; to being determined by SODP ;. Receiver node P; continues to improve
in operability with increasing operability in £} but it will now improve at a rate slower than it did
when its operability level was determined by CODP ;.

(3) If feeder node £'s contribution is equal to zero in operational utility to receiver node P; then

P; will degrade from its baseline operability level of 50 utils to 20 utils, rendering 7; somewhat
inoperable.
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Example 5.15: Supposc the data in Table 10 is for the 2,1,1,R-node dependency relationship in
Figure 64. An operability analysis is conducted and summarized in the lower-half of Table 10.

A 2-Node FONA Graph: 1-Dependency Point, 1-Receiver Node Pj, With Regulation

INPUT: MEOLPj 85
INPUT: BOLFj 50
COMPUTED: a-Dependency Fraction 0.50
COMPUTED: Bata Anchor Point [Regulated) 35.00
COMPUTED: Beta Lower Bound 20
COMPUTED: Beta Upper Bound 50
INPUT: ot-Oependency Fraction {Regulated) 0.70
INPUT: Beta Assigned/Satting 20
Feeder Nede Pi SODP)
50
5 535
10 57
15 60.5
20 64
25 67.5
71
35 74.5
78
45 815
50 85
55 885
60 92
65 955
70 9%
75 1025
80 106

Definition 8.5

Figure 5.4

Figure 5.4

Property 5.4 But Modified For Regulation
Property 5.5 But Moxdfied For Regulation
Property 5.5

Definition 5.8

Assigned/Set

Pj Operability Level = P;Operability Level

CODPj _ . .
Min{$QDP), CODF}} Determined By
20 20 CoD
25 25 CoD
30 30 CoD
35 35 CcoD
A0 40 coo
45 45 coo
50 50 coD
55 55 coD
60 &0 coD
65 65 coD
70 70 oD
75 75 CoD
80 80 oD
85 a5 CoD
80 90 CaD
95 a5 CoD
100 100 CoD

Table 10. An Operability Analysis of a 2,1,1,R-Node FDNA Graph:
COD/SOD Cross-Over Point Not in Range

Table 10 has the same data as in Table 9 with one exception. Table 10 shows a regulated o-
dependency fraction of 0.70 instead of 0.60. Because of this, a COD/SOD cross-over point does
not exist in 0 < P, P; <100 since, in accordance with Theorem 5.3 we have

&jj
P;(100— f;)> P;| 100—

r
jj

When this occurs, the operability level of P; is determined strictly by CODP; and P; becomes
wholly operable, in accordance with Theorem 5.3, when P, =100 - 5, =100 -20=80 .
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Example 5.16: Suppose the data in Table 11 is for the 2,1,1,R-node dependency relationship in
Figure 64. An operability analysis is conducted and summarized in the lower-half of Table 11.
These results are compared to those in Table 6.

A 2-Mode FDNA Graph: 1-Dependency Point, 1-Receiver Node P, With Regulation

INPUT; MEOLP] 80 Definition 5.5
INPUT: BOLP] 8¢  Figure 5.4
COMPUTED: ot-Dependency Fraction 0.50 Figure54
COMPUTED: Bata Anchor Point (Regulated) 25,45 Property 5.4 But Mcdified For Regulation
COMPUTED: Beta Lower Baund -1 Property 5.5 But Modfied For Regulation
COMPUTED: 8eta Upper Bound 50 Property 5.3
INPUT: x-Dependency Fraction (Regulated) 0.55 Definition 5.8
INPUT; Beta Assigned/Setting 10  Assigned/Set
- . ; Pj Operability Level = P; Operability Level
Feeder Node P SODPj CODPj Min(SODP], CODP]) Betermined By
1] 50 10 10 coD
5 52.7% 15 15 oo
10 55.5 0 20 oD
15 58.25% 25 25 {ao
20 61 30 30 oo
25 63.75 kL 35 CooD
Eie bE.5 40 40 con
35 69.25 45 45 coo
40 72 0 50 coo
a5 74.75 55 55 cop
50 715 60 60 caop
55 £80.25 b5 [ con
60 83 70 70 coo
b5 B5.75 75 75 CoD
70 88.5 80 80 coo
75 91.25 &5 85 CoD
a0 94 S0 |0 oo
85 96.75 95 95 coo
a0 99.5 100 94.5 500
0.5 99,775 100.5 B9.775 500
90.6 99.83 100.6 99.83 S0D
0.7 99 R85 100.7 89885 500
9.8 99.94 100.8 99.94 500
0.9 99.995 100.9 99,995 SO0
90. 900309 100 100.90908 100 S0D
Cross Qver Point For Pi 84.8889

Crass Over Score for Pj o, From This Point S0DP] Drives P;'s Operability Level

Table 11. An Operability Analysis of a 2,1,1,R-Node FDNA Graph:
COD/SOD Cross-Over Point in Range

Given the data in Table 11, the condition in Theorem 5.3 is met for a COD/SOD cross-over point
to occur in the interval 0 < P, £100. From Theorem 5.3, the cross-over point is computed to
occur when feeder node P, =88.89. At this value, receiver node P; achieves an operability level
of 98.9 utils. This is a 4.7 percent increase in P;'s level of operability than seen at £; =8889 in
Table 6, where no regulation on the strength of dependency fraction was considered.

Tn Table 11, observe that £ need only reach an operability level of 90.9 utils for P; to become
wholly operable. This is in contrast to Table 6, where P, became wholly operable only when £
became wholly operable. Throughout Table 11, the rate of operability gain in P; is higher than
the rate in Table 6. This is because a regulated strength of dependency fraction @j; =0.55 has
been factored in this analysis. This was not the case in Table 6, where only the classic strength of
dependency fraction ; =0.50 was considered.
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Example 5.17; Formulating a 3,3,2,R-Node FDF
Figure 65 shows a 3-node FDNA graph under regulation with 3-dependency points and 2-receiver
nodes. Let this be indicated by the notation 3,3,2,R-node.

Receiver Node

13:213. P13

Receiver &
Feeder Node

' Feeder Node
1,221, P21

Figure 65. A 3,3,2,R-Node FDNA Graph, With Regulation on &3 and ¢4
The FDNA dependency function for this relationship is given by the following equations.

a13P; ankh a3 +ag3
+ +100(0 —(——0, A + P13, P> + B3
2 2 2

P3 ZMH[

P =Min(ag Py +1001-ap1). B + Br1)
where ¢ 13 : Regulated strength of dependency fraction between A and P
¢ 13 : Strength of dependency fraction between £ and /3
@53 : Strength of dependency fraction between £ and P
oh1. Regulated strength of dependency fraction between £ and B
op1:  Strength of dependency fraction between 7 and P
P13 : Criticality of dependency between £ and 7
B3« Criticality of dependency between /5 and /3
B Criticality of dependency fraction between F and P
O<a3<a3<], O<ayy <1, O<ap S apq <1
100(ry3 — 13) < B3 <1001 - q3)
0< fy3 <100(1 - xp3)

100(a1 ~ 1) < fr1 <100(1—arpq)
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and (1) 0<P; <100 with 0< P, £100- B if P;(100 - 3;) =100
. Xy, &

or (2) 0< P; <100 with 0< 7, <100— if 7| 100 =100
o o

for if=13,21 and 0< 7, P; <100 for jj =23.

Summary

This section presented FDNA as a general theory of dependency for capturing and measuring
how the operability of one node affects the operability of other nodes across a topology of any
complexity. FDNA is built upon a set of postulates. From them, a general structure has emerged
such that dependency relationships can be modeled by simple algebraic functions and visualized
by mathematical graph theory.

The extension of FDNA from single component nodes to constituent nodes is one generalization
of its calculus. With this, FDNA can address mutual (cycle) dependencies between nodes. A
mutual dependency is dealt with by specifying why the operability of one node depends on the
operability of the other (and vice-versa) and what drives their mutual reliance. This is called
specification (illustrated in Example 5.13).

Specification secks to resolve mutual (cycle) dependencies by identifying the underlying
mutually independent components between nodes. If this cannot be identified, then it signals the
nodes are indistinguishable from each other. In such cases, they should be joined into a single
(new) node — one with a revised interpretation that stems from their unification.

This section also demonstrated how the FDNA dependency function can be regulated to model
the realities of a specific dependency relationship. Under regulation, the FDNA equations can
now support the property that a receiver node may become wholly operable before its feeder node
is wholly operable.

Although FDNA is developed to address dependency problems associated with engineering
capabilities for an enterprise, its underlying algorithms are applicable to a variety of problem
spaces. These include inflows and outflows of economic consumption and demand, flows through
logistic supply chains, or critical infrastructure risk analyses. Interpretations of FDNA applied in
these domains, especially the meaning of node-to-node relationships, are specific to the nature of
the dependency problem addressed. A discussion of FDNA with respect to its relationship with
other dependency analysis methods is provided later and will close this chapter.

The following presents one of many possible applications of FDNA. Shown is how FDNA

outputs can be used to identify which nodes in a graph offer the highest rates of operational
improvement when risk reduction investments in them are made.
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LINKING FDNA TO RISK REDUCTION INVESTMENT DECISIONS

An FDNA analysis can be extended to a number of decision-making contexts. This section
illustrates one of them, Specifically, we’ll show how FDNA can aid in investment decisions
aimed at reducing operability loss due to the potential realization of unwanted events.

Determining Risk Reduction Targets by Marginal Rates of Return (MRR)

This discussion presents how FDNA can identify which nodes in an FDNA graph offer the
highest marginal rates of return (MRR) if risk reduction investments in them are made.
Determining each node’s MRR allows decision-makers to tradeoff the desirability of an
investment in one node against the merits of doing so in other nodes. The objective is to identify
where to target risk reduction resources, such that the marginal rate of operability improvement is
maximized across an FDNA graph’. We begin with the following definitions.

Definition 5.9: Marginal Rate of Return
The marginal rate of return is the rate with which a receiver node changes in operability (utils)
with every unit change in the operability (utils) of its feeder node.

Definition 5.10: Strict Receiver Node
A strict receiver node is one that does not feed any other node in an FDNA graph.

The marginal rate of return of a strict receiver node is one. If an FDNA graph has » strict receiver
nodes, then each of these nodes has an MRR equal to 1/». For any other node x with receiver
node y, the marginal rate of return of x is

dy
MRRx=MRRy — (5.39)
ox

If node x has receiver nodes yy, 2., ¥3..... Vg, then the marginal rate of retum of x is

o vy o3 5,8
MRRx= MRRy| -— + MRRy -—— + MRRyy -—— + -+ MRRy, -——  (5.40)

ox ox ox Ox
Example 5.18: Determine the MRR of each node in Figure 66.
In Figure 66, we have two receiver nodes P and P5; here, P is a strict receiver node. We want
to compute the rate with which A and P; change in operability, with every unit change in the
operability of their feeder nodes. In this graph, P, is a feeder node to node A and node P; while

P, is both a feeder and a receiver node.

From Equation 5.39 and Equation 5.40, respectively, we have the following:

" The approach herein is an application of an original idea by Dr. Brian K. Schmidt, The MITRE Corporation, for
computing marginal rates of return on mathematical graphs associated with investment portfolio analysis and
optimization problems [Moynihan, Schmidt, et al., 2008].
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Strict Receiver Node
Suppaose This Has These Operability Equations (e.g., SOD)
FDNAGraph
P]_ = aZIPZ +100(1—321)
@3
Feeder and e @23 Py =(a13Py +ags Py ) +100(1— {ory3 +a3))
Receiver
Node
ayq 0<al3,a;,_3,a21 <1 OSPI,Pz,P3 <100
Feeder and
Leaf Node

Figure 66. FDNA Graph and SOD Equations for Example 5.18

or; 13

MRRP| = MRRP3 - —— =1-—— = a13 /2 (5.41)
6P, 2
oh or a3 o3

MRR_PZ = MRRPl —+MRRP3 re— =y +1.—= (a13021 +a’23);‘2 (542)
aPz 8P2 2 2

Figure 67 shows the FDNA graph in Figure 66 in terms of its marginal rates of return. If
apy =1/3, as3 =2/3, and apg =1/4 then the marginal rates of return for A and P, are 1/6

and 3/8, as shown in Figure 67. Thus, node P, has the highest MRR in this case.

MRRPy =3/8

Figure 67. An MRR View of the FDNA Graph in Example 5.13

These rates of return mean a 1-util increase in the operability of node A produces an increase in
operability of a;3/2 utils in P. A 1-util increase in the operability of node 7 produces an
increase in operability of (aj3as; +ao3)/2 utils in . Thus, in this FDNA graph, node B
offers the highest marginal rate of return from an investment of risk reduction resources.

The following illustrates computing the MRR for an FDNA graph with multiple strict receiver
nodes and the weakest link FDF. This is presented as Example 5.19.
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Example 5.19: Determine the MRR of each node in Figure 68.

In Figure 68, we have three receiver nodes A, P5, and Fy; here, P; and Py are strict receiver
nodes. We want to compute the rate with which 7, P, and F; change in operability, with every
unit change in the operability of their feeder nodes. In this graph, P, is a feeder node to node A,
P;.,and Py while A is both a feeder and a receiver node.

Strict Receiver Node

o Strict Receiver Node
12
Feeder and 73
Receiver
Node m N4

m=an,Bn n1=ayy.b
Feeder and .23 ?
Leaf Node M2 =a13, 13 Mg =, P

Figure 68. FDNA Graph for Example 5.19

Applying the weakest link FDF, from Definition 5.4, we can write the following equations for the
FDNA graph in Figure 68.

Pl = Min (‘3‘21})2 + 10(x1 —(.},’21),102 + ﬂZI) (5.43)
a13f;  ansP a3 t+a
py= Mm{ B 1000 - (BN A B Pt By | (5A)
2 2 2
P4 = Min (CL’24P2 + 10&1 - (224),102 + ﬁ24) (5.45)

From Equation 5.39 and Equation 5.40 we have the following;

or, 1op

MRRP; = MRRP; —— = —— (5.46)
oP,  20P
8P oPy oPy
MRRPy = MRRP; - —— + MRRP3 - —— + MRRP; - —— (5.47)
8P aPs ap,
o 1 8RB 1 0P
= MRRP| - —— + — - —— 4 — - —— (5.48)

oP, 2 &P, 2 0Py

where

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



148

MRRP; =1/2and MRRP, =1/2

since this FDNA graph has » = 2 strict receiver nodes P;, and P,. From this, the MRR
formulations are completed as follows:

0Py 1¢oh
MRRP| = MRRP3 -—— = ——— (5.50)
oP  20R
@13 - . .
1 | —= if the operability of P; is determined by SODP; (5.51)
= — 2 L]

2 | 1 if the operability of P; is determined by CODP;

From Equation 5.47 we have

oP 0Py OPy
MRRP, = MRRP| -—— + MRRP3 -—— + MRRPy -——
8Py Py Py
where the first term is
oP @y, if the operability of P is determined by SODP
MRRP,-— = MRRP, | “12 ! perabiity o" M1t Hee oy 1 (5.52)
1 if the operability of P, is determined by CODP
&P, 1

with MRRP; is given by Equation 5.51. The remaining two terms in MRRP are as follows:

o33
oF, 1 | = if the operability of P is determined by SODP:
MRRPy-—2 = ., " IMeoperabiiy o i3 YLt (5.53)

o, 1 if the operability of P is determined by CODP;

(5.54)

6Py 1 (@4, if the operability of 2, is determined by SODP,
MRRP, - __{ 24 P yof Py y SODP,
2

P, - 1  if the operability of Py is determined by CODP,4

Combining Equations 5.52 through 5.54 in accordance with Equation 5.47 yields MRRP; .
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RELATIONSHIP OF FDNA TO OTHER METHODS

This section discusses FDNA in relation to three other dependency analysis methods in the
systems engineering community. These are the Dependency Structure Matrix (DSM), Failure
Modes and Effects Analysis (FMEA), and the Inoperability Input-Output Model (1IM). We begin
with DSM and FMEA. This is followed by a discussion of FDNA’s relationship to its close
analytic neighbor — the Inoperability Input-Output Model (1IM) [Jiang, Santos, Haimes, 2004].

Design Structure Matrix

Design structure matrix is a technique used in systems analysis and project management. It
originated as a system decomposition method and has grown in application as a way to design
and manage interrelationships within complex projects.

Applied to systems engineering and design, DSM is a two dimensional way to visualize and
represent interrelationships between entities at any level of a system’s architecture, This can be at
a system-level, a sub-system-level, or a module-level. Once specified, entity relationships can be
analyzed by techniques such as cluster analysis to determine hidden dependency structures,
optimal task sequencing, and information exchange relationships and requirements.

Applied to project management, the DSM provides a way to sequence activities from a
scheduling perspective, identify activity dependencies and precedence relationships, and model
feedback loops where rework or cycles are needed.

PROVIDE
| Entity A B C v} E F G p
;A A b g E
- B - N
O
[ ] . '
[ ]
]

OTmQQnAnm

Figure 69. A Design Structure Matrix (DSM)

In Figure 69, entities are shown along the diagonal of the matrix. Dependencies between entities
are shown in the off-diagonal elements. In a DSM, the rows provide and the columns depend. For
instance, entity B provides something to entities A, C, and E, but entity B also depends on
something from entities A and C.

Distinguishing characteristics between DSM and FDNA include the following:

« In DSM, dependencies between entities are expressed in the off-diagonal elements. An
FDNA adjacency matrix corresponding to jts graph permits intra-dependencies within its
diagonal elements. This allows for increased flexibility across nodal or entity relationships.

« DSM allows strength of dependency to be indicated in the matrix by a number between

zero and one, where one represents an extremely strong dependency. FDNA employs a
similar construct but one that allows strength and criticality of dependency to be modeled.
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Failure Modes and Effects Analysis
Failure Modes and Effects Analysis (FMEA) is among a class of techniques that come from
the quality assurance and system safety communities. The main objective of FMEA is to
identify potential failure events early in a system’s design, such that operational reliability
and safety requirements are achieved.

Failure analyses within an FMEA rely on the availability and use of a system’s block diagram
or a control /data flow diagram or an operational view of how a system transports information
between nodes, entities, or elements, Identified failure events, if they occur, are analyzed in
terms of their ripple effects within and across a system’s architecture. Thus, the correct
capture of interrelationships within a system is a critical aspect of FMEA.

It is often recommended an FMEA be augmented by a Fault-Tree Analysis (FTA) or a
Probabilistic Risk Analysis (PRA) to aid in the capture of interrelationships within a system.
FTA and PRA are methods that emerged from, and have been refined, by the nuclear
engineering community, where system safety is paramount. In recent years, FMEA has been
extended to include a criticality analysis. This is called a FMECA, where the C stands for
criticality. The criticality analysis includes an assessment of failure mode probabilities and
consequences, with the aim of identifying failure mode events whose occurrences would
result in severe or catastrophic outcomes.

Distinguishing characteristics between FMEA and FDNA include the following:

s FMEA is primarily a risk identification and assessment technique, where FDNA is an
analysis of the effects of risk, if it occurs, on the operability of a system.

» FMEA computes a risk priority number (RPN) on the basis of three variables; these are the
failure event’s severity, its occurrence probability, and its chance of failure detection.

The RPN is computed by multiplying these variables on ordinal scales. This operation is
impermissible because there is no meaningful distance metric between numbers on an
ordinal scale. FDNA does not compute a risk measure explicitly; rather, its calculus
measures operability foss or gain in a system’s functionality that come from undesirable or
desirable events.

s An FMEA generally relies on a team of engineers to identify failures events. Thus, small
probability but high consequence events can be missed or possibly dismissed.

» An FDNA could be integrated into a FMEA in ways similar to doing so with FTA or PRA.
In theory, an FDNA graph could be modeled from a system’s block diagram. From this,
failure events and their impacts on operability and operability dependencies across the
nodes of a system could explicitly evaluated.

The following presents a detailed discussion of FDNA as it relates to its analytic neighbor —
the Inoperability Input-Output Model (IIM).
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Inoperability Input-Output Model

The Inoperability Input-Output Model (IIM) {Jiang, Haimes, 2004; Santos, Haimes, 2004] was
developed as a way to study the effects of degraded operations in critical infrastructures on nodes
dependent on their availability. As the name implies, [IM is an input-output (I/O) model
developed in the spirit of input-cutput models born out of economic science.

In economics, input-output models study how changes in inflows and outflows of goods and
services affect consumers and suppliers that depend on them and each other. German-born
economist Wassily Leontief (1905-1999) is credited with developing the underlying theory of
input-output models, for which he won the Nobel memorial prize in economic sciences in 1973.

In critical infrastructure risk analysis, [IM studies how changes in the operability of systems such
as power systems, financial systems, or transportation systems affect each other and entities that
depend on some or all of them. [IM measures how loss of operability in one node (a critical
infrastructure) affects the operability of entities that depend on it and concomitant ripple effects
along dependency chains.

As mentioned earlier, IIM is a close analytic neighbor to FDNA. Before discussing their
relationship we begin with an introduction to Leontief input-output models and 1IM.

The Leontief Input-Output Mode!
At its core, Leontief’s input-output model captures relationships between intra- and inter-

dependent sectors (or industries) of an economy with respect to consumption and demand. Its

fundamental equation is as follows:
X-4X=D (5.55)

where X is the total output needed to meet consumer demand D given input-output matrix A.
Let’s take a look at the input-output matrix. Suppose 4 is given by the following matrix.

A:(all 012] S (5.56)
ayy axp; S

The elements in matrix 4 are always non-negative. If these elements represent prices, then they
can mean the following. Element @47 is the percentage of one dollar (input) needed to produce
(output) one dollar worth of product (an economic good) in sector S1. This is an economic intra-
dependency or internal consumption within 7. Element a3 is the percentage of one dollar it
takes from sector Sq to produce one dollar worth of product in sector S5. This is an economic
interdependency between 57 and S».

Likewise, element ayq is the percentage of one dollar it takes from sector Sy to produce one
doltar worth of product in sector S7. This is an economic interdependency between S and §j.
Element ay; is the percentage of one dollar it takes to produce one dollar worth of product in
sector Sp. This is an economic intra-dependency or the internal consumption within S5 .
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in Equation 5.55, D is consumer demand for products produced by $; and S». Demand is a
vector whose elements are in dollars. Since A is a two dimensional matrix (here) D is a two
dimensional vector; that is, D=[d,d,] where dj is consumer demand in dollars worth of
product from sector S1 and dy is consumer demand in dollars worth of product from sector Sy .

Given this, Leontief’s model solves for how many dollars of product from sector .57 and sector
S5 must be produced to meet consumer demand. This is determined by solving Equation 5.55 for
X, where

X=(-4"1D (5.57)

In Equation 5.57, I is the identity matrix and JX is a vector. Since 4 is a two dimensional matrix
(in this discussion) X is a two dimensional vector; that is, X =[x, x;] where x; is the amount of
dollars worth of product sector S must produce to meet consumer demand and X is the amount
of dollars worth of product sector So must produce to meet consumer demand, while
simultaneously considering the intra- and inter- sector dependencies represented in matrix 4.

The Leontief input-output model is subject to certain mathematical conditions for solutions to
Equation 5.57 to be meaningful in an economics context. In mathematical economics, it has been
proved the Leontief equation {7 — A)X =1 has a non-negative solution {( X 20 ) for every non-
negative I} (D 20) if and only if the Leontief matrix (7 — A) satisfies the Hawkins-Simon
condition. What is the Hawkins-Simon condition?

A square matrix, such as (J — A), satisfies the Hawkins-Simon condition if and only if its
leading principal minors (e.g., its principal sub-matrices along the diagonal) are positive. With
this, the determinant of (7 — 4) is greater than zero, hence (/ — 4) is nonsingular and thus
invertible.

Definition 5.11; The Hawkins-Simon Condition for (7 — A) is defined as follows:

l-ay1 —app - —ay
—a 1-a - =g

det| 7 2 2150 fork=1,...,n (5.58)
—ay  —dgp o l-ag

where [ is the nx#n identity matrix and A4 is an 7xn matrix.

Example 5.20. Hawkins-Simon Condition Check
Suppose 4 is given by the following 3x3 matrix. Determine whether (7 — 4) satisfies the
Hawkins-Simon condition given by Equation 5.58.

0 010 020
A= 0 005 020
020 001 0.10
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Solntion
Given 4, the Leontief matrix (I — 4) is

100 0 010 020 1 -0.10 -0.20
f-4=/0¢ 1 0|-| O 005 020(=| O 095 -020
0 0 1) {020 001 010 -020 -0.01 050

The determinants of the principal minors of (J/ — A4) are

det ‘1‘ =1>0, det {1] 5 =095>0, det| O 095 -020{=0.811>0

1 -010 -020
—0.10‘
-020 -001 090

These determinants are all positive; thus, (I — 4) satisfies the Hawkins-Simon condition.
Therefore, for 4 given in Example 5.20, the Leontief equation (/ — A)X =D is guaranteed to
have a non-negative solution X for every non-negative D. This concludes the example.

Not all Leontief matrices satisfy the Hawkins-Simon condition. For example, it can be shown if 4
is given by the following matrix, then the principal minors of (7 — A) are not all positive. Thus,
the Leontief equation (/ — A)X =D is not guaranteed to have a non-negative solution for every
non-negative D. Given 4, in this case, the components of the solution vector X are all negative,

095 0.20 010
A4={010 040 020
010 010 0.30

The Inoperability Input-Output Model

As mentioned earlier, the Inoperability Input-Output Model (IIM) was developed as a way to
study the effects of degraded operations in critical infrastructures on entities with intra- and inter-
dependencies on their operability. [IM captures how changes in the operability of infrastructure
systems such as power systems, financial systems, or transportation systems affect each other and
entities that depend on some or all of them.

Where Leontief /O models capture how many dollars worth of product economic sectors must
produce to meet demand, 1M measures the loss of operability in critical infrastructure “sectors”
when their ability to meet demand is perturbed by natural or man-made events. The following
provides a very simple illustration of IIM to demonstrate its core relationship with Leontief I/O
modeling. Example 5.21 is from Haimes (2004).

Example 5.21: IIM lllustration [Haimes, p. 712, 2004]

Suppose we have a system with two subsystems. The inoperability of these two subsystems is
given by X1 and Xy, respectively, Now, suppose a failure at subsystem 2 will lead subsystem [ to
be 80 percent inoperable. Suppose a failure at subsystem 1 will lead subsystem 2 to be 20 percent
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inoperable. H subsystem 2 loses 60 percent of its operability due to an external perturbation what
is the resultant effect on the operability of subsystem 1 and subsystem 27

The 1IM approach is illustrated by addressing this question. Equations 5.59 and 5.60 show the
clear contrast between the Leontief 1/O model and the 1IM.

Leontief 'O Model X-4AX =D (5.59)
Inoperability 1/0 Model X-4X=C (5.60)
In Equation 5.60, X is the inoperability vector of each subsystem, 4 is the inoperability input-
cutput matrix between these subsystems, and C is the demand-side perturbance in the operability
of subsystem 1 and subsystem 2 from a natural or man-made event. In ITM, A is also called the

interdependency matrix.

From the information in this example, matrix A4 is as follows;

8
e 0 08035, (5.61)
020 0 )8,

where 57 and S» denote subsystem 1 and subsystem 2, respectively. From this we can write

x-[ 0 080, 0 5.62
020 0 J |060 (5.62)

where C = [0, 0.60]. The solution to Equation 5.62 is X = [0.571, 0.714]. This means the
inoperability of subsystem 1 and subsystem 2 is, respectively, x; =0.571 and x, =0.714. In 1IM,
an entity is wholly (flawlessly) operable if x = 0 and wholly inoperable if x=1.

Even though subsystem 1 was not perturbed, it realized an inoperability of 0.571 because of its
connectedness with subsystem 2. Even though subsystem 2 lost 60 percent of its operability from
an external perturbance, its overall inoperability worsened to 7.4 percent because of its
connectedness to subsystem 1.

The IIM is subject to the same mathematical conditions previously described for Leontief input-
output models. In IIM, (7 — 4)X =C has a non-negative solution for every non-negative C if and
only if the IIM matrix {({ — 4) satisfies the Hawkins-Simon condition.

In summary, this example illustrates how dependence between pairs of entities (e.g., critical

infrastructures) is captured in IIM and how it derives from the originating ideas of Leontief input-
output econcmic models.
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Relationship of FDNA to IIM and its Distinctions

An assumption in 1IM is that each system “performs a uniquely defined function; that is, no two
systems perform the same function” [Haimes, 2004]. Dependencies between systems can be
identified by understanding their physical connections, to include information exchange by virtual
or cyber mechanisms. This is equivalent to the rele of constituent nodes in FDNA, as illustrated
in Figure 59 and shown below for convenience.

Figure 70. Physical Connections Between Components:

The IIM A-matrix is an interdependency matrix. It captures the degree of coupling between pairs
of entities {(e.g., infrastructures, industry sectors) as they affect the operability of each other. The
elements in the 4-matrix range from zero to one. If element gy; is nonzero, then an operability
dependency exists with the 4-th entity on the j-th entity. Specifically, the interpretation is as
follows: complete failure of the j-th entity leads to a level of inoperability in the &-th entity. If
element a;; =1, then a complete failure of the j-th entity leads to a complete failure of the 4-th
entity. If element a;; =0, then a complete failure of the j-th entity has no impact on the
operability of the &-th entity [Haimes, 2004].

FDNA captures these same dependency relationships through algebraic functions that model
entity interactions., These functions are uniquely formulated from their specific mathematical
graphs instead of a matrix protocol.

From a mathematical viewpoint, all matrices are graphs and all graphs are matrices. Next, we take
a closer look at this in general and then from an IIM/FDNA perspective.

Graphs and Matrices

A mathematical graph is a collection of points and lines connecting some (possibly empty) subset
of them. The points of a graph are known as vertices or nodes. The lines connecting the vertices
are known as edges or arcs’. In general, a matrix is a two dimensional array of a mathematical
graph. In graph theory, such an array is called an adjacency matrix. An adjacency matrix is one
whose elements a; =1 when (7, j) is a line (edge), a; = 0 when (i =j), and a; =« otherwise.

The lines of graphs can have directedness. Arrows on one or both endpoints of a graph indicate
directedness. Stated previously, such a graph is said to be directed. A graph or a directed graph
together with a function which assigns a positive real number to each line is known as a network’.
An FDNA graph is a directed graph. It is also a network. Figure 71 illustrates an FDNA graph
and its adjacency matrix.

* Refercnce: This text excerpred from Aupimathworld wolfram.com/Graph. him.
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Figure 71 shows the FDNA graph from Example 5.4 on the left and its adjacency matrix
representation on the right.

Receiver
Node

Feader amd
Receiver Iig i P1 P Pz Py
Noda P j 0 =] [al ] o
Feeder and Py|l1 0 1 ® w
Receiver
Pr |1 == 0 o w
Pig | 1 1 0 0
Py o 1 @ 0
Adjacency Matrix
Feeder and Feeder and
Leaf Node Leaf Node

An FDNA Graph

Figure 71. An FDNA Graph and its Adjacency Matrix

In Figure 71, the adjacency matrix contains 1°s, 0’s, and o0’s. When one node is adjacent to
another the adjacency is indicated by the value one. A node adjacent to itself is indicated by the
value zero. Thus, the diagonal elements in an adjacency matrix are always zero. The symbol o0 is
used to signal no path exits between two nodes; a zero can also used.

If a graph is undirected, then its adjacency matrix is symmetric. If the graph is directed, then the
adjacency matrix is not necessarily symmetric. Adjacency matrices are always square. Next, we
introduce the concept of a weighted directed graph and a weighted adjacency matrix. These are
the types seen in FDNA and ITM.

A weighted directed graph is a directed graph with a number assigned along its lines or edges.
Numbers can represent a variety of effects, such as the distance between nodes. A weighted
adjacency matrix is the adjacency matrix of a weighted directed graph. An example is shown in

Figure 72.
Receiver
Nede
Feeder and Py P1 Pz Ps Pu
Receiver P 0 o o0 3] oo
Noda 4
Palme 0 g

Feeder and P
Receiver i2

ny @ 0
Pis| = ns5 ny4
Pig = ® n3

8 o 8 8
< 8 8 8

Weighted Adjacency Matrix

Feeder and Feederand 71 =By M3 =iz, Bisia M5 = @3- Bian
Leaf Node -
Leafbode n2 =25 By Ne=azin.Pan e = a2, Pz
AWeighted Directed FDNA Graph

Figure 72. A Weighted FDNA Graph and its Weighted Adjacency Matrix
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Seen in the preceding figure, FDNA graphs are weighted directed graphs that can be represented
by weighted adjacency matrices. In FDNA, weights might be the strength of dependency
parameter, referred to as & . They may also be operability or inoperability levels of nedes. This is
the case in IIM. In fact, the interdependency matrix in 1IM (the A-Matrix) is simply a weighted
adjacency matrix from a corresponding graph.

For example, the 4-matrix in Example 5.21 is for a system with two subsystems 5, and S,
[Haimes, 2004]. From this, the weighted FDNA graph can be written as shown in Figure 73.

g
E)

w=————" RECEIVER

i
Sl SZ F Sl SE g !
0 080) 5 0 D020 5 'IE
020 0 )5, o) 080 0 /)5 v |
E [
1IM A-Matrix R — FDNA Weighted R
[Haimes, 2004] Adjacency Matrix
FDNA Weighted Graph

Figure 73. A System-Subsystems Scenario
IIM Interdependency Matrix and FDNA Relationship

Figure 74 illustrates an A-matrix for an infrastructure scenario [Haimes, 2004], Here, and in
Figure 73, the [IM A-matrix implicitly contains a “feeder-receiver” metaphor. Furthermore, there
is a transpose relationship between the ITM A-matrix and the FDNA weighted adjacency matrix;

specifically,
G@- ZCZJ;k for _}',k =1,...,n

The 4-matrix elements @y in IIM follow a receiver-feeder pattern by row(k)-column(y),
respectively. The weighted adjacency matrix elements « ; in FDNA follow a feeder-receiver
pattern by row(j)-column(k), respectively.

Power Transportation
------- —+ RECEIVER Plant  pgp SYSteM * FEEDER
Sy S22 53 84 f S: S5 S 6
S1( 0 0% 0 0) g 0.40 1 ryF
S4 | 0.40 0 0o 0 g? 0 0.8¢ 0.9 \é' ?
53 1 08 0 0 R o0 0 o R
S 1 09 0 0 oo o 0
1IM A-Matrix o Hospital Grocery > FDNA Weighted
[Haimes, 2004] Store Adjacency Matrix

FDNA Weighted Graph

Figure 74. An Infrastructure Systems Scenario
IIM Interdependency Matrix and FDNA Relationship

In [IM, each element (&, ;) of its A-matrix is interpreted as follows: “a complete failure of the j-th
entity leads to a level of inoperability in the &-th entity”. In FDNA, this is equivalent to the
strength of dependency fraction & ; between feeder node P; and receiver node 7. Recall that
strength of dependency is the operability level (utils) a receiver node relies on receiving from a
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feeder node for the receiver to continually increase its baseline operability level and ensure the
receiver node is wholly operable when its feeder node is wholly operable.

In FDNA, if a feeder node provides zero utility to its receiver node then the receiver at most
operates at its baseline operability level BOLP,. From Equation 5.1, BOLP, =100(1-«a kY-
For example, in Figure 74 the 1IM 4-matrix element (1, 2) = 0.90 means “a complete failure of
infrastructure system S, results in an operability level of 100(1-0.90)=10 percent for
infrastructure system 5 . Thus, IIM 4-matrix element (%, 7) is equivalent to the FDNA strength of
dependency fraction a ;;, , where receiver node £} relies on feeder node P; and O<ajy <1.

Thus, a direct link exists between FDNA and 1TM and ultimately to the Leontief Input-Output
model approach itself. Their distinctions are in the calculus by which they generate measures of
operability, inoperability, or economic loss or gain. These distinctions are important. As
mentioned earlier, IIM/Leontief models must meet certain matrix algebra conditions for solutions
to exist — conditions FDNA is not subject to because of its algebraic, non-matrix-based, calculus.

Next, we present an [IM and FDNA analysis of the infrastructure scenario in Figure 74. First, we
apply the lIM approach to the A-matrix in Figure 74. Here, the IIM is the solution to

S—AS=C (5.63)

where § is the inoperability vector of infrastructures §;, Sy, S3, and S (defined in Figure 74),
A is the inoperability input-cutput matrix given below

Sy Sz 853 S
S;y( 0 09 0 0
S,|o040 0 0 0
S;| 1 o080 o0 o
s, L1 090 0 0
and C is the demand-side perturbance in the operability of S7, S5, S5, and S; from a natural or

man-made event. Suppose a storm destroys 50 percent of the functionality of the transportation
system infrastructure Sy [Haimes, 2004]; thus, C = [0, 0.50, 0, 0]. From Equation 5.63 we have

0 08000 0
1 080 0O 0
1 0% 020 0

From Equation 5.64, we can form the following system of linear equations.

S; =0.905, (5.65)
S, =0.408; +0.50 (5.66)
S =81 +0.80S, (5.67)
S, =51 +0.908, (5.68)
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The solution to this linear system is S = {0.703125, 0.78125, 1.32813, 1.40625]. Inoperability
cannot be greater than one; therefore, the convention in IIM is to modify the solution vector as

§=10.703125,0.78125, 1, 1]

Thus, due to the interdependencies between Sy, S,, S3, and S;, a 50 percent loss in the
functionality of the transportation system infrastructure S, brings with it increased inoperability
in the power plant S7, the hospital §5, and the grocery store Sy . In fact, the latter two entities
S3 and §, are now wholly inoperable. Is this reasonable? We will re-visit this question later.

Does the IIM matrix in this discussion satisfy the Hawkins-Simon condition? Here, the Leontief
matrix (f — 4) is

1000 0 09 0 0 1 -090 0 0
IA_O]O{] 040 0 0 0 |-040 1 00
oo 10 1 080 0 0| | -1 -080 1 0
000 1 1 090 0 0 -1 -090 0 1
The determinants of the principal minors of (7 — 4) are
1 -090
detll]=1>0 d =064>0
etl]=1> 64_040 ; ‘ >
1 0.
1 —090 © 090 00
-040 1 0 O
det| 040 1 0|=064>0  det =0.64>0
-1 -080 1 0
-1 -080 1
1 090 0 1

These determinants are all positive, so (f — A) satisfies the Hawkins-Simon condition. Thus,
given the interdependency matrix in this discussion the Leontief/lIM equation (/—-A)S =C is
guaranteed to have a non-negative solution for every non-negative C. This concludes the 1M
analysis of the infrastructure systems scenario in Figure 74. Next, we’ll evaluate this scenario by
the FDNA approach.

In Figure 74, we saw that [IM implicitly subscribes to a “feeder-receiver” metaphor. Moreover,
we saw the JIM A-matrix is really an adjacency matrix of interdependencies which, by definition,
has an equivalent mathematical graph. In particular, we demonstrated how this directly relates to
an FDNA graph,

Figure 75, shows the FDNA graph associated with the infrastructure systems scenario. Observe
this is a 4-node FDNA graph with 6-dependency points and 4-receiver nodes. A mutual
dependence also exists between nodes S; and §». As discussed in Example 5.13, when mutual
dependence between nodes is present it is necessary to specify the why and what of their joint
relationship. In FDNA this is called specification. In 1IM, this is identifying their physical
comnnections.
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Mutuzl {Cycle; Dependency
Relationship Between 51 and Sz

S1and Sz A M B

Compenent B -

View and S1 2 B
Dependencies Qc / gy

81:  Power Plant

6
) §2.  Transportation System
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54;  Grocery Store
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Ny =a. Pz M5 =a1s.P1e N6 = 024, 24
Figure 75. A 4,6,4-Node FDNA Graph of the Infrastructure Systems Scenario

As mentioned earlier, an assumption in IIM is each system “performs a uniquely defined
function; that is, no two systems perform the same function” [Haimes, 2004]. Dependencies
between systems can be identified by understanding their physical connections. Identifying the
physical connections between nodes is equivalent to the concept of constituent nodes in FDNA,
as discussed earlier.

Figure 75 is an expanded view of the FDNA graph in Figure 74. This includes a hypothetical
decomposition of constituent nodes §; and S, into their components. Suppose S; has
components 4 and A° (all components in §; that are not 4). Suppose S» has components B and
B° (all components in S, that are not B). Suppose components 4, 4°, B, and B define the
why and what of the joint relationship between nodes §; and S;. From the FDNA graph in
Figure 75, we can build the set of FDNA equations as follows:

A= Min(ap B +100(1-agy), B+ fgs) = Min(0.90B +10,B + fg,)

B = Min(& o e (A) 410001 @ oo ) A + B o p0) = Min(0.404° +60,4° + B . )

a3y @238 a3 +an
Sy = Min [ + +100(1 - (———). &4 +ﬁ’13952+523J
2 2 2
S, 28,
Sy =Min | —+——+10,51 + B13.52 + B3
2 5
f@1aS1 @518 g + @
14 2452 14 tQp
Sy = Min ‘ L +100(Q ~ (———). 81 + 4. 52 + Py
W2 2 2
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S1 95,
Sg=Mn|—+—+5,51+ 14,52 + B
2 20

where
Sl =W1A+W2AC

S2 =u13+1£28€
wy +wy=1,and #1 +upy=1

and A = VAc (xAC) and B=Vg(xy) are single dimensional value functions for 4 and B,
respectively, with 0< A,AC,B,BC,VAC (x ) VB (xp)S1,52,53,54 <100. Table 12 presents

an operability analysis of this scenario given the equations above.

FUNCTIONAL DEPENDENCY NETWORK ANALYSIS {FDNA}

An FDNA Operability Analysis of the Infrastructure

INPUT: iij Strength of Dependenc

TRUE TRUE
" TRUE 1 TRUE
TRUE ; TRUE
) [3j Within Ran
10.00 B23 385 TRUE [ TRUE
60.00 f14 . e TRUE FRUE
0.00 24 _ TRUE

1d B operability lev ttimetl, t2, and t3

Time 1 Time t2 Time t3

A Function of B f Function of & A Function-of B
A 100 - A’ 50

B 100 75 B 50

B Function of aS Function of A B' Function of A”

QUTPUT: Then these receiver nodes are functio these operability levels, .,

S1 100.00 Power Plant S1 76.25 Power Plant 51 52.50

52 100.00 Transp Syst 52 82.50 Transp Syst 52 65.00

53 100.00 Hospital 53 76.25 Hospital S3 52.50

54 100.00 Grocery Store 54 76.25 Grocery Store 54 52.50

Table 12. An FDNA Operability Analysis of the Infrastructure Systems Scenario

Comparisons and Considerations

The following offers some comparative comments and observations on IIM and FDNA. We begin
by coraparing the model and solution results produced by 1IM and FDNA for the infrastructure
scenariv case. This case was illustrated in Figure 74 and analyzed by IIM and FDNA,
respectively, in the preceding discussions.
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» Mutual Dependence: The infrastructure scenario involved a mutual (cycle) dependency
relationship between the power plant § and the transportation system S, . IIM and FDNA
each address mutual dependence between nedes in similar ways. The following discusses how
this is done.

In IIM, identifying the physical connections between nodes is required. IIM also assumes each
node performs a “uniquely defined function™ [Haimes, 2004]. If each node has a distinct
function, then it must consist of one or more components that coliectively enable its
uniqueness. For this, these components must be mutually independent within each node and
across other nodes in the graph. From this, it follows that mutual dependence between nodes
(when present) can be resolved by identifying their mutually independent physical connections,
as defined by the distinct components that enable their unique functions. A similar thesis is true
in FDNA.

In FDNA, physical comnections between nodes means specifying their dependency
relationships in concrete ways. FDNA also assumes each node performs a uniquely defined
function. In FDNA, if each node has a distinct function then it must consist of one or more
components that collectively enable its uniqueness. In FDNA, a node with two or more
components is called a constituent node. Components contained in constituent nodes are also
mutually independent within the node and across other nodes in the FDNA graph. From this, it
follows that mutual dependence between nodes (when present) can also be resolved by
identifying their mutually independent physical connections, defined by the distinct
components that enable their unique functions. With this, cyele relationships can be expressed
by acyclic ones,

Infrastructure Scenario: Operability Analysis Comparison: In the infrastructure scenario,
IIM and FDNA produced different levels of inoperability for §;, S,, S5, and Sy if a weather
event caused the transportation system S, to lose 50 percent of its operability. The IIM results
are shown prior to the FDNA analysis, summarized in Table 12.

In IIM, the effect of the weather perturbance on the operability of S, produced operability
losses within itself and in the power plant S;, the hospital 85, and the grocery store S, . This
is due to the interdependencies between them as expressed by the A-matrix. Shown in the IIM
solution to this scenario, the operability declined to (1) 30 utils for the power plant (2) 22 utils
for the transportation system (3) O utils for the hospital and (4) 0 utils for the grocery store. In
this case, the hospital and grocery store became wholly inoperable, in fact their inoperability
levels exceeded the maximum value allowed in TIM. The true IIM solution vector for the
infrastructure scenario is

§=1[0.703125,0.78125, 1.32813, 1.40625]

Since inoperability cannot be greater than one, the convention in IIM is to modify the sclution
vector as
S=[0.703125,0.78125, 1, 1]
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However, such a truncation implies the modified vector S = [0.703125, 0.78125, 1, 1] is no
longer a true solution to the specific [IM system of equations. This may not be an issue in a
stationary I1IM. It could be an issue in a nonstationary IIM, where inoperability measures
derived for the #-th state may depend on their values derived for the preceding state.

The rate of operability loss may not always be realistic. In the infrastructure scenario, is it
realistic for the grocery store to become 140 percent inoperable just because the transportation
system loses 50 percent of its functionality? In fact, one can show the grocery store becomes
100 percent inoperable when the transportation system suffers only a 36 percent loss of
functionality,

Should a grocery store have such a criticality of dependency on the transportation system?
Perhaps. Nonetheless, the FDNA analysis summarized in Table 12 shows the grocery store
losing about 48 percent of its operability if the transportation system experiences a 50 percent
decline in functionality. Here, FDNA computes operability loss or gain by a weakest link
formulation of its dependency function. Specifying such a function enables analysts to
modulate the rate of operability loss or gain deemed appropriate to the nature of a dependency
relationship.

o Non-Negative Solutions: Non-negative solutions to an [IM model are determined by whether
the Leontief matrix (F — 4) meets the Hawkins-Simon condition (Definition 5.11). If this
condition is met, then (/ — A) is nonsingular (invertible) and solutions to the TIM system of
equations (f —A)S =C are non-negative for every non-negative vector C. Although Hawkins-
Simon guarantees non-negative solutions, it does not guarantee they are always less than or
equal to one. Elements of the solution vector § may greatly exceed the maximum inoperability
level, as evidenced in the infrastructure scenario. Hence, for these elements a forced truncation
to a value of one is needed.

Unfortunately, even if the Leontief matrix (/ — 4) meets the Hawkins-Simon condition it may
be ili-conditioned. An ili-conditioned matrix signals that solutions to its equivalent linear system
may be highly sensitive to small changes in elements of the matrix. In linear algebra, an index
known as the condition number’ measures the degree a matrix is ill-conditioned. The condition
number of a matrix is alwavs greater than or equal to one.

The farther from one the condition number of a matrix (say (7 — 4)) the greater the instability of
solutions to its equivalent linear system — seemingly minor changes in elements of ( — 4) or the
vector C can produce large changes in 1IM system solutions. Stable sclutions to linear systems
have their coefficient matrices with condition numbers close to one. A matrix is singular (non-
invertible) if its condition number is infinite.

The Hilbert matrix nicely illustrates an increasingly ill-conditioned matrix. The Hilbert matrix is a
symmetric matrix whose elements 4 are fractions and has the following general form.

“ The condition number of matrix 4 is equal to the norm of A times the norm of 4™, where the norm of 4 is defined as

Ld
4], = max Y |ay
i =
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Solutions to linear systems with Hilbert coefficient matrices become rapidly unstable as the
number of equations in the system increase. A Hilbert coefficient matrix for n =2, 3, 4, 5, and 6
linear equations in a system has condition numbers 27, 748, 28375, 943656, and 29070279,
respectively. Thus, systems of linear equations with Hilbert coefficient matrices quickly become
unstable with each unit increase in the number of equations in a system.

The stability of solutions to Leontief/IIM systems of equations can also be determined by the
modulus of the eigenvalues of (/ — 4). If the modulus of each eigenvalue of (/ — A) is less than
one, then the matrix (J — 4) is stable. In this case, all eigenvalues of (7 — 4) fall within the unit
circle”. If the modulus of any eigenvalue of (I — A4) is greater than one, then the matrix {f — 4)
is unstable. In this case, one or more eigenvalues of (/ — 4) fall outside the unit circle. If, say,
the modulus of one eigenvalue of (7 — A4)is equal to one but the others each have modulus less
than one, then the matrix (J — A) might be considered weakly stable.

The IIM analysis of the infrastructure scenario illustrates a characteristic of ill-conditioned
matrices. Here, the solution to the IIM system of equations is affected by which element of the C-
vector is affected by the perturbing event. Instead of 2 storm destroying 50 percent of the
functionality of the transportation system infrastructure S, , suppose the hospital S5 loses 100a
percent of its functionality. The C-vector then changes from C = [0, 0.50, 0, 0] to C = [0, 0, a, 0].
The 1IM equation would then be

0 090 0 0} [0
g|040 0 00| |0 (5.69)
1 0800 0 |a
1 09 0 0) [0

From Equation 5.69, the resultant IIM system of equations is

Sy = 0.908, (5.70)
S, =0.40S; (5.71)
S3 =81 +0.808, +a (5.72)
Sy =87 +0.90S, (5.73)

" The unit circle is the contour in the complex plane, with the modulus |z|:\1'a2 +5% =1,
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This system now has only a trivial solution with § = [0, 0, ¢, 0] compared to the original solution
vector S =[0.703125, 0.78125, 1.32813, 1.40625]. A similar result is seen if an event has impacts
on multiple elements of the C-vector. For instance, if an event simultaneously perturbs S3 and
Sy with C = [0, 0, a, 5] then the resultant IIM system of equations has the solution vector
S=[0, 0, a, b]. These solution vectors are very different from the original solution vector.

Unsteady behavior in a solution signals the coefficient matrix of the associated linear system may
be ill-conditioned. The (7 — 4) matrix, in this scenario, passes the Hawkins-Simon condition. Its
condition number is 17.2. However, the moduli of three of its four eigenvalues lie outside the unit
circle. Thus, ( ~ 4) is unstable; therefore, solutions to its system of linear equations will not
converge to fixed solution vector.

In summary, [IM is subject to solvability issues such as these because its computational basis is
rooted in matrix algebra. Although all FDNA graphs can be represented by matrices, FDNA
equations are constructed from these graphs in ways that enable solutions to be derived by a
composition of functions approach. This strategy avoids matrix algebra and the issues that come
with that formalism. Furthermore, from Postulate 5.4 recall that all FDNA graphs are acyclic.
This further enables the algebraic solvability of FDNA equations because of a process called
specification’. The following illustrates this for an FDNA graph of intra- and interdependent
nodes whose ({ — 4) matrix fails the Hawkins-Simon condition, but is solvable by FDNA.

Example 5.22: FDNA With Intra- and Interdependent Nodes
Conduct an FDNA operability analysis of the IIM A-matrix in Figure 76.

0495
......................................... + RECEIVER - st FEEBER
A LA |
S1 8y S Fi L_/A:’é\Aﬂ S1 5 8 c!
E - 5 E
Sy (095 020 0.10 €| 1o Ag oo $1 {095 010 0.10 ‘;!
Sy 010 040 0.20 g‘ 02}, ' S 1020 0.40 0.10 5*
S3 010 0.10 030 /c/ ’/S/\ S3 10.10 020 030
3,
IIM A-Matrix I\ﬂ: FDNA Weighted

\,_9?,/ — Adjacency Matrix

FDNA Waighted Graph
Figure 76. An IIM 4-Matrix With Weighted FDNA Graph

First, we look at the principal minors of ({ — 4) to determine if (7 — 4) meets the Hawkins-
Simon condition. Given A4, the determinants of the principal minors of (f — 4) are as follows:

005 -020 -0.10
=001>0 det|-0.10 060 -0.20/=-0.005<0
-010 -010 070

det [0.05|=0.05 > 0 det

005 -020
-0.10 @60

" Refer to the discussion on conslituent nodes, components, and mutual dependence in Chapter V and Example 5,12
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Since these determinants are not all positive, it follows that (/ — 4) fails to meet the Hawkins-
Simon condition. Thus, the Leontief/IIM equation (f — 4)S =C is not guaranteed to have a non-
negative solution for every non-negative C, even though (J — 4), in this case, is a stable matrix.
However, an FDNA operability analysis can be done since it uses a different calculus than one
rooted in the matrix algebra of 1IM. This is illustrated in the following discussion.

Explained earlier, the IIM A-matrix is transpose equivalent to an adjacency matrix of an FDNA
graph. From this, the left-most image in Figure 77 is the FDNA graph associated with the ITM A4-
matrix in Figure 76. In Figure 77, the arrows follow the FDNA feeder-receiver row-column path.

In Figure 77, the left-most graph is a cycle graph. In accordance with Postulate 5.4, FDNA graphs
must be acyclic. FDNA, like 1IM, models the physical connections between nodes, This means
specifying their dependency relationships in concrete ways. Like 1IM, FDNA also assumes each
node performs a uniquely defined function. Thus, if each node has a distinct function then it must
consist of one or more components that collectively enable its uniqueness.

—-——-- - » FEEDER .

M 095 0.10 0.10

/\ 020 040 0.10
| S, ) (010 020 030

Am«=mem
[P

0.30 0.40
Intra-nedal Dependency
m=a11 i 2 =012, 812 13 =an3. By M4, 17
n4 =2, P N5 =21, Pn 6 =3, Inter-nodal Dependency
n7 =33, P33 Mg = 31,031 N9 =03, P M3.713 775,16 1185119

Figure 77. Weighted FDNA Graph With (o, ) Parameters

In FDNA, recall that a node with two or more components is called a constituent node.
Components contained in constituent nodes are also mutually independent within the node and
across other nodes in the FDNA graph, From this, it follows that mutual dependence between
nodes {when present) can be resolved by identifying their mutually independent physical
connections defined by the distinct components that enable their unique functions. With this,
cycle relationships can be expressed by acyclic connections. The right-most side of Figure 77
shows a breakout (presumed) of the left-most graph into its constituent nodes and components.
Let’s suppose node S; is specified by four components, node §, is specified by two
components, and node 3 is specified by three compenents.

Example 5.22 illustrates the ability of FDNA to handle intra-nodal dependencies. In an FDNA
graph, intra-nodal dependencies indicate one or more nonzero diagonals exist in the graph’s
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weighted adjacency matrix. In Example 5.22, three diagonal elements of the A-matrix are
nonzero.

Figure 78 illustrates intra- and interdependencies between the components of the FDNA graph in
Figure 77. These component feeder-receiver relationships are presumed with the intent to
illustrate results from a specification process. This process drives an FDNA cycle graph into an
acyclic one (required by Postulate 5.4)". The alpha values in Figure 78 originate from the 4-
matrix in Example 5.22.

Receivers

3. Aq 171 =0.95, 11
— FEEDEIIE! 5

095 010 010} €| 72 =0.10. B1»
E

020 040 0.10| I n3 =010, f13
¥

0.10 020 030 E 5. Cy

g =040, B3y
n5 =020, 1
ne =0.10, By3

179 =0.20, B3

Figure 78. Component Feeder-Receiver Relationships (Example 5.22, Presumed)

Figure 79 presents an integration of the pair-wise component connections shown in Figure 78.
These are the feeder-receiver pairs that when connected reveal which components are strictly leaf
nodes, which are feeder and receiver nodes, and which are strictly receiver nodes.

" As mentioned earlier, 1IM implicitly requires cycle relationships to be expressed by acyclic ones by identifying the
physical connections between nodes, where nodes in [IM perform unique functions. In the IIM infrastructure scenario,
recall that nontrivial selutions to the linear system hecame trivial solutions when the C-vector changed from [0, 0.56, G,
0] to [0, 0, &, b]. This chanpe resulted in a ¢ycle relationship forming between S and §; that was previously not there.
This can be seen in the first two cquations of the [1M linear systcm given by Equations 5.70 through 5.73.
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C., By, Az
Receivers/Feeders

~ A1 Receiver

71 =095, 811 72 =010, F13 13 =0.10, f13
g = 0.40_._)822 5= 0.20,)821 e = 010,ﬁ23
77 =0.30, B33 g =0.10, 31 19 =0.20, f2p

Figure 79. Component Connections and Feeders/Receivers (Integrated View)

From the last three figures, we can build the FDNA equations for the problem in Example 5.22.
They are as follows:

S1=wid] +wody +w3ds +wydy,  where wi +wo +wy +wy =1
Sy =u1By +upBs, where u; +u; =1
S3=rC;+mCy +13C5y, where r; +ry +r3+=1

C1 = Min(a33C, +100(1-,a33).C; + B33)

a3dy  anB; a3 +an3
Cy = Min [ + +100(1 - (——— ), Ag + p13. B2 +ﬂz3]
2 2 2

By = Min(X,Y) where

appdz  anBy axply @1y +a + a3
X = + + +100(1-(
3 3 3 3

Y=Min (A3 + P12,81 + f22.,C3 + Ba3)

aj1dy; a3
+
2 2

, 3 a1y + @3
Ay = Min +100(1 — (———) 42 + B11,C3 + B3
2
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where 4y, 43, By, and C; arc feeder (leaf) nodes as seen in Figure 79. All variables in these
equations are single dimensional value functions, explained in earlier discussions. Table 13
presents an operability analysis of this case (Example 5.22) using the preceding equations.

FUNCTIONAL DEPENDENCY NETWORK ANALYSIS (FDNA)

An FNDA Operability Anabysis of the {IM A -Matrix in Example 5.22
INPUT: aij Strength of Dependency [50D)
a1l 0.95 o1 E . TRUE
ol? 010 . 2, 2 TRUE
13 0.10 23 0.10 13 19 TRUE
a3l 0.10 TRUE

0.20 TRUE
TRUE

SOD values come from the
I A -Batrix

[ij Criticality of De dency (COD) [3i] within Ra

pi11 5.00 p21 TRUE 321 TRUE
p12 80.00 p22 60.00 TRUE [ TRUE
B13 50.00 P23 90.00 % TRUE 3 TRUE

31 90.00 TRUE
S e h these COD B
uppose wvalz\:z Lo p32 80.00 ) TRUE

TRUE

Assume cqually weighted components in each consitituent node 51, 52, and 53
If the operability lavels of these compenents of §1, 82, and 53 at time t1, t2, and t3 arc:

Time 11 Time t2
100
100
100
100

: Then these nodes are functioning at those operability levels. .

51 100.00 51 87.15 51 74.30
52 100.00 52 34.58 52 69.17
53 100.00 53 91.00 53 82.00
|
C2 100.00 C2 98.46 2 96.92
c1 100.00 c1 99.54 €1 95.08
B2 100.00 B2 94.17 B2 88.23
A2 100.00 A2 58.82 A2 97.67
Al 100.00 Al 99.77 Al 99.53

Table 13. An FDNA Operability Analysis of the IIM .4-Matrix in Example 5.22

SUMMARY

This chapter introduced a new formalism for the analysis of dependencies. This formalism is
called Functional Dependency Network Analysis (FDNA). FDNA is an approach and a calculus
for capturing and measuring operability-inoperability relationships between entities in
engineering or operating an enterprise.

The importance of the dependency problem in enterprise engineering is many-fold. Primary is
enabling the study of ripple effects of failure in one capability on the operability of other
dependent capabilities across an enterprise. Providing mechanisms to anticipate these effects
early in design enables emgineers to minimize dependency risks that, if realized, may have
cascading negative effects on the ability of an enterprise to deliver services to users.
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The risk analysis community has published many scholarly papers involving methods to capture
dependencies between entities in various problems contexts. A list of recent publications is shown
in the footnote below’. A prominent method in the community is the Inoperability Input-Output
Model (IIM), discussed in the preceding sections. The motivation for FDNA came from the need
to further generalize the underlying mathematics that defines input-output (I/O) models in
economic science and ITM in particular.

The Leontief YO model is the classical formalism of input-output economics. Its mathematical
protocols are based on matrix algebra. As such, the Leontief model will not produce meaningtul
solutions if the Hawkins-Simon condition on principal minors is not met.

For this dissertation, it was initially thought Leoutief’s original input-output model [Leontief,
1966] could be leveraged onto the dependency problem herein. However, matrix algebra
restrictions (e.g., the Hawkins-Simon condition) occurred too often when its original formulation
was applied in this research context.

Thus, it became necessary to think further about dependencies and what mutual relationships
between entities really mean, whether these entities are economic sectors, critical infrastructures,
or receiver-feeder nodes in an FDNA graph. As mentioned earlier, FDNA equations are
constructed from mathematical graphs in ways that enable solutions to be derived by a
composition of functions; that is, FDNA equations are algebraically formulated by a composition
of functional dependency relationships across a mathematical graph. This strategy avoids matrix
algebra and linear system solution issues that can (on occasion) come with Leontief’s original
input-output model .

The FDNA structure is visualized by graph theory to represent and model a range of complex
dependency relationships between entities. FDNA has the potential to be a generalized modeling
approach for a variety of dependency problems, including those in the domains of input-output
economics, critical infrastructure risk analysis, and nonstationary dependency analysis problems.

" Santos, J. R, Haimes, Y. Y., 2004. “Modeling the Demand Reduction Input-Output (I-0) inoperability Due to
Terrorism of Interconnected Infrastructures”, Risk Analysis, Vol. 24, No. 6.

Jiang, P., Haimes, Y. Y., 2004. “Risk Managcment for Leontief-Based Interdependent Systems”, Risk Analysis, Vol.
24, No. 5,

Crowther, K. G., Haimes, Y. Y., Taub, G., 2007, “Systemic Valuation of Stralegic Preparedness Through Application
of the Inoperability Input-Output Model with Lessons Learned from Hurricanc Katrina”, Risk Analysis, Vol. 27, No. 5.

Santos, J. R., Haimes, Y. Y., Lian, C., 2007. “A Framcwork for Linking Cybersecurity Metrics to the Modeling of
Macroeconomic interdependencies™, Risk Analysis, Vol. 27, No. 5,

Lian, C., Santos, ). R., Haimes, Y. Y., 2007. “Extreme Risk Analysis of Interdependent Economic and Infrastructure
Sectors”, Risk Analysis, Vol. 27, No. 4.

Ayyub, B. M., McGill, W. L., Kaminsky, M., 2007. “Critical Asset and Portfolio Risk Analysis: An All-Hazards
Framework”, Risk Analysis, Vol. 27, No. 4.

Cox, L. A., 2009, “Improving Risk-Based Decision Making for Terrorism Applications™, Risk Analysis, Vol. 29, No. 3.

. Today, the United Statcs Department of Commerce, Bureauw of Economic Analysis (BEA), is a primary data source
for Leontief input-output analyses. Data from the BEA are empirically derived and purposefully designed so that the
Leontief {{ — A4) matrix meets (almosi always) the Hawkins-Simon condition, with stable solutions to the associated

linear system of equations.
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In addition, FDNA’s calculus could be expanded to account for changes in operability levels as a
function of time. Building temporal features into FDNA and incorporating them into a modeling
environment (e.g., a systems dynamics tool environment) is a rich area to further explore,

Protocols could also be developed to conduct sensitivity analyses within the FDNA approach.
This includes elicitation procedures for specifying uncertainty distributions (e.g., triangular
distributions) around key FDNA parameters, such as a; and f;. Discrete or probabilistic
simulations could then be run to identify Pareto optimal tradeoffs between system improvements,
investment costs, and anticipated reductions in operability risks.

In summary, and with respect to this dissertation, FDNA is a methodology that enables
management to study and anticipate the ripple effects of losses in supplier-program contributions
on dependent capabilities before risks that threaten these suppliers are realized. Where the RCR
index (Chapter IV) identifies which supplier programs face high risk (incorporating effects of risk
inheritance) in delivering their contributions to capability, FDNA identifies whether the level of
operability loss, if such risks occur, is acceptable. This enables management to better target risk
resolution resources to those supplier programs that face high risk and are most critical to the
operational capabilities of a portfolio.
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CHAPTER V1

PRIORITIZING RISK MANAGEMENT DECISIONS

INTRODUCTION

This chapter presents a decision-theoretic approach for prioritizing risk management decisions as
a function of the risk measures and analysis procedures developed in the previous chapters. These
measures are integrated into advanced ranking algorithms to isolate and prioritize which
capabilities are most risk-threatened and qualify for deliberate management attention. This
methodology enables decision-makers to target risk reduction resources in ways that optimally
reduce threats posed by risks to critical capability outcome objectives.

A PRIORITIZATION ALGORITHM

Management decisions often involve choosing the “best” or “most-preferred” option among a
finite set of competing alternatives. Similar selection decisions exist in risk management. Instead
of choosing the most-preferred alternative, risk management decisions involve choosing the most-
preferred risks to reduce, or eliminate, because of their threats to capability. In either situation,
the common question is “How {o identify selecting the best option from a finite set of competing
alternatives™? Addressing this is the focus of rational decision-making, supported by a variety of
analytical formalisms developed in the last three-hundred years.

In general, selection algorithms produce rankings of options from a finite set of competing
alternatives as a function of how ¢ach performs across multiple evaluation criteria, Algorithms
that produce ordered-rankings fall into two classes. These are ordinal methods and cardinal
methods. Ordinal methods apply scales to rate the performance of alternatives by numbers that
represent order. Ordinal scales are common in the social sciences, where they are often used for
attitude measurement. However, only the ordering of numbers on these scales is preserved. The
distance between them is indeterminate (not meaningful). Arithmetic operations beyond “greater-
than”, “less-than”, or “equal-to” are impermissible. Thus, ordinal ranking algorithms isolate
which alternative in a finite set of competing alternatives is more critical than the others.
However, they cannot measure the distance between ranked alternatives.

Cardinal methods apply scales to rate the performance of alternatives by numbers that represent
an ordered-metric. This means the distance between numbers on a cardinal scale is determinate
{meaningful). Examples of numbers on a cardinal scale include the probability measure or
degrees centigrade. For purposes of this research, we employ a cardinal-based approach to this
ranking problem. This provides analytic flexibility to integrate optimization protocols with
ranking algorithms when (or if) optimal assignments of risk reduction resources, under a variety
of constraints, need to be determined at a later point.

As mentioned above, there are many algorithms in decision analysis that can be tailored to

address the problem of ranking risks (say) from most- to least-critical to an engineering system.
Many have their origins in vNM expected utility theory [von Neumann, Morgenstern, 1944].
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From utility theory, a well-established algorithm known as the linear additive model is a popular
approach [Keeney, Raiffa, 1976]. A form of the linear additive model is given by Equation 6.1
[Garvey, 2008). Furthermore, it has been proved if the criteria in a selection problem are mutually
preferentially independent then the evaluator’s preferences can be represented by an additive
value function [Keeney, Raiffa, 1976].

Linear Additive Model
A value function Fy (y) is an addittve value function if there exists # single dimensional value

functions ¥y, (x1). Vx,(x2)s Vy,(33)s . » Vix (xy) satisfying
Py =wiVy, G+ waVby, (x2)+waV iy (x3)+.+w, ¥y (x) (6.1)

where w; for i = 1, ..., n are non-negative weights (importance weights) whose values range
between zero and one and where wy +wy +wg +.. . +w, =1.

The linear additive model is representative of a class of decision rules known as compensatory
models. Compensatory models allow tradeoffs to compete between attributes (or criteria). For
instance, an alternative with low scores on some attributes (or criteria) can improve in its
attractiveness to a decision-maker if this is compensated by high values on other attributes; hence,
the average or expected-value effect that can come from compensatory decision models.

There is another class of decision rules known as compromise solution models. These rules
assume that choice among alternatives depends on a reference point (e.g., an ideal set of
outcomes on all attributes) and attempts to minimize the distance between alternatives and the
reference point [Malczewski, 1999].

More commonly referred to as ideal peint methods, these approaches generate a complete ranking
of alternatives as a function of their relative distance from the hypothetical ideal (the alternative
characterized by attributes with all ideal values). “Ideal point methods treat alternatives and their
attributes as inseparable bundles, all competing for closeness in similarity to the ideal alternative”
[Malczewski, 1999].

The ideal point represents a hypothetical alternative that consists of the most desirable weighted
normalized levels of each criterion across the set of competing alternatives. The alternative
closest to the ideal point solution performs best in the set. Separation from the ideal point is
measured geometrically by a Euclidean distance metric.

Ranking algorithms that derive from vNM decision theory are rooted in maximizing expected
utility. In contrast, those that derive from ideal point methods are rooted in maximizing similarity
to the ideal solution. The best alternative is the compromise solution relative to that reference
point.

Seen in the previous chapters, complex dependency relationships are the norm and not the
exception in engineering an enterprise. Entities such as supplier-provider nodes play key roles in
planning, engineering, and managing an enterprise. Their effects on the success or failure of
delivering capabilities to users are such that tradeoffs between them might not be realistic or even
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advisable. For this reason, we approach the ranking problem in this chapter by way of a
compromise model. This does not preclude the use of compensatory models, if and when
tradeoffs between entities are reasonable. This is a fruitful area of continued research.

Compromise Models

Figure 80 illustrates the motivation for the development of compromise solution models. Two
alternatives 4; and A4, are shown in relation to two benefit criteria or attributes (Attribute 1 and
Attribute 2). In Figure 80, observe that 4; is closest to the ideal solution 4™ but 4, is farthest
from the negative ideal solution A4~ . Given this, which alternative do you choose?

1‘ | )

T ANQERY

Aitribate 1

Figure 80". Euclidean Distances to Positive and Negative Ideal Solutions

An ideal point method that reconciles this question is TOPSIS — Technique for Order Preference
by Similarity to Ideal Solution [Hwang, Yoon, 1995]. TOPSIS is an ideal point method that
ensures the chosen alternative is simultaneously closest to the ideal solution and farthest from the
negative ideal solution. TOPSIS chooses the alternative whose performance across all criteria
maximally matches those that comprise the ideal solution.

TOPSIS assumes each attribute (or criterion) can be characterized by either monotonically
increasing or decreasing utility. Here, we seek to maximize attributes that offer a benefit and
minimize those that incur a cost. TOPSIS generates an index that rank-orders competing
alternatives from most-to least-desired on the relative distance of each to the ideal solution.

The TOPSIS algorithms operate on a generalized decision matrix of alternatives as shown in
Table 14. Here, the performance of an alternative is evaluated across competing criteria. The
attractiveness of an altemnative to a decision-maker is a function of the performance of each
alternative across these criteria.

* Reprinted by permission of Sage Publications, Inc. [Hwang, ¥oon, 1995].
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Criteria & Weights
Decision L) C; C, C
Alternative wy Wy Wy W,
Ay X11 X12 X13 X1n
Ay X1 X2 X723 . Xon
Aj X31 X32 X33 X3n
A Xm1 X2 Xm3 Xmn

A Decision Matrix
Table 14. A Traditienal Decision or Performance Matrix of Alternatives

Applying TOPSIS consists of the following steps and equations.

Step 1
Normalize the decision matrix of alternatives (Table 14). One way is to compute r; where

Tl (6.2)

Step 2
Compute a matrix of weighted normalized values according to v,

vip=wirg i=lo.m j=1.,n (6.3)

where w; is weight of the j-th attribute (criterion).

Step 3
Derive the positive 4" and the negative 4~ ideal solutions, where

A ={v’1“,v;,...,vj,...,v;}={(m?.xv,j |jeJ1),(mjinv,j | jel)i=1,...,m} (6.4)
A4 ={vl_,vi,...,v;,...,v;}:{(miinvfj |jeJ1),(m?xvg,- | jedy}li=1,...,m} (6.5)
where J; is the set of benefit attributes and ./, is the set of cost attributes.
Step 4

Calculate separation measures between alternatives, as defined by the »-dimensional Euclidean
distance metric. The separation from the positive-ideal solution 4" is given by

i=1,...,m (6.6)
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The separation from the negative-ideal solution 4~ is given by

(6.7)
Step §
Calculate similarities to positive-ideal solution, as follows:
. Sy
0<C; =—=<1 i=1,...m (6.8)
(7 +87)

Step 6

Choose the alternative in the decision matrix with the maximum C; or rank these alternatives
from most-to least-preferred according to C : in descending order. The closer C : is to unity the
closer it is to the positive-ideal solution. The farther C;( is from unity the farther it is from the
positive-ideal solution,

In summary, the optimal compromise solution produced from these steps is given by
Max {C],Cp,Ciyrecs Co

The alternative with the maximum Cf will be closest to the ideal solution and concurrently
farthest from the least ideal solution.

Criteria Weights

Weighting the importance of each criterion in a decision matrix is a key consideration that
influences the outcomes of a decision analysis. In the TOPSIS algorithm, criteria weights are
entered at Step 2. How are weights determined?

The literature presents many ways to derive criteria weights [Clemen, 1996; Kirkwood, 1997].
These include subjective weighting methods, objective weighting methods, and a mix of these
approaches. Subjective weighting involves an opinion-based specification of criteria weights.
Objective weighting emphasizes the use of facts rather than thoughts or opinions in the
specification of criteria weights. Because of this, objective weighting has the desirable feature of
letting the “data” say which criterion, in the set of criteria, is most important, which is next most
important, and so forth.

The canonical approach to objective criteria weighting is the entropy method. Entropy is a
concept found in information theory that measures the uncertainty associated with the expected
information content of a message. It is also used in deciston science to measure the amount of
decision information contained and transmitted by a criterion.

* In information theory, entropy measures the uncertainty associated with the expected information content of a
message. The classical work in information entropy is in 4 Mathematical Theory of Communication, written by
Claude E. Shannon, Bell System Technical Journal, 1948,
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The amount of decision information contained and transmitted by a criterion is driven by the
extent the performance (i.e., “score”) of each alternative is distinct and differentiated by that
criterion. When alternatives (in a decision matrix) all have the same performance for a criterion,
we say the criterion is unimportant. It can be dropped from the analysis because it is not
transmitting distinct and differentiating information. The more distinct and differentiated the
performance of competing alternatives on a criterion, the greater the amount of decision
information contained and transmitted by that criterion; hence, the greater its importance weight.

In decision science, entropy is used to derive objective measures of the relative importance of
each criterion (i.e., its weight) as it influences the performance of competing alternatives. If
desired, prior subjective weights can be felded into objectively-derived entropy weights. The
following steps present the equations for computing entropy-derived objective weights used to
derive the “most-preferred™ alternative in a decision matrix.

Step 1: From the decision matrix in Table 14, compute p;; where

X;j

Py =— i=1..mj=1...n (6.9}

Z Xy
i=1

Step 2: Compute the entropy of attribute (criterion} f as follows:

1 m
OéEj:——Zpglnpgsl i=1,....mj=1..n (6.10)
In(m) i=1

Step 3: Compute the degree of diversification d; of the information transmitted by attribute
(criterion} j accordingto d; =1~ E;.

Step 4: Compute the entropy-derived weight w; as follows:

w, = j=1...,n (6.11)

=
2.4
=1

If the decision-maker has prior subjective importance weights A; for each attribute (criterion),

then this can be adapted into w; as follows:

——— Jj=1l..,n (6.12)
Z’Ij"’j
i=1
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In Step 2. observe that entropy weighting involves the use of the natural logarithm. Thus, weights
derived from this approach require all elements in the decision matrix be strictly greater than
zero; otherwise, for some ij the term py; In p;; in the expression (see Equation 6.10)

1 "
0<E;j=———> pylnp; <1 i=1...mj=1..n
In(m) i=1

takes the indeterminate form .o . In mathematics, this is one of seven indeterminate forms
involving 0, 1, and o0 whose overall limit is unknown. Table 15 shows a decision matrix where
this condition will arise, where suppose a true zero exists as indicated by the arrow.

C-Node C-Node Risk

Capability Node RiskScore  Mitigation
Dollars
C-Node 1 96.3 5.5
C-Node 2 54.7 7.8
C-Node 3 4153 12.3
C-Node 4 71.8 0 4—
C-Node 5 21.3 11.2
C-Node 6 56.9 9.3
C-Node 7 90.0 2.5

Table 15. A Decision Matrix That Yields an Undefined Entropy Weight

However, it can be shown if p — 0 (in the limit) then the expression pln p approaches zero;
hence, entropy calculations often use the convention 0-In0=0.

An alternative to objective weighting by the entropy measure is the variance-to-mean ratio
(VMR). Like entropy, the variance-to-mean ratio is a measure of the uncertainty or dispersion of
a distribution. Distributions characterized by data with VMRs less than one are considered less
random (more uniform} than those with VMRs greater than one. A probability distribution’s
VMR is often compared to the VMR of a Poisson distribution, whose VMR is exactly one. If
alternatives in a decision matrix all have the same performance on a criterion, then the criterion’s
VMR is zero. Thus, the criterion can be dropped from the analysis because it is not transmitting
distinct and differentiating information. Recall this is also a property of the entropy measure.

Deriving objective weights for criteria by the VMR statistic” is done as follows:

wi=— 20, j=1..n (6.13)

If a decision-maker has prior subjective importance weights A; for each criterion, then this can
be adapted into w; by w’} in the same way shown in Step 4 of the entropy weighting method.

* Note the VMR statistic requires the mean of a dataset be nonzero.
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ILLUSTRATION
This section illustrates how the TOPSIS algorithm can be used to prioritize risk management
decisions. Suppose we have the following information in Table 16.

C-Node C-Node C-Node Risk C-Node Risk C-Node
Capability Node Risk Score FDNA Mitigation Reduction Criticality
Dallars Ben efit Level
C-Node 1 96.3 5.0 5.5 85.0 3.0
C-Node 2 54.7 2.1 78 44,0 4.0
C-Node 3 45.3 3.2 12.3 78.0 3.0
C-Node 4 77.8 4.1 85 45.0 20
C-Node § 213 0.1 11.2 56.0 10
C-Mode 6 669 53 9.3 76.0 20
C-Node 7 900 33 2.5 25.0 5.0

Table 16. Capability Node Risk Management Decision Matrix

Table 16 presents characteristics on seven capability nodes (C-Nodes) across five criteria. These
are C-Node Risk Score, C-Node FDNA, C-Node Risk Mitigation Dollars, C-Node Risk Reduction
Benefir, and C-Node Criticality Level. They are defined as follows:

C-Node Risk Score

A value between zero and one-hundred that quantifies the C-Node’s risk. The data for this
criterion derives from the risk score equations, measures, and risk inheritance considerations
developed throughout Chapter 1II and Chapter IV.

C-Node FDNA

The quantified effect on a C-Node’s operability if, due to the realization of risks, one or more
contributing programs or supplier-provider chains degrade, fail, or are eliminated. The data for
this criterion are expressed as a percentage below the minimum effective operational level
{MEOL) defined in Chapter V.

C-Node Risk Mitigation Dollars
The dollars (in millions) estimated to mitigate a C-Node’s risks.

C-Node Risk Reduction Benefit
A C-Node’s risk reduction benefit expected from expending its risk mitigation dollars. Here,
benefit is expressed as the percent reduction in the C-Node’s risk score.

C-Node Criticality Level

This criterion represents a C-Node’s mission criticality with respect to the outcome objectives of
the portfolio. The levels range from one (least critical} to five (most criticality). For convenience,
assume these levels reflect numbers defined along a cardinal interval scale.

Given the above, suppose the management question is: What is the most favorable ordering of C-
Nodes in Table 16 that maximally reduces capability risk and minimizes the expense of risk
mitigation dollars? The TOPSIS algorithm can be applied to address this question, The
algorithm’s computational steps and results are shown and summarized in Table 17.
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Capability Node Risk Management Prioritization

 CNode C-NodeRisk C-NedeRisk  C-Node

C-Node
Capability Node Risk Score FDNA Mitigation Reduction Criticality
Dallars Benefit Level
C-Node 1 96.3 5.0 5.5 850 3.0
C-Node 2 54.7 2.1 7.8 44.0 4.0
C-Node 3 45.3 3.2 12.3 78.0 3.0
C-Node 4 77.8 4.1 85 45.0 2.0
C-Node 5 213 0.1 11.2 58.0 1.0
C-Node 6 66.9 5.3 93 76.0 2.0
C-Node 7 90.0 i3 25 25.0 50
Sum 45229 23.10 57.10 409.00 20.00
Root Sum of Squares 132.742 9.770 23.083 163.728 8.246
C-Node C-Node C-Node Risk  C-Mode Risk C-Node
Normalized Matrix Risk Score FDNA Mitigation Reduction Criticality
Dollars Benefit Level
C-Node 1 0.5272 0.5118 0.2383 0.5192 0.3638
C-Node 2 (.2992 0.2149 0.3379 0.2687 0.4851
C-Node 3 (.2480 0.3275% 0.5329 0.4764 0.3638
C-Node 4 0.4256 0.4197 0.3682 0.2748 0.2425
C-Node 5 011638 0.0102 0.4352 0.3420 0.1213
C-Node 6 0.3660 0.5425 0.4029 0.4642 0.2425
C-Node 7 04922 0,3378 .1083 .1527 0.6063
Norm of Normalized Cols 1.000 1.000 1.000 1.000 1.000
C-Node C-Node C-Node Risk  C-Node Risk C-Node
Entropy Matrix Risk Score FDMNA Mitigation Reduction Criticality
Dollars Benefit Level
C-Node 1 0.2130 0.2165 0.0963 02078 0.1500
C-Node 2 0.1209 0.0009 0.1366 0.1076 0.2000
C-Node 3 0.1002 0.1385 0.2154 0.1907 0.1500
C-Node 4 0.1720 0.1775 0.14389 0.1100 0.1000
C-Node 5 0.0472 0.0043 0.1961 0.1369 0.0500
C-Ncde 6 (1.1479 0.2294 0.1629 0.1858 0.1000
C-Node 7 0.193%9 0.1429 0.0438 Q.0611 (0,2500
Sum 1.000 1.000 1.000 1.000 1.000
Entropy Measure 0.9589 {.9092 0.9577 0.5666 2.9496
Diversification Measure 0.0411 (.0908 0423 0.0334 0.0504
Entropy Weights 0.1592 0.3521 0.1640 0.1294 0.1953
Entropy Weight 5um Check 1.0000
Entropy Welghted C-Node C-Node C-Node Risk  C-Mode Risk C-Node
l . Risk Score FDNA Mitigation Reduction Criticality
Normalized Matrix
Dollars Benefit Level
C-Node 1 0.0835 0.1802 0.0351 0.0672 0.0711
C-Node 2 0.0476 0.0757 0.0554 .0348 0.0947
C-Node 3 0.0395 0.1153 D.0874 00616 0.0711
C-Node 4 00678 0.1478 0.0604 0.0356 0.0474
C-Node 5 0.0186 0.00386 D.0796 0.0442 0.0237
C-Node & 0.0583 0.1910 0.0661 0.0600 0.0474
C-Node 7 0.0784 0.118¢2 0.0178 0.0198 0.1184

Table 17. A TOPS!S-Derived Capability Risk Prioritization
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C-Mode C-Node C-Node Risk  C-Node Risk C-Node
A* Positive-ideal Sofn (Ideal Risk Score FDNA Mitization Reduction Criticality
Vector) Doltars Benefit Level
0.0839 0.1%10 0.0178 0.0672 0.1184
A—Negative-ldeal Soin
{Nadlr Vector) 0.0186 0.0036 0.0874 0.0198 0.0237

5* Euclidean Separation C-Node 1 C-Node 2 C-Node 3 C-Node 4 C-Node 5 C-Node & C-Node 7
Distance 0.0531 0.1328 01218 0.1000 0.2296 0.0900 0.0865

§ Eudlidean Separation {-Node 1 €-Node 2 £-Node 3 C-Node 4 C-Node 5 C-Node & C-Node 7
Distance 0.2056 01111 0.1301 0.1573 0.0257 0.1983 0.1752

Ranking Result
Relative Closeness to Ideal C-Node 1 C-Node 2 C-Hode 3 C-Hode 4 C-Node 5 C-Node & C-Node 7
Solution: TOPSIS Score 0.7948 0.4554 0.5165 0.6114 0.1007 0.6830 0.66596

Table 17. A TOPSIS-Derived Risk Management Decision Prioritization

Table 17 shows the C-Node TOPSIS scores given the input data in Table 16, The C-Node with
the largest TOPSIS score is most favorable with respect to the one that maximally reduces
capability risk and minimizes the expense of risk mitigation dollars. The C-Node with the next
largest TOPSIS score is the next most favorable, and so forth. Also, the criterion with the largest
weight has the most influence on the overall C-Node ranking. The criterion with the next largest
weight has the next most influence on the overall C-Node ranking, and so forth.
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CHAPTER VII

SUMMARY

A UNIFYING RISK ANALYTIC FRAMEWORK AND PROCESS

The preceding chapters covered a great deal of ground. New risk analytic methods have been
developed to address engineering an enterprise system from a capability portfolio perspective.
The aim of this chapter is to describe how these methods relate and unify into a practical model
for the analysis of risk in engineering today’s enterprise systems.

A Traditional Process With Non-Traditional Methods

In general, managing risk in engineering systems can be characterized by the process shown in
Figure 81 [Blanchard and Fabrycky, 1990; Bahnmaier, 2003]. Although this process grew from
engineering traditional systems’ its execution involves non-traditional methods, when applied to
engineering an enterprise. Why is this?

Prababilitios and
Risk events and their consaquancas of nck
relationships are defined evenis are assessed

Astarg
Probability & Consaquances may includa cost,
. Consegquence - . schedute, technical perfarmance
Identify 1. Risk ’ < SH impagts, a5 wall as capability or

RESl  |dentification ; funclionaity impacis

Reassess existing risk
events and identify new Watch-listed
risk evanis Risk Risks
Tracking

Azsess Risk
Criticality

4. Risk Mitigation 3. Risk Decision-anélytc rules applied fo
Planning, Frisk, titigation . : from “moat-to-least” criical
Implemeantation, Analysis
and Progress
fAcnitoring

Risk events assessed a5 medium or high eriticality might go inte risk
mitigatiory planning and implementation; low critical risks might be
tracked‘monitored on a watch-list

Figure 81. A Traditional Risk Management Process

As discussed earlier, today’s information-age systems are more and more characterized by their
ubiguity and lack of specification. Systems like the internet are unbounded, present everywhere,
and in places simultaneously. They are an enferprise of systems and systems-of-systems, By the
use of advanced network and communications technologies, these systems continuously operate
to meet the demands of globally distributed and uncountable many users and communities.

Engincering enterprise systems is an emerging discipline that encompasses and extends
“traditional” systems engineering to create and evolve “webs” of systems and systems of systems.
They operate in a network-centric way to deliver capabilities via services, data, and applications
through richly interconnected networks of information and communications technologies. More
and more defense systems, transportation systems, and financial systems globally connect across

" Traditional systems are generally regarded as systems characterized by well-defined requirements and technical
specifications, predictable operational performance, adherence to engineering standards and manufacturing processes,
and centralized management authority.
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boundaries and seamlessly interface with users, information repositories, applications, and
services. These systems are an enterprise of people, processes, technologies, and organizations,

As discussed in Chapters Il and III, an enterprise system is often planned to deliver capabilities
through portfolios of time-phased increments or evolutionary builds. Thus, risks can originate
from many different sources (e.g., suppliers) and threaten enterprise capabilities at different
points in time. Furthermore, these risks (and their sources) must align to the capabilities they
potentially affect and the scope of their consequences understood. In addition, the extent
enterprise risks may have unwanted collateral effects on other dependent capabilities must be
captured and measured when planning where to allocate risk reducing investments.

From a high-level perspective, the process for analyzing and managing risk in engineering
enterprise systems is similar to engineering traditional systems. Scale, ubiquity, and decentralized
authority in engineering enterprise systems drive the need for non-traditional risk analytic
methods within each of the traditional process steps in Figure 81.

Recogrizing and researching these distinctions has produced the formal methods herein. They
aim to enable a holistic understanding of risks in engineering enterprise systems, their potential
consequences, dependencies, and rippling effects across the enterprise space. When implemented,
these methods provide engineering management a complete view of risks across an enterprise, so
capabilities and performance objectives can be achieved via risk-informed resource and
investment decisions.

A Model Formulation for Measuring Risk in Engineering Enterprise Systems

The following describes how the risk analytic methods in this dissertation form a practical model
for the analysis of risk in engineering today’s enterprise systems. We will relate this model
formulation to the fundamental process steps shown in Figure 81.

Step 1: Risk Identification

In engineering a traditional system, risk identification is the critical first step of the risk
management process. Its objective is the early and continuous identification of risks, to include
those within and external to the engineering system project. As mentioned earlier, these risks are
events that, if they occur, have negative impacts on the project’s ability to achieve its outcome
goals. :

In engineering an enterprise system, risk identification needs to consider supplier risks. Supplier
risks include unrealistic schedule demands placed on them by portfolio needs or placed by
suppliers on their vendors. Supplier risks include premature use of technologies, including the
deployment of technologies not adequately tested. Dependencies amongst suppliers can generate
a host of risks, especially when a problem with one supplier generates a series of problems with
others. Economic conditions can always threaten business stability or the business viability of
suppliers and vendors. Unfavorable funding or pelitical influences outside an enterprise can
adversely affect its capability portfolios, its suppliers, or the supplier-vendor chains in ways that
threaten the realization of enterprise goals and mission outcomes.
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Risks that trace to “suppliers™ are a major source of risk to the portfolio’s ability to deliver
capability to the enterprise. However, it is important to recognize that suppliers are not the only
source of risk. Risks that threaten capabilities to be delivered by a portfolio can originate from
sources other than those that affect only the portfolio’s suppliers. These events can directly attack
one or more capability nodes in a capability portfolio’s hierarchy. For example, uncertainties in
geo-political landscapes may impact operational demands on capabilities that stress planned
performance.

Risk identification also needs to consider dependencies. Dependencies between capability
portfolios in families of portfolios, such as those that constitute an enterprise, are also potential
risk sources. Here, outcome objectives for capabilities delivered by one capability portfolic may
depend on the performance of capabilities delivered by another capability portfolio. Identifying
risk events from non-supplier-related sources and capturing their contribution to a capability
node’s risk measure is an important consideration in a capability portfolio’s risk assessment.

Figure 82 illustrates the risk analytic methods developed in this dissertation that relate to this
process step. Methods from Chapters 1l and III are applicable at this stage. Here, the capability
portfolio is defined and expressed as a mathematical graph. This graph is used as a modeling
“framework™ within which risks can be assessed and capability risk measures derived. In this
step, effort is spent defining capability in measurable contexts (refer to guidance in Chapter 1I)
and aligning capability suppliers as they enable the portfolio to deliver capability.
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Figure 82. Risk Analytic Methods Related Risk Identification

Step 2: Risk Impact (Consequence) Assessment

In engineering a traditional system, an assessment is made of the impact each risk event could
have on the engineering system project. Typically, this includes how the event could impact cost,
schedule, or technical performance objectives. An assessment is also made of the probability each
risk event will oceur. This often involves subjective probability assessments, particularly if
circumstances preclude a direct evaluation of probability by objective methods.

In engineering an enterprise system, findings from Step | feed into mathematical constructs that
generate capability risk measures across an enterprise. These measures are determined by the
calculus created in Chapter III, where the enterprise problem space is represented by a supplier-
provider metaphor in the form of a mathematical graph. This graph is a topology of nodes that
depict supplier-provider-capability relationships unique to a capability portfolio.

Within this topology, mathematical rules have been developed that operate on these relationships
to generate measures of capability risk. Here, a definition of capability risk is provided that
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considers the occurrence probabilities and consequences of risks that threaten capability. In this
context, consequence is broadened beyond cost, schedule, and technical performance dimensions;
risk consequence is evaluated according to a capability’s ability to achieve its outcome objectives
for the portfolio and ultimately for the enterprise.

Next, dependencies and risk co-relationships that may exist in the enterprise are captured.
Chapters IV and V provide formalisms for analyzing dependency relationships and their. affects
on engineering and planning an enterprise system. Critical considerations in engineering
enterprise systems are identifying, representing, and measuring dependencies between suppliers
of technologies and providers of services to consumers and users.

The importance of dependency analysis in engineering an enterprise is many-fold. A primary
concern is enabling the study of ripple effects of fatlure in one capability on other dependent
capabilities across the enterprise. Providing mechanisms to anticipate these effects early in design
enables engineers to minimize dependency risks that, if realized, can have cascading negative
effects on the ability of an enterprise to deliver services to users.

One dependency is risk inheritance; that is, kow risk-dependent are capabilities so threats to them
can be discavered before contributing programs (e.g., suppliers) degrade, fail, or are eliminated?
Chapter IV provides a protocol, the Risk Co-Relationship (RCR) index, for capturing and
measuring risk inheritance in an enterprise. The RCR index is a new management metric that
measures risk inheritance between supplier programs and its ripple effects across a capability
portfolio. The index identifies and captures horizontal and vertical impacts of risk inheritance, as
it increases the threat that risks on one supplier program may adversely affect others and
ultimately their contributions to their associated capabilities.

The other dependency is operational dependence; that is, what is the effect on the operability of
capability if one or more contributing program (e.g., suppliers) or supplier-provider chains
degrade, fail, or are eliminated? Chapter V presents an entirely new formalism, called Functional
Dependency Network Analysis (FDNA), for capturing and measuring operational dependence in
an enterprise.

Factoring dependency considerations into the protocols presented in this dissertation enables the
proper management of enterprise risk; specifically, investment decisions on where to target risk
reduction resources in ways that optimally reduce threats to capabilities posed by dependencies,
Figure 83 illustrates the risk analytic methods developed in this dissertation that relate to this
process step.
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Figure 83. Risk Analytic Methods Related to Risk Impact Assessment
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Step 3: Risk Prioritization Analysis

At this step the overall set of identified risk events, their impact assessments, and their occurrence
probabilities are “processed” to derive a ranking of the most- to least-critical risks. Decision
analytic techniques such as utility theory, value function theory, or ordinal methods are
formalisms often used to derive this ranking.

Findings from Steps 2 and 3 feed into ranking algorithms that identify an optimal ordering of
enterprise capabilities to risk manage. In Chapter VI, a decision-theoretic approach for
prioritizing risk management decisions as a function of the risk measures and analysis procedures
developed in the previous chapters is provided. These measures are integrated into advanced
ranking algorithms to isolate and prioritize which capabilities are most risk-threatened and qualify
for deliberate management attention.

The outputs from these ranking algorithms enable decision-makers to target risk reduction
resources in ways that optimally reduce threats posed by risks to critical capability outcome
objectives. Figure 84 illustrates the risk analytic methods developed in this dissertation that relate
to this process step.
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Figure 84. Risk Analytic Methods Related to Risk Prioritization Analysis

Step 4: Risk Mitigation Planning and Progress Monitoring

This step involves the development of mitigation plans designed to manage, eliminate or reduce
risk to an acceptable level. Once a plan is implemented, it is continnally monitored to assess its
efficacy with the intent to revise its courses-of-action if needed.

Step 4 results from the integration of all the risk analytic methods developed in Chapter Il
through Chapter VI. With this, decision-makers have a logical and rational basis for addressing
the choice problem of selecting which capability risks to mitigate or reduce as a function of their
criticality to the portfolio and to the enterprise as a whole. Figure 85 illustrates this step.

Figure 85. Risk Analytic Methods Related to Risk Mitigation Planning
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In summary, these four process steps bring the research and solution approaches developed in this
dissertation into a coherent structure for representing, modeling, and measuring risk in
engineering large-scale, complex, systems designed to function in enterprise-wide environments.

With the completion of this research, the engineering management and systems engineering
community has a generalized framework and computational model for the analysis of risk in
engineering enterprise systems. This provides decision-makers formal ways to model and
measure enterprise-wide risks, their potential multi-consequential impacts, dependencies, and
their rippling effects within and beyond enterprise boundaries. Figure 86 visually summarizes the
risk analytical framework and model formulation created by the research in this dissertation.
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Figure 86. A Risk Analytical Framework and Model Formulation

Making operational the model shown in Figure 86 has unique and challenging information needs.
These can be grouped into two categories. The first addresses capability value. The second
addresses supplier contributions, criticality, and risks as they relate to enabling the portfolio to
deliver capability.

Information needs to address capability value include the following:

e For each Tier 3 capability, shown in Figure 17, identify what performance standard {or
outcome objective) each capability must meet by its scheduled delivery date.
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e For each Tier 3 capability, identify the source basis for its performance standard (or
outcome objective). Does it originate from user-driven needs, policy-driven needs, model-
dertved values, a combination of these, or from other sources?

« For each Tier 3 capability, identify to what extent the performance standard (or outcome
objective) for one capability depends on others meeting their standards.

Information needs to address supplier contributions, criticality, and risks include the following:

« For each Tier 3 capability, identify which Technology Programs and Technology Initiatives
are contributing to that capability.

« For each Tier 3 capability, identify what (specifically} are the contributions of its suppliers.

« For each Tier 3 capability, identify how supplier contributions enable the capability to
achieve its performance standard (or outcome objective).

» For each Tier 3 capability, identify which Technology Programs and Technology Initiatives
are critical contributors in enabling the capability to achieve its performance standard (or
cutcome objective).

« With the above, identify what risks originate from (or are associated with) suppliers that, if
these events occur, negatively affect their contributions to capability.

Process tailoring, socialization, and establishing governance protocols are critical considerations
in engineering risk management for enterprise systems, Overall, the risk analytic approaches in
this dissertation provide the following:

« ldentification of risk events that threaten the delivery of capabilities needed to advance
goals and capability outcome objectives of the enterprise.

« A measure of risk for each capability derived as a function of each risk event’s occurrence
probability and its consequence.

s An analytical framework and logical model within which to structure capability portfolio
risk assessments — one where assessments can be combined to measure and trace their
integrative influence on engineering the enterprise.

o Through the framework, ways to model and measure risk as capabilities are time-phased
across incremental capability development approaches.

» Analytic transparency, where the methods in this dissertation provide decision-makers the
trace basis and the event drivers behind all risk measures derived for any node at any level
of the capability portfolio’s hierarchy. With this, capability portfolio management has
visibility and supporting rationales for identifying where resources are best allocated to
reduce {or eliminate) events that threaten achieving the enterprise’s capability outcome
objectives.
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SUMMARY AND AREAS FOR FUTURE RESEARCH

Managing risk in engineering today’s complex systems is more sophisticated and challenging
than ever before, Lack of clearly defined boundaries, diminished hierarchical control, network-
centric information exchange, and ubiquitous services are significant technical and managerial
challenges faced in engineering enterprise systems. Increased complexity contributes to increased
risks of system and management failures — particularly in systems designed to employ advanced,
network-centric, information technologies [Daniels, LaMarsh, 2007].

Few, if any, protocols exist for assessing and measuring risk in engineering enterprise systems
from a capability portfolio perspective. Addressing this problem has been the aim and the
objective of this research. The risk analytic methods herein provide a foundation from which to
address a next set of hard problems. Areas for future research include the following:

» Analytical Scalability: Research how to approach risk analysis in engineering enterprise
systems that consist of dozens of capability portfolios with hundreds of supplier programs.

Explore representing large-scale enterprises by domain capability portfolio clusters and
investigate a concept for portfolio cluster risk management — include a social science
perspective on the management of risk in engineering enterprise systems at this scale.

Explore the efficacies of alternative protocols for assessing and measuring risks from the
supplier through the provider layers of a capability portfolio. Quality Function Deployment
(QFD) or Balanced Scorecard (BSC) are protocols to consider, particularly for questions
concerning the analytical scalability of the roll-up rules created herein.

s Nonstationary Considerations: Extend the FDNA calculus to address nonstationary
dependency analysis problems. Explore how FDNA can expand and integrate into time-
varying modeling and simulation environments, such as those provided in systems
dynamics methods and tools.

» Optimal Adaptive Strategies: Research how to optimally adapt an engineering system’s
supplier-provider network to reconfigure its nodes to maintain operability if risks that
threaten these nodes are realized. Consider this problem in stationary and nonstationary
perspectives.

The research in this dissertation falls at the interface between risk management methods for
engineering traditional systems with those needed for engineering enterprise systems.
Recognizing this is an essential first step towards addressing these challenges and discovering
new methods and new practices in engineering risk management and its related disciplines.

N. W. Dougherty’, once said “the ideal engineer is a composite... he is not a scientist, he is not a
mathematician, he Is not a sociologist or a writer; but he may use the knowledge and techniques
of any or all of these disciplines in solving engineering problems’. That was true then and is truer
still in engineering today’s sophisticated, complex, and highly networked enterprise systems.

* President, 1954-1955, American Socicty for Engineering Education (ASEE).
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APPENDIX A

TOPSIS ALGORITHM:
CLASSICAL FORMULATION

INTRODUCTION

This appendix introduces a geometric approach that can be used to rank risk events on the basis
of their performance across multiple evaluation criteria. This approach has a number of uniquely
desirable features and it can be used in conjunction with value function approaches described in
Chapter I1L.

Technique for Order Preference by Similarity to Ideal Solution

The geometric approach introduced in this appendix is known as TOPSIS [Hwang, Yoon, 1995].
The acronym stands for Technique for Order Preference by Similarity to Ideal Solution. TOPSIS
is known in the decision sciences literature as an ideal point multiple criteria decision analysis
method. It generates indices that order a set of competing alternatives from most-to least-
preferred (or desirable) as a function of multiple criteria.

The ideal point represents a hypothetical alternative that consists of the most desirable weighted
normalized levels of each criterion across the set of competing alternatives. The alternative
closest to the ideal point performs best in the set. Separation from the ideal point is measured
geometrically by a Euclidean distance metric. This is illustrated in Figure 87 .

T ymdqpay

Attribute 1

Figure 87. Euclidean Distances to Positive and Negative Ideal Solutions

" Reprinted by permission of Sage Publications. Inc. [Hwang, Yoon, 1995].
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Figure 87 shows two alternatives 4y and 4, in relation to two benefit criteria or attributes
(Attribute 1 and Attribute 2). Here, 4; is closest to the ideal solution A", but 4 is farthest from
the negative ideal solution 4~ . So, which one do you choose?

TOPSIS is an ideal point method that ensures the chosen alternative is simultaneously closest to
the ideal solution and farthest from the negative ideal solution. TOPSIS chooses the alternative
whose performance across all criteria maximally matches those that comprise the ideal solution.

TOPSIS assumes each attribute (or criterion) can be characterized by either monotonically
increasing or decreasing utility. Here, we seek to maximize attributes that offer a benefit and
minimize those that incur a cost. TOPSIS generates an index that rank-orders competing
alternatives, from most-to least-desired, on the relative distance of each to the ideal.

Objective Weighting: The Entropy Method

Table 18 presents a generalized decision or performance matrix of alternatives. Here, the
performance of an alternative is evaluated across competing criteria. The attractiveness of an
alternative to a decision-maker is a function of the performance of each alternative across these

criteria.
Criteria & Weights

Decision G G G C,

Alternative wy Wy w3 w,

Ay X1 X12 X13 Xin

Ay X2 X2 X3 Xon

A; X31 X3z Xa3 X3n

A Xeni X2 Xm3 Xomn

A Decision Matrix

Table 18. A Traditional Decision or Performance Matrix of Alternatives

Entropy’ is a concept found in information theory that measures the uncertainty associated with
the expected information content of a message. If is also used in decision science to measure the
amount of decision information contained and transmitted by a criterion.

The amount of decision information contained and transmitted by a criterion is driven by the
extent the performance (i.e., “score”) of each alternative is distinct and differentiated by that
criterion. When alternatives all have the same performance for a criterion, we say the criterion is
unimportant. Tt can be dropped from the analysis because it is not transmitting distinct and
differentiating information. The more distinct and differentiated the performance of competing
alternatives on a criterion, the greater the amount of decision information contained and
transmitted by that criterion; hence, the greater its importance weight.

? Entropy measures the uncertainty associated with the expected information content of a message [Shannon, Claude,
E., 1948. 4 Mathematical Theory af Communicarion; http://enwikipedia.org/wiki/Claude Elwood_Shannon, Bell
System Technical Journal, 1948].
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In decision science, entropy is used to derive objective measures of the relative importance of
each criterion (i.e., its weight) as it influences the performance of competing alternatives. If
desired, prior subjective weights can be folded into objectively-derived entropy weights. This is
discussed later.

Equations for the TOPSIS Method
Applying TOPSIS consists of the following steps and equations.

Step 1. Normalize the values in the decision matrix of alternatives (Table 18). One way to do this
is to compute 7; where

Step 2. From step 1, compute weighted normalized values. This can be done by computing vij»

where
Vi =Wty i=1...,m j=1..,n

and w; is the weight of the j-th attribute (criterion). In this step, w; could be replaced by the

entropy weight, which is discussed next.

Step 3. Derive the positive 4™ and the negative A~ ideal solutions, where

A" ={vI,vE,...,v},...,v;}={(mjaxvy- |jeJ1),(miinv§ ljeJ)|i=1,...,m

A ={vl_,vi,...,v;,...,v;}={(m_inv£,- ljeJ)(maxvy [ jeJp)li=1....m}
I i

where J is the set of benefit attributes and ./, is the set of cost attributes.

Step 4. Calculate separation measures between alternatives, as defined by the n-dimensional
Euclidean distance metric.

The separation from the positive-ideal solution 4" is given by

H

*,2 .
Z(vy- -vj) i=1....m
i1

The separation from the negative-ideal solution 4~ is given by
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Step 6. Choose the alternative in the decision matrix with the maximum C; or rank these
alternatives from most-to least-preferred according to C;( in descending order. The closer C ;-F is
to unity the closer it is to the positive-ideal solution. The farther C? is from unity the farther it is
from the positive-ideal solution.

Equations for the Entropy Weighting Method
The following steps present the equations for computing entropy-derived objective weights used

to derive the “most-preferred” alternative in a decision matrix.

Step 1. From the decision matrix in Table 18, compute p;; where

Step 2. Compute the entropy of attribute (criterion) j as follows:

1 m
UéE}- :——Zpg lnp,}- <1 i=1..,mj=1..,n
In(m) i=1

Step 3. Compute the degree of diversification &; of the information transmitted by attribute
(criterion} j accordingto o, =1-E;.

Step 4. Compute the entropy-derived weight w; as follows:

/

n
2.4,
=1

If the decision-maker has prior subjective importance weights A; for each attribute (criterion),
then this can be adapted into w ; as follows:
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. /lfwf =1
wip=——"— j=L..n
Zﬂ“fwj

f=1

Application of TOPSIS Ranking Risks

Here, we describe how TOPSIS and the entropy weighting method can be applied to derive a
most-to least-critical risk ranking from a set of identified risk events. To begin, we first write the
generalized decision matrix in Table 18 into the form given in Table 19.

In Table 19, we have a set of risk events instead of alternatives competing for the position of
most-critical to a project. The most-critical risk event has the highest occurrence probability and
the highest consequences (or impacts) to the project. Thus, the higher these indicators across the
matrix in Tabie 19 the more critical is the associated risk event to the project.

Probability & Consequence Criteria

Setof Prob G G C,
Risk Events w Wy W3 w,,
Risk Event, X11 X1z Xy3 Xin
Risk Event, X Xo2 Xp3 Xon
Risk Events Xz Xap X33 X3
Risk Event,, Xmi Xz Xm3 Xmn

A "Risk Event" Decision Matrix

Table 19. A Risk Event Decision Matrix

Consider the following. Suppose we have seven risk events given in Table 20. Suppose the
performance of these risks, in terms of their occurrence probabilities and consequences to a
project, are given in the columns of Table 20. Suppose the consequence criteria values (in Table
20) derive from value functions. From these data, the TOPSIS equations will be applied to derive
a score (or index) to rank-order each risk event from most-to least-critical to the project.

Consequence Criteria

Qccurrence Cost Schedule PTechmcal Programmatic
erformance

Probability Impact Impact Impact impact
Risk Event 1 0.75 0770 0.880 0.600 0.789
Risk Event 2 0.95 0.920 0.750 0.333 0.474
Risk Evant 3 0.55 0.500 0.500 0.133 021
Risk Event 4 0.25 0.500 0.630 0.133 0.474
Risk Event 5 0.45 0.250 0.250 0.133 0.789
Risk Event 6 0.15 0.150 0.750 0.600 0.474
Risk Event 7 0.9¢ 0.350 0.750 0.333 0211

Table 20. An Illustrative Risk Event Decision Matiix
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Applying each step of TOPSIS and the entropy weighting methods, described above, produces
the scores in the right-most column in Table 21.

Consequence Criteria

Occurrence Cost Schedule P:::::::::I:e Programmatic | TOPSIS

Probability Impact Impact Impact Impact Score
Risk Event 1 0.95 0.770 0.880 0.600 0.788 0.849
Risk Event 2 0.95 0.920 0.750 0333 0474 0.668
Rick Event 3 0.55 0.500 0.500 0.133 .21 0.305
Risk Event 4 0.25 0.500 0.630 0.133 0.474 0.267
Rigk Event 5 0.45 0.250 0.250 0.133 0.789 0.308
Risk Event & 0.15 0.150 0.750 0.600 0.474 0.463
Risk Event 7 0.90 0.350 0.750 0.333 0.211 0.474

Table 21. Risk Event TOPSIS Scores
From Table 21, the most-to least-critical risk ranking can be seen as follows:

Risk Event 4 (Least-Critical) < Risk Event 3 < Risk Event 5 <
Risk Event 6 < Risk Event 7 < Risk Event 2 < Risk Event 1 (Most-Critical)

Entropy weighting of these data revealed the criterion Technical Performance Impact transmitted
the most distinct and differentiating information from all others (in this case). Thus, this criterion
has the most weight or influgnce on the derivation of the risk event rank-order positions shown
above.
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APPENDIX B

INDUSTRY PRACTITIONER ASSESSMENTS

INTRODUCTION

This appendix presents an industry assessment of the risk analytic methods developed in this
dissertation. The objectives of this assessment were to (1) obtain feedback from the engineering
systems community on the logic and efficacy of these methods and (2) ascertain the relevance of
this research to real-world practice in engineering complex, enterprise, systems.

The industry assessment was performed using qualitative research design principles and practices.
These principles and practices are described in Creswell (2003) and Mariampolski (2001). The
assessment method falls broadly into the case studies approach — an exploratory investigative
technique that is “fundamentally interpretive” (Creswell, 2003).

Qualitative data was obtained from a survey defined by fifteen open-ended, non-directive,
questions (Mariampolski, 2001). This encouraged findings to emerge from the assessment
process. Face-to-face interviews allowed further probing of the data afier the survey was returmed
by each respondent.

An inductive analysis of respondent data was performed. The analysis process consisted of four
steps that followed the flow in Figure 88. The first step was the design and delivery of the survey
instrument to identified industry participants. As stated above, fifteen open-ended questions were
defined. They are listed in Table 22 and in subsequent tables throughout this appendix.

The second step involved an analysis of survey returns with the aim of inductively establishing
themes or categories that characterized the responses from each respondent. The third step
analyzed themes derived from the preceding step to look for broad patterns or generalizations that
might be gleaned from the data. The fourth and last step fused these findings into a set of overall
conclusions about the relevance, logic, and efficacy of the research in this dissertation from a
practical real-world engineering systems perspective.

Participant Selection and Qualifications

Participant selection for the industry assessment followed guidance in the literature on criteria for
identifying experts. Research by Ayyub (2001), Chytka (2004), and Edwards (2003) address this
topic, which is briefly summarized below.

Ayyub (2003) defines an expert as “a very skillful person who had much training and has
knowledge in some special field”. In addition, Ayyub (2003) emphasizes the importance that an
expert’s knowledge be publicized at a level recognized by others in the community, This is
consistent with studies by Edwards (2003) which identifies experts as persons characterized by
academic degrees, training, experience, publications, position or rank, and special work-related
appointments, studies, or assignments.
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Figure 88. Industry Assessment Approach: An Inductive Analysis Pyramid

Chytka presents a set of criteria for the selection of experts that derives, in part, from Shanteau
(2001) and Ayyub (2001). Chytka states “no one criterion should be used as a selection basis or
disqualifier for the identification of an expert [Chytka, 2004]. Chytka further writes “the number
of vears of experience, educational background, and cognitive skills are criteria to be integrated in
the selection process. Expertise is an integrated summation of characteristics {criteria)” [Chytka,
2004].

In 2001, research by Shanteau recognized that discrimination and consistency are two critical
attributes in selecting an expert. Discrimination refers to “the ability to differentiate between
similar but not identical cases. According to Shanteau’s research, discrimination is a “hallmark of
expertise; that is, experts perceive and act on subtle distinctions that others miss”. Discrimination
refers to a judge’s differential evaluation of different stimulus cases” (Shanteau, 2001).
Consistency reflects “within-person reliability; it refers to a judge’s evaluation of the same
stimuli over time; inconsistency is its complement” (Shanteau, 2001).

Participants selected for the industry assessment met or exceeded the above Shanteau/Chytka
criteria in three relevant domains. These were systems engineering, risk/program management,
and operations research. Qualification statements for these domains were written and are shown
next. With these, experts different from the participants in this survey can later be identified to
meaningfully partake in future evaluations of the risk analytic methods in this dissertation.
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Systems Engineer Qualification

A systems engineer is qualified to participate in this survey if he/she has at least 10 years of
successful experience in engineering systems development and management. This should include
technical leadership {e.g., a chief engineer) with engineering management experience of a
comparable level with technical leadership responsibilities (e.g., a project leader). A key
qualification is leadership experience that ranges from engineering traditional systems to complex
engineering systems, to include systems of systems and enterprise systems. One or more
advanced technical degrees is preferred in systems engineering or a closely relevant field.

Risk/Program Manager Qualification

A risk/program manager is qualified to participate in this survey if he/she has at least 10-years of
successful experience in the design and implementation of risk and program management
processes and protocols on engineering systems developments. This should include analytical
and/or engineering management leadership (e.g., a risk manager) that ranges from engineering
traditional systems to complex engineering systems, to include systems of systems and enterprise
systems. One or more advanced technical degrees is preferred in systems engineering or a closely
relevant field.

Operations Research (OR) Analyst Qualification

An operations research analyst is qualified to participate in this survey if he/she has at least 10-
years of successful experience in the design and implementation of risk and decision-analytic
methods that enable risk-informed decision-making on engineering systems developments. This
should include analytical leadership {e.g.., OR chief scientist) that ranges from engineering
traditional systems to complex engineering systems, to include systems of systems and enterprise
systems. One or more advanced technical degrees is preferred in mathematics, operations
research, systems engineering, or a closely related highly quantitative field.

SUMMARY TABLE DESCRIPTIONS
Before presenting the assessment summary findings, we first describe tables created from the
industry survey data. Three tables were created. They are described below.

Table 22. Industry Assessment Summary Findings

Table 22 provides an overall summary of the assessment’s major themes. These are themes
derived from the third step of the inductive analysis process shown in Figure 88. Table 22 is the
third and final distillation of the data derived from the survey and forms the basis for the
summary findings offered at the end of this section. Table 22 derives from Table 23.

Table 23. Industry Question 1-15 Analysis Summary Cards

Table 23 is actually a set of fifteen tables with one “card” for each question. The information
elements in Table 23 are defined as follows. The upper-half of each table results from an
inductive categorical cmalysis of the respondent summaries. The lower-half of each table results
from a discourse analysis of the respondent text. Discourse analysis is one way to conduct some
quantitative text analysis on the information provided by respondents.
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The discourse analysis looked at three areas. These areas are most frequent words, key word
Sfrequency cloud, and phrase prominence. The area most frequent words refers to the most
recurrent relevant words reported across all respondents. The area key word frequency cloud
expresses word frequency by font size. The more frequent the word the larger the font size and
vice versa. The area phrase prominence refers to the most recurrent relevant phrase reported
across all respondents.

A text analysis for phrase prominence, key word frequency cloud, and most frequent words aids
in the identification of common themes or categories within and across respondent data. Table 23
is associated with the middle part of the inductive analysis pyramid in Figure 88. Table 23 derives
from Table 24.

Table 24. Industry Respondent Summaries
Table 24 is a cross-comparison of respondent data by question. The information elements in
Table 24 originates from the respondent raw data.

Finally, the information in these tables all stem from the respondent raw data. Subsequent
distillations of these data were done in the order sequence given by Table 24, Table 23, and Table
22, respectively, and in accordance with the analysis flow shown in Figure 88.

INDUSTRY FINDINGS AND LESSONS BEING LEARNED

Key findings from the industry asscssment are discussed in this section and summarized in Table
22 (provided at the end of this section). Overall, participants cited the risk analytic methods in
this dissertation found deficiencies in the engineering system’s architectural design and captured
risks associated with interactions and complex dependencies between entities that would
otherwise have been missed. Participants also reported these methods required a moderate
amount of training and socialization with engineers and stakeholders before they were accepted.
This issue was driven by the newness of these techniques together with the present hard
challenges in engineering enterprise systems.

With regards to socialization, a valuable lesson from the respondents was the importance of
piloting and calibrating these risk analytic methods on smaller aspects of an engineering system.
In this case, the system’s architecture was chosen as the base case upon which to conduct the
pilot. It was here the risk calculus created in Chapter III and the graph-theoretic methods designed
in Chapters IV and V, for identifying and measuring risk co-relationships and risk dependencies,
were found efficacious by the pilot. With this, the overall risk analysis approach in this
dissertation went on to be more and more accepted and applied across additional aspects of the
engineering system. Socialization by a well-planned, but gradual, infusion of these techniques
into the engineering system’s technical and managerial processes is the indicated way to proceed,
especially when introducing new but needed engineering management methods into an already
chaltenging and complex problem space.

The industry practitioner assessments also provided valuable insights into the information needed
to drive the risk analytic methods in this dissertation and, more generally, to manage engineering
an enterprise system from a capability portfolio perspective. The following summarizes key
industry lessons being learned.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



205

The analysis and management of risk in engineering an enterprise system has unique and thought
challenging information needs. Respondents grouped these needs into two categories. The first
addresses capability value. The second addresses supplier contributions, criticality, and risks as
they relate to enabling the portfolio to deliver capability.

Information needs identified by industry practitioners to address capability value include the
following:

« For each Tier 3 capability, shown in Figure 89", identify what performance standard (or
outcome objective) each capability must meet by its scheduled delivery date.

e For each Tier 3 capability, identify the source basis for its performance standard (or
outcome objective). Does it originate from user-driven needs, policy-driven needs, model-
derived values, a combination of these, or from other sources?

« For each Tier 3 capability, identify to what extent the performance standard {or outcome
objective) for one capability depends on others meeting their standards.
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Figure 89. A View Into a Network Operations Capability Portfolio (e.g., Delivered by 20xx)

* Prescnted in Chapters I and III, onc way management plans for engineering an enterptise is to create capability
portfolios of technology programs and initiatives that, when synchronized, will deliver time-phased capabilities that
advance enterprise goals and mission outcomes. Once a capability portfolio’s hierarchy and its elements are “defined”
it is managed by a team to ensure its collection of technology programs and technology initiatives combine in ways to
dcliver one or more capabilitics to the enterprise. Thus, one can take a supplier-provider view of a capability portfolio,
as illustrated in Figure 89, where a capability portfolio can be viewed as the “provider” charged with delivering time-
phased capabilitics to the entcrprise. Technology programs and technology initiatives aligned to, and synchronized
with, the capability portfolio “supply™ the functionality needed to achieve the provider’s capability outcomes,

The supplier-provider view offers a way to examine a capability portfolio from a “risk-perspective™. Enterprise goals
and mission outcomes arc dependent on capability portfolios successfuily delivering required capabilities. Capability
portfolios are dependent on programs and technologies successfully delivering functionality that enables these
capabilities. Thus, major sources of risk originate from the “suppliers™ to thesc capability portfolios.
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Information needs identified by industry to address supplier contributions, criticality, and risks
include the following:

+ For each Tier 3 capability, identify which Technology Programs and Technology Initiatives
are contributing to that capability.

« For each Tier 3 capability, identify what (specifically) are the contributions of its suppliers,

o For each Tier 3 capability, identify how supplier contributions enable the capability to
achieve its standard (or outcome objective).

For each Tier 3 capability, identify which Technology Programs and Technology Initiatives
are critical contributors in enabling the capability to achieve its standard (or outcome
objective).

With the above, identify what risks originate from (or are associated with) suppliers that, if
these events occur, negatively affect their contributions to capability.

*

Industry practitioners emphasized process tailoring, socialization, and establishing governance
protocols as critical considerations in engineering risk management for enterprise systems.
Overall, industry feedback indicates the risk analytic approaches herein provide beneficial and
actionable insights. These include the following:

« Identification of risk events that threaten the delivery of capabilities needed to advance
goals and capability outcome objectives of the enterprise.

+ A measure of risk for each capability derived as a function of each risk event’s occurrence
probability and its consequence.

o An analytical framework and logical model within which to structure capability portfolio
risk assessments — one where assessments can be combined to measure and trace their
integrative influence on engineering the enterprise.

« Through the framework, ways to model and measure risk as capabilities are time-phased
across incremental capability development approaches.

o The analytic transparency of the methods in this dissertation provide decision-makers the
trace basis and the event drivers behind all risk measures derived for any node at any level
of the capability portfolio’s hierarchy. With this, capability portfolio management has
visibility and supporting rationales for identifying where resources are best allocated to
reduce (or eliminate) events that threaten achieving the capability outcome objectives of the
enterprise.

How to design, engineer, and manage enterprise systems is at the cutting edge of modern systems
thinking and engineering. Lack of clearly defined boundaries and diminished hierarchical control
are significant technical and managerial challenges. Along with this, the engineering management
community needs to establish methods for identifying, analyzing, and managing risks in systems
engineered to operate in an enterprise space. Beginning to address this need has been the aim and
objective of this research. It is clear from the industry assessment this objective has made positive
gains but remains a work-in-progress. Table 22 presents an overall summary of the assessment
findings. Details on each finding in Table 22 are found in Table 23 and Table 24.
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Industry Survey Question

What challenges characterized the engineering systems
project where these methods were developed?

Were traditional engineering systems risk analysis
methods appropriate? If yes, then why? If not, then why
not?

What led 1o decisions 1o use the risk analytic methods in
Chapter 37

What impact did these mcthods have on influencing
decisions?
Who benefiled from these methods?

lHow were these methods actually implemented?

How easy or complex were their implementations?

How did participants feel about using these methods?

How did consumers of the outputs from these methods
feel about their merits?

Who do you feel are future participants and consumers of
these methods?

On 2 scale of 1 — 5 how analytically mature are these
methods?

What are the “pros™ with these methods?

What are the “cons” with these methods?

What factors will further shape the design of these
methods?

Where should research be focused to further evolve these
methods?
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Respondent Summary Findings

Project Scope, Dependencies, Management
Complexity

Traditional Methods Alene not Fully Scalable,
Traditional Mcthods Tnsufficient to Capture
Complex Interactions

Single System Risk Management Tcchniques
Inadequate; Deeper Management Insights
Needed

System Architecture Deficicncies Corrected;
A Risk's Spanning Space on Enterprise
Capability Captured

Management, Engineers, Analysts

Risk Analytic Methods Integrated With
Engineering Processes; Instantiated Into
Software

Socialization Difficult; Software Instantiation
Moderately Complex; Complex Problem Spacc

Some Frustration With Newness of the
Approach; Approach Mct Needs

[nitial Reservations
Peer Capability Portfolios; Government

Programs Under Congressional Clinger-Cohen
Mandates

Quite Good Maturity

Dependency Capture, Ripple Effects Identified
and Modeled

Socialization Hurdle; Defining Capability in
Cogent Ways

More Case Applications of the Risk Analytic
Methods

Visualization Technologies; Cycle
Dependencies

Table 22. Industry Assessment Summary Findings
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INDUSTRY SURVEY: QUESTION ANALYSIS “CARDS”
This section presents a summary analysis “card” for each industry survey question.

Question |

What challenges characterized the engineering systems project where these methods were developed?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.

Project Scope

Respondents directly or implicitly wrote that size and complexity of the system being engineered best characterized the
project and drove the technical and managerial challenges. Size was described in terms of the system having to operate
across an enterprise of users, while supporting the exccution of complex missions by the integration and interaction of
multipie capabilities. Managerial challenges were described by a portfolio manager with responsibility to deliver
enterprise capabilities but without authority to manage the technology programs that enable them. This included the
challenge of aligning the deployment of capabilities with the maturing of critical technologies.

Dependencies

Respondents cited dependency relationships between the system’s moving parts needed to execute on an enterprise
scale as a major challenge on this project. Dependency relationships involved not only the time synchronization of
technology deliveries to schedule capability fielding but also funding relations and its continuity between competing
needs of sponsors. Dependency challenges ran across the technical and socio-political landscapes.

Management Complexity

The supporting systems, systems of systems, and organizations to this enginecring systems project were not directly
reporting to the project’s capability manager, and the capabilities needed did not strictly align with a single capability
area. Many capabilities expected to be delivered by this enterprise system fell outside the direct anthority envelope of
the capability portfolic manager. This increased the difficulties to build managerially meaningful and actionable
program management plans, schedules, and deploy effective systems engincering and risk management practices.

Summary

Described above, respondents cited the key challenges on this project were scope, dependencies, and management
complexity. Although these may be recognized as challenges common to any engineering systems project, the key in
this case was their intensification by virtue of the enterprise scale with which they were felt and had to be addressed.
Traditional systerns engineering and management practices would not scale to this system’s level of complexity and the
operational needs of an uncountable number of users across a world-wide landscape.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Capability, Portfolio
Frequent
Words
Key Word aq e .
Frequency  CAP Elblllty complexity dependencies POrtfolio programs
Cioud
project risks sponsor system Systerns
Phrase Size and complexity of the project/enterprise
Prominence

Table 23. Industry Question 1 Analysis Summary Card

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



209

Question 2

Were traditioral engineering systems risk analysis methods appropriate? If yes. then why? If not, then
why not?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Traditional Methods Alone Not Fully Scalable

Respondents cited traditional analysis methods for engineering systems are focused on how risk events impact
a systems’s development cost, schedule, and technical performance. These dimensions alone don’t fully span a
risk event’s consequence space when it affects an enterprise level. Here, management is ultimately concerned

about events whose occurrences adversely affect the delivery of services to users.

Traditional Methods Insufficient to Capture Complex Interactions

Respondcnts cited how traditional methods do not adequately address the complex interactions that define an
enterprise system, where synergy of operation among diverse systems is most important. Traditional methods
do not capture dependency relationships between entities and how the occurrence of risks can have ripple
cffects across many others,

Summary

Traditional methods fail principally because of insufficient scope. From a high-level perspective, the basic risk
management process is the same. The challenge comes from implementing and managing this process across a
large-scale, complex, enterprise — where contributing systems may be in different stages of maturity and
where managers, users, and stakcholders may have different capability needs and prioritics.

An enterprise system is often planned and engineered to deliver capabilities through a series of time-phased
increments or evolutionary builds. Thus, risks can originate from many different sources and threaten
enterprise capabilities at different points in time. Furthermore, these risks (and their sources) must align to the
capabilities they potentially affect and the scope of these consequences understood. In addition, the extent
enterprise risks may have unwanted collateral effects on other dependent capabilities must be carefully
examined.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Risk, Impact, Traditional, Methods, Capability
Frequent

Words
KeyWord  capability consequence considerations dependencies enterprise;
Frequency . . . .

cod  traditional risk impact methods

Phrase Traditional risk analysis methods, enterprise systems
Prominence

Table 23. Industry Question 2 Analysis Summary Card
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Question 3

What led to decisions to use the risk analvtic methods in Chapter 1117

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Single System Risk Management Techniques Inadequate

Respondents cited the need to capture the size and complexity of a large portfolio of highly connected systems
and systems of systems, Alone, single system risk management techniques were inadequate since a single risk
in a particular system could significantly adversely impact the capability of the entire portfolio. Also, the risk
analytic methodologies created in this dissertation can capture “over-arching” rigks that might be missed by
single-system risk management methods.

Deeper Management Insights Needed

Similar to their response to Question 2, respondents cited the decision was driven by the complex nature of
engineering this enterprise and the need for early alerts to the portfolio’s capabilitics at risk. In addition,
insights deeper than those possible from simple 5x5 risk matrices were needed by management to monitor and
report achieving the capability roadmap and the delivery of critical services to users and consumers.

Summary

Respondents described the need to design of formal methods that provide a helistic understanding of risks in
engineering enterprise systems, their potential consequences, inter-dependencies, and rfippling effects across
the enterprise space, Risk management for engineering enterprise systems aims to establish and maintain a
complete view of 1isks across the enterprise, so capabilities and performance objectives are achieved via risk-
informed resource and invesiment decisions.

Text Analysis of Respondent Narratives
The following are highlights from a text analysis of the narratives for this question across all respondents.
Most Risk, Enterprise

Frequent
Words

Key Word assessment of capability capture criticality-of-dependency
Frequency

Cloud enterprise impact management of portfolio 115K to roadmap

Phrase Single system risk management, enterprise risk management
Prominence

Table 23. Industry Question 3 Analysis Summary Card
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Question 4

What impact did these methods have on influencing decisions?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
System Architecture Deficiencies Corrected

Respondents cited when the risk management methodologies developed in the dissertation were applied,
architecture gaps and deficiencies were identificd by virtue of how the risk methods captured linkages and
dependencies between risks and entities. The risk management team joined forces with the system architecture
team to evaluate the risk relationships to architectural entities; with this, gaps were identified early and which
might have otherwise not been discovered until later in design. Timely corrections to deficiencies were made,

A Risk’s Spanning Space on Enterprise Capability Captured

Respondents cited the methodologies herein enabled identifying risks whose impacts spanned multiple
capability areas across the portfolio. How one risk event, if it occurred, would have multi-consequential
effects on capabilities, or even create new risks, could be identificd in ways that otherwise would be missed. A
trace path could be established of how far (and where) each risk rippied throughout the portfolio.

Summary

Respondents cite that the risk analytic methods herein have been a key component in enabling capability-based
portfolio investment analysis at an enterprise system level. With limited Government budgets, it is critical to
understand how a mixturs of various investments, acting in combination, best supports the operation of a broad
mission or enterprise system. Moreover, it forces decision makers to evaluate and justify investment decisions
bused on their risks and mission impact, rather than on arbitrary performance parameters — such as bits-per-
second for a communications system.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Mission, Systemn, Capability, Risks, Investments
Frequent
Words
FKey Word  architecture areas assessed Capablhty capability-based capture
requency L . . . \ o _

Cloud engineering  eNnterprise ldelltlfy impact  indirect  influences
interrelationships 1VEStMENt justity IMISS10T mixture optimization
of options performance of portfolio representation resolution of '1SKS

Phrase Capahilities, mission tree, enterprise system

Prominence

Table 23. Industry Question 4 Analysis Summary Card
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Question 5

Who benefited from these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question,
Management, Engineers, and Analysts

Respondents cited senior management responsible for managing the engineering of this enterprise system
benefited, as well as stakeholders with vested interests in using the capabilities the system would deploy, Of
note was the extent leadership obtained better understandings of the overall impact that supplier program risks
could have on higher-level capability needs, collateral risk consequences not initially visible, and ways to
analytically tradeoff risks with investment decisions as they relate to mitigation courses of action.

Sommary

Respondents made clear that management, engingers, and analysts all benefited from the risk analytic
methodologies developed in this dissertation. Senior leaders were provided breadth and depth of insight into
how risks affect many parts and paths of engineering this enterprise. Engineers, technologists, and program
analysts had early views into the interconnectedness of designs and the effects and influence of risks on them,

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Program, risk
Frequent
Words

Key Word  interconnectedness; provide program risks recommendations

Frequency
Cloud

Phrase  Management, engingers, and analysts all benefited from the risk analytic methodologies
Prominence

Table 23. Industry Question 5 Analysis Summary Card
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Question o

How were these methods actually impiemented?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Risk Analytic Methods Integrated With Engineering Processes

Respondents cited the risk analytic methods herein were integrated into an over-arching systems engineering
process for managing the portfolio of capabilities this system was developing. The project director specifically
defined tasks and procedures to develop an architecture, analyze the architecture, assess risks as they affected
architectural entities and uliimately capabilities, and use these tools and techniques to make recommendations
on managing the overal! portfolio.

Instantiated Into Software

Respondents cited the risk analytic methods herein were instantiated into software in two key ways. First, a
Microsoft Access database was created to capture all information related to identified risks and their impacts
on the system. This included dependency considerations and collateral effects risks might have across multiple
capabilities within the portfolio, Next, a visualization graphical interface was created via web technologies to
allow for distributed inputs, outputs, and various management risk sitvation displays. Second, the analysis
team integrated the risk anatytics herein with investment optimization tools, This enabled risk-based
investment tradeofTs to be made on a host of resource allocation decisions, such as where to invest in new
capabilities or risk mitigation strategies to lessen the chances of capability/mission failures.

Summary

Respondents made clear that management, engineers, and analysts all benefited from the risk analytic
methodologics developed in this dissertation. Senior leaders were provided breadth and depth of insight into
how risks affect many parts and paths of engineering this enterprise, Engineers, technologists, and program
analysts had early views into the interconnectedness of designs and the effects and influence of risks on them.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents,

Most Portfolio, Architecture, Capability
Frequent

Words
Key Word  architecture assessment capability dependencies pOI'thllO risk
Frequency

Cloud roadmap rules

Phrase Risk analytic methods integrated into systems engineering process
Prominence

Table 23. Industry Question 6 Analysis Summary Card
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Question 7

How casy or complex were their implementations?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Socialization

Respondents cited the risk assessment methods hercin are new. They took some initial orientation with
participants who were entrenched in traditional cost, schedule. performance risk assessments; however, once a
couple of risk assessments with the methods in this dissertation were conducted, participants quickly “caught
on” to the ideas. They soon became comfortable with the risk analysis methods created for this enterprise
engineering problem space.

Software Instantiation Moderately Complex

Respondents cited the moderate complexity of instantiating the risk analytic methodology into software. The
database had to accommodate the many-to-many dependency relationships, risk assessments, and risk score
roll-up schemas. The risk assessment input/output forms were more complex than traditional reporting. Here,
it was necessary to tag a risk against any capability in the matrix and view the information sliced across
capability by risk and by supplier program.

Complex Problem Space

Respondents cited the very complex nature of enterprise systems. The project’s engineering staff and risk
management experts spent many hours understanding the complexity of the system, its environment, and the
fimetional relationships within the architecture and the capability portfolio.

Summary

The newness of the risk analysis methods, together with the very challenging enterprise engineering
environment, necessitated more time than usual in socializing the ideas and the value of its outputs. After the
risk analytic approaches were applied on a single aspect of the engineering system (¢.g., the architectural
design), participants then began to see the value of the methods, Full application of the approaches from
Chapter III then proceeded in an organized and systematic way,

Text Analysis of Respandent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Risk, Assessment, Capability
Frequent
Words

Key Word  architecture assessments capability complex dependency relationships

Frequency .

Cloud risk

Phrase Capability risk assessment
Prominence

Table 23. Industry Question 7 Analysis Summary Card
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Question §

How did participants feel ubout using these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question,
Some Frustration With Newness of the Appreach

Respondents cited that participants experienced sotme frustration with these methods due (in-part) to the engineering
complexity of the system/portfolio. However, the MITRE Director for the project was comfortable that quantifiable
results could be demonstrated by first test-driving the risk analytic methods on the architectural design piece of the
portfolio. Lessons-learned from that effort would then facilitate socialization and enable greater application of these
techniques across morc and more dimenstons of the system’s capability portfolio.

Approach Met Needs

Respondents cited participants recognized FDNA, for example, could build on their previous analyses and put those
results into a framework where additional insight and quantitative evaluation could be gleaned. This included their
ultimate goal of providing a well-founded rationale for prioritizing risk mitigation investment options. Thus, the FDINA
approach was not viewed as a new and unrelated analysis, but as a technique that would integrate and extend previous
work.

Summary

In summary, respondents provided comments similar to those in Question 7. The capability risk assessment framework
required orientation and socialization; however, after the new technigues were piloted on a piece of the prograr, the
aims of and outputs from these methods became readily understood and valued by the project as a whole,

Text Analysis of Respondent Narratives
The following are highlights from a text analysis of the narratives for this question across all respendents.
Most Complexity, framework

Frequent
Words

Key Word

Frequeney  qUANt1T1able capability framework

Cloud

Phrase Quantifiable results; rational for risk mitigation investment decisions
Prominence

Table 23. Industry Question 8 Analysis Summary Card

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



216

Question 9

How did consumers ol the outputs from these methods feel about their merigs?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Initial Reservations

As discussed in Question 8, respondents cited the sponsor had some reservations with regard to the results due
10 a perceived complexity of the lools and the newness of the risk analytic framework and processes.
However, the outputs from these methods resulted in significant technical recommendations to change the
system architecture. Such insights would have otherwise not been visible or caught as early as they were.

Intermediate management levels used the resuits of the risk analyses. Synthesizing and summarizing findings
from the analysis required some extra effort, but the risk analytic frarnework enabled drill-down to the
singularly most risk-driving events thrcatening individual and overall capability goals of the portfolio.

Summary

Overall, the engineers and analyst on this project had been scarching for a risk analysis methodology that
would enable them to establish a quantitative framework for their risk assessments and a basis for the selection
of risk mitigation options. Participants felt the risk analytic framework and its various techniques (e.g., FDNA)
suited their needs perfectly. Other customers have also been favorably impressed with these methods and
FDNA in particular.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents,

Most Reservations, newness
Frequent
Words

KeyWord 1 owwness 1Sk methods

Frequency
Cloud

Phrase Risk methods identified significant technical changes were needed
Prominence

Table 23. Industry Question 9 Analysis Summary Card
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Question 10

Who do you feel are future participants and consumers of these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Peer Capability Portfolios

Respondents cited peer portfolios within the government would benefit greatly from this methodology and, in
fact, are already beginning to incorporate many aspects of these methods (e.g., FDNA). These approaches can
be readily adopted by portfolio, enterprise, and capability managers conducting & risk assessment against
enterprise-wide milestones or goals.

Government Programs Under Clinger-Cohen Compliance Mandates

Respondents cited future participants include those performing portfolio investment analyses, which focuses
on maximizing overall mission capability while minimizing risks. This is a growing area of government effort,
mandated by Congressional Directives such as the Clinger-Cohen Act and the DoDr Joint Capabilities
Integration Developruent System {JCIDS) Process.

Summary

As mentioned previously, respondents cited the newness of the risk analysis methods, together with the very
challenging enterprise engineering environment, necessitated more time than usual in socializing the ideas and
value of the outputs. The same would be expected with peer portfolios. Training, presenting case studies, and
providing lessons-learned from applying these methods would ease their acceptability by future participants.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Portfolio
Frequent
Words

:T(regq r:::; portfolio I‘iSk

Cloud

Phrase Peer portfolio managers would benefit from these methods
Prominence

Table 23, Industry Question 10 Analysis Summary Card
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Question 11

On a scale af 1-5 how analytically mature are these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Quite Good Maturity

Two respondents assessed the maturity of the risk analysis structure as 4 — quite geod maturity on the
evidence that the analysis concepts have been implemented at least once. One respondent assessed the overall
maturity as § — extremely good maturity.

Summary

Overall, respondents felt the risk analytic methodologies in this dissertation provided a good batance between
capturing single-system risks that can impact the entire portfolio {or a significant portfolio capability) and
over-arching enterprise-driving risks that do not appear in single-system assessments due to complex
interdependencies. Maturity did not mean further refinements or advancements are not needed. Rather, that the
analytics developed, thus far, detive from sound theory and their applications-to-date {even at this early stage)
have clearly enabled meaningful/actionable decisions.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Maturity, good
Frequent
Words

Key Word 1
Frequency matu‘rlty
Cloud

Phrase Quite good maturity
Prominence

Table 23. Industry Question 11 Analysis Summary Card
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Question 12

What are the “pros” with these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Dependency Capture, Ripple Effects Identified and Modeled

Respondents cited the risk analytic methodelogies (and especially FDNA) provided the ideal mechanism to
capture the, possibly subtle, dependencies among a collection of interacting systems that support a mission
enterprise. Capturing such dependencies is critical to identifying the source of capability performance risks in
mission operations. The identification of such risks can then guide the optimal allocation of additional
resources and system investments.

[n addition, one respandent cited the FDNA approach can often integrate prior analyses that have been
conducted on a program. For example, many government programs have a requirement to develop
architectural “views” that capture various system, operational, and tunctional associations within a mission
enterprise. However, these architectural views typically lack any expression of the relative importance and
levels of dependency among the nodes within these taxonomies. FDNA equations can thus be introduced to
support additional analyses that provide greater insight into mission capability dependencies and risks.

Another respondent cited one of the more interesting findings was the relationship and influence diagrams that
come from the graph-theoretic representations in the risk methods (Chapter IIT); specifically, discovery of the
secondary impacts of supplier-programs that were not fully understood prior to trying to map the relationships
between them and their contributions to achieving capability. The secondary impact was the indirect impact of
a dependency on a supplier of capability (e.g. the supplier to the supplier and the ripple effect of this
relationship through the supplier-provider network shown in Chapter 181},

Summary

Respondents cited the ability to see the capability at risk and concomitant ripple effects were hallmarks of the
methods in this dissertation. Beyond the traditional 5x5 probability-consequence mairix meniality, these new
methods gave insight into what was in jeopardy of being achieved, not just that fact that there were high risks.
Gaining insight into common contributors of risk to multiple areas across the desired capability space was
beneficial. The ability to trace and track different risk impacts across many capability areas provided critical
insights not easily visible {e.g., one single risk impacted 17 capability nodes).

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Capability, risk, impact, mission
Frequent
Words

Froqueney  architectural areas cap ablllty dependencies have high

Cloud . - . . ] [ e .
*®  impact insight into mission risks supplier
Phrase Analysis of mission enterprise; secondary impacts of risks captured
Prominence

Table 23. Industry Question 12 Analysis Summary Card
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Question 13

What are the “cons™ with these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
Socialization Hurdle

Respondents continued to emphasize the importance of socializing these new methods in advance of their
application. Convincing non-technical customers of the logic and merit of these approaches will continue to be
a challenge, as it s with any new and sophisticated analytic method, It is important to illustrate the value of
the methods in terms of how they help leadership make well-founded and rational decisions. Another hurdle is
to secure the support of domain subject experts who have the insight and system knowledge necessary to
characterize the inputs needed to execute the analysis and derive the benefits from its cutputs.

Defining Capability in Cogent Ways

Respondents cited it was challenging to define capability in a particular timeframe to a satisfactory technical
or operation level. Participants did not fully explore the contribution te capability of supplier-programs until
the risk analytic methods herein really forced that understanding to take place. The risk analytic mcthods

herein requires engineers reach consensus on the enterprise capability desired; that was tough in this context.

Summary

Respondents made clear that socialization is, and will likely continue to be, the main hurdle. This will be true
for many new engineering management methods for engineering enterprise systems via capability portfolio
definition paradigms.

Text Analysis of Respondent Narratives
The following are highlights from a text analysis of the narratives for this question across all respondents.
Most Capability, prioritization

Frequent
Words

KeyWord  Capability prioritization
Frequency
Clond

Phrase Socialization needed to derive the truly benefit from these risk analytic methods
Prominence

Table 23. Industry Question 13 Analysis Summary Card
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Question 14

What factors will further shape the design of these methods?

Inductive Categorical Analysis

The following themes derive from respondent narratives on this question.
More Case Applications

Respondents cited additional applications of these methods to engineering problems of an enterprise scale will
ease and increase their acceptance by the community. Furthermore, more cases that demonstrate the positive
technical impacts to decision making (seen so far) will enable the desire and intellectual energy to
continuously advance the analytics developed-to-date.

Summary

Respondents made clear that more applications of these methods with enterprise engineering projects will
undoubtedly expose new sitations that will require further adaptation in these analytics, The risk analytic
methods herein will adapt to capture unique relationships and mission architectures as engineering highly
networked enferprise systems becomes more and more the norm of the information age.

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this cjuestion across all respondents.

Most Implementation, acceptance
Frequent
Words

KeyWord  refinements implementations
Frequency
Clound

Phrase Continued applications will further refinements
Prominence

Table 23. Industry Question 14 Analysis Summary Card
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Question |15

Where should research be focused to further evolve Lhese methods?

Inductive Categorical Analysis
The following themes derive from respondent narratives on this question.
Visualization Technologies
Respondents cited “visualization™ of the outputs gencrated from the methods herein as an area of focus.
Cyclic Dependencies

Respondents also cited cyclic dependencies between nodes as an area to explore further, particularly in the
context of an FDNA graph.

Summary

Overall, respondents felt additional implementations of the methods in this dissertation, and the lessons
learned, will identify new areas of research, Customer needs spawn the need for new methods or refinement to
current methods. Costomer needs also present new challenges. Respondents felt the risk analytic methods
herein are flexible and will adapt to these needs in the near and longer terms,

Text Analysis of Respondent Narratives

The following are highlights from a text analysis of the narratives for this question across all respondents.

Most Visualization
Frequent
Words

KeyWord  Visualization technology
Frequency
Cloud

Phrase Additional implementations will present further bases for refinements
Prominence

Table 23. Industry Question 15 Analysis Summary Card
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INDUSTRY SURVEY: QUESTIONS AND RESPONDENT SUMMARIES
This section presents respondent answers to each industry survey question.
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Question
1

Respondent
JS

Respondent
DM

Respondent
CM

What challenges
characterized the
engineering
systems project
where these
methods were
developed?

In my opinion, there were
Lwo major challenges to the
methods employed on the
project: 1) the size and
complexity of the project
and 2) acceptance by our
sponsor of the results.
Specifically, the size and
complexity of the project
had a tendency to
“disguise” a true impact to
the overall portfolic of
s¥stems.

With regard to sponsor
acceptance, the perceived
complexity of our processcs
and tools led to an
uncertainty in the utility of
the results. Many hours of
dialogue with our sponsor
was needed to explain our
process and tools.

Many enterprisc systems
are designed 1o support a
particular military mission
or business operation
whose effective conduct
depends on the interaction
of a variety of diverse
system functions.

For example, a military
search-and-rescue
operation may rely on the
coordinated interaction of
radar sensors, radio
commiunications,
computer processors, and
rescuc vehicles. The
interplay among these
systems may be complex,
with the poor pcrformance
of any one system having
detrimental consequences
on the overall mission.

The FONA methodology
provides an ideal
mechanism to capture the,
possibly subtle,
dependencies among such
a collection of interacting
systems. Capturing such
dependencies is critical to
identifying the source of
any capability deficiencics
and performance risks in
mission operations. The
identification of these
areas ¢an then guide the
optimal allocation of
additional resources and
system investments.

The effort was in support
of a capability portfolio
manager. The
responsibility is/was to
foster capability
development. The
portfolio was comprised
of Programs and
organizations that
contribute to the
capability areas under the
purview of the capability
manager, but not
management authority.

The Programs and
organizations were not
directly reporting to the
capability manager, nor
were the capabilities
strictly aligned with a
single capability area
{within or external to the
portfolio). There were
many challenges inherent
in the alignment and
understanding of the
complex management
space.

The portfolio manager
needed insight into areas
of risks to achieving the
capability desired, where
to focus efforts to close
gaps in capability,
prioritize issues, and
risks that crossed
multiple capability areas,
programs, organizations,
and identify mitigation
opportunitics.

Table 24. Industry Respondent Summaries
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Question
2

Respondent
JS

Respondent
DM

Respondent
CM

Were iraditional
engineering
systems risk
analysis methods
appropriate? If
yes, then why? [f
not, then why
not?

Traditional engineering,
systems risk analysis
methods had some
applicability in places
(e.g., & 3x5 risk matrix
{probability versus
consequence) of the risk
analysis approach,
however, the risks
identified as part of a
traditional method might
not necessarily be
cvaluated in terms of
how they impact overall
risks and dcpendencics
prevalent in the portfolio.

The approach designed
for this cnterprise system
has roots in traditional
risk management
methods but greatly
expands or adds to them
for the complexity of this
problem space.

Traditional risk analysis
methods tend to focus
on individual systems
(such as their readiness
levels or ability to meet,
often arbitrary,
performance standards)
and program processes
{such as schedule and
funding).

However, these
methods do not
adequately address the
complex interactions
that define an enterprise
systemn, where synergy
of operation among
diverse systems is most
important.

Yes and no. Traditional risk
analysis methods were
appropriate in the sense of
analyzing risks and cvaluating the
impact of the risks. A traditional
risk matrix of probability and
consequence could be derived and
evaluated. The difference was that
the programs and risks had to be
evaluated against the strategic
goals of the organization, the
identification of programs
contributing to, and risks to the
‘picture of success,’ risks that
impact the ability to achicve the
capability desired.

The development of the analytic
methods presented in thesc
documents were leveraged to gain
insight and understanding of risk
impact beyond cost, schedule, and
technical domain (te include those
considerations), but needing to
capture the impact to the
capability and the consideration
of dependencies, to evaluate the
impact to the capabilities
themsclves, and the direct and
indirect influence of Programs for
portfolio considerations.

Traditional cost, performance,
and schedule risk scalcs were
modified for capability
assessment. The fact that a single
program was off its schedule may
or may not impact the portfolio.
The evalvation of risk was not
whether a Program was 2 weeks
or 2 months late, instead the
assessment was whether it
presented risk to the capability
delivery roadmap (timeframe of
need).

Table 24. Industry Respondent Summaries (continued)
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Question
3

Respondent
JS

Respondent
DM

Respondent
CM

What led to
dectsions to use
the risk analytic
methods in
Chapter I117?

The decision to use the
Enlerprise Risk
Management
methodology as
described in this
dissertation was made
in an attempt to
capturc the impacts of
the size and
complexity of a large
portiolio of highly
connected systems.
Single system risk
management
techniques alone were
inadequate due ta the
fact that a single,
significant risk in a
particular system could
adversely impact the
capability of the entire
portfolio. Also,
Enterprise Risk
Management
methodologies capture
“gver-arching™ risks
that are misscd by
single-systern risk
management methods.

In a current analysis we were
given a system risk assessment
that identified vulnerabilities
among lower lgvel tasks within an
enterprise system operation. Risk
mitigation actions had also been
recommended to reduce the
poteniial impact of these
vitincrabilities.

However, there was no
mechanism for prioritizing these
mitigation actions, since the
relative importance of the
performance of the individual
tasks had not been evaluated and
capturcd. The FDNA approach
provided a very effective and
efficient means for implementing
such an evaluation

The application of FDNA
provided a natural network
structure for capturing the
existing enterprise system
taxonomy. Moreover, the FDNA
equations could then be overlaid
on the network hierarchy to
capture the operational level of
each node as a function of its
lower-level feeder nodes. Subject-
matter experts {SMEs) were
consulted 1o establish both the
strength-of-dependency (SOD)
and criticality-of-dependency
{COD) for these nodal
relationships.

The resulting enterprise level,
FDXNA-based, capabiiity trec then
allowed us to measure the impact
of individual, and groups of,
miligation actions at an overall
enterprise level.

As stated in response to
Question 2, the complex nature
of the task. and desire to *see’
the capabilities at risk 10 being
achieved. To provide an
assessment of the ability to
achieve the capability roadmap,
not strictly a two-dimensional
risk matrix (conscquence and
probability) that didn’t give
insight into what was at risk,
instead that there were (and
remain) high, medium, and low
risks.

Chapter V. FDNA, was
developed to cvaluate the first
and second order impact of
Program contribution 1o
capability.

Table 24. Industry Respondent Summaries (continued)
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architecture in the
portiolio, led to
recommendations to
improvements in the
architecture as well as
corrections of
deficiencies in the
systems involved.

critical 1o understand how a mixture
of various investments, acting in
combination, best supports the
operation of a bread mission or
enterprisc system. Morcover, it forces
decision makers to evaluate and
justify investment decisions based on
their mission impact, rather than on
arbitrary performance parameters —
such as bits-per-second for a
communications systcm.

In particular, FDNA cquations
facilitate the conversion of
engincering performance scales to
“value functions™ (on a 0-100 utility
scale), following the approach of
Keeney-Railfa, The basis for selecling
investment options has cither been to
enhance mission capabilities or 10
reduce system risks. In either case, my
approach has utilized the construction
of a mission tree hierarchy, often
called a “stralegy-to-task™ mission
decomposition. Within this mission
tree hierarchy it is essential to capturc
the interrelationships and
dependcncies among the various tree
nodes, starting at top-level mission
objectives and flowing down to lower-
level functions and tasks, I have found
the FDNA methodology to be an ideal
mechanism to capture these
relationships.

Having cstablished such an FDNA-
based network framework, it is then
possible to map potential technology
investments against associated
mission nodes and use FONA
¢quations to measure their impact in
improving capabilities or reducing
risks. Optimization algorithms can
then be applied to this overall
framework in order to identify most
cost-efTective investment portfolios.

Question Respondent Respondent Respondent
4 JS DM CM
What impact did | The Enterprise Risk The FDNA methods have been akey | Chapter U1, the capability risk
these methods Marnagement component in cnabling capability- asscssment framework,
have on methodelogy, coupled | based portfolio investment analysis at | enabled the team to identify
influencing with our representation | an enterprise system level. With commen risks/issues to be
decisions? of gur system limited Government budgets, it is assesscd further by study

teams.

The risks that spanned
capability areas were identified
for coordinated effort to
identify resolutions across
capability domains.

Chapter V, FDNA, was not
fully implemented, but of the
partial implementation the
indirect influences were
interesting, ¢.g. the program
contributing to another
program, thus indirectly
impacting a capability they are
not directly influencing,

Table 24. Industry Respondent Summaries (continued)
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Questions Respondent Respondent Respondent
56,7 JS DM CM
Who benefited Cur sponsor, as well as Program managers, decision- In this case, the analysts
from these the DoD Services {Air makers, and other stakeholders benefited most, the ability to
methods? Force, Army, Navy, and benefit from the FDNA approach by | see the interconnectedness of

Marines) involved in this
program.

achicving a better understanding of
the overall impact of system,
capability risks and where their
scarce investment dollars should be
spent in mitigating these factors.

risks and influence and provide
recommendations for grouping
of ‘like’ risks.

How were these
methods actually
implemented?

The risk management
system was integrated
into an over-arching
systems engineering
process for Portfolio
Management.
Specifically, our project
set up cttorts to develop
an architecture, analyze
the architccture, asscss
risk, and make
recommendations with
regard to the portfolio.

The FDNA rules are easily
implemented within a portfolio
investment selection tool designed
to capture a mission capability tree
hierarchy wherein nodal
dependencics can be specified by
FDNA rules. A portfolio investment
tool can then measure the impact of
any set of investment eptions and
apply an optimization algorithm to
identify the most cost-cffective
portfolio at any budget level.

These methods were
implemented via use of a MS
Access database and. Net
application to view the
information; this included MS
Excel spreadsheets and
interviews of subject matter
experts {SMEs). Architecture
produets and schedules proved
usetul as they evolved.

How easy or
complex were
their
implementations?

Enterprises or Portfolio
of Systems are by their
very nature very
complex. QOur
engineering staff and our
risk management experts
spent many hours
understanding the
complex system and
functional relationships
within the architecture
and portfolio.

With that said, once
understood, the enterprise
risk management
implementation
{described in Chapter IIT
of this dissertation)
proceeded in an
arganized and systematic
way. The difficulty was
in communicating the
process, tools, and results
10 OUr SPONSOT.

The FDNA rulcs

Modcrately complex. The database had to

are easy to
specify within a
portfolio
investment
selection tool.

Most of the work
lies in gathering
SME judgments
on dependency
relationships that
are then
expressed by
SOD and COD
values.

accommodate the many to many relationships and
asscssments, and roll-up schemas. The risk
asgessment inputfoutput forms for input were more
complex than traditional {ability to tag a risk
against any capability in the matrix, and view the
information sliced across capability, by risk, by
program, etc.). The development of the summary
of information (e.g. the grouping of risks causing
concern across the space) took time to evaluate.

The risk assessment facilitation of SMEs took
some initial orientation to the context of the risk
assessment, as the participants were more
generally entrenched in cost, schedule,
performance risk assessments, but once a couple
of assessments were conducied, they quickly
‘caught on’ to the framework and were
comlortable with the format of the assessment
(probability and assessment against achieving the
capability in the timeframe desired).

Without the full architectural understanding, the
FIDNA was more difficult. The specifics of the
capability in the timeframc and the contribution
were not flushed out to a level of fidelity for the
FDNA structure. The SMEs said it seemed straight
forward enough, the products and common
understanding was not to the level needed for the
capability contribution specificity.

Table 24, Industry Respondent Summaries {continued)
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Questions
8,910

Respondent
JS

Respondent
DM

Respondent
CM

How did
participants feel
about using these
methods?

The participants
(technical staff
actually using the
tools/processes) might
have experienced
some frustration
{because of the
complexity of the
portfolio and sponsor
coordination),
however, as the
Director for this
effort, | felt
comfortable that 1 had
quantifiable results
based on a well-
thought out set of
tools and risk analytic
processes.

In the most recent application {sec
response to question 3) the participants
recognized that the FDNA and
investment selection approach built on
their previous analyses and put them in a
framework where additional insight and
quantitative evaluation ¢ould be applied,
including their ultimate goal of providing
a well-founded rationale for prioritizing
risk mitigation options.

Thus the FDNA approach was not
viewed as a new and unrelated analysis,
but as a too] that integrated and extended
their previous work.

Sec answer to Question 7.
The capability risk
assessment framework took
some initial orientation
{more work required), but
was understood once the
analysts walked through a
risk assessment.

The FDNA sounded logical,
but was morc challenging to
perform the assessment of
contribution.

How did
consumers of the
outpuis from
these methods
feel about their
merits?

As mentioned above,
our sponsor had some
rescrvations with
regard to the results
due to a perceived
complexity of the
tools and the newness
of the risk analytic
procecsscs, However,
the outputs from our
processes resulted in
significant technical
recommendations to
change the system
architecture.

In the most recent application (also see
response to question 3) the participants
had been searching for 2 methodology
that would cnable them to establish a
quantitative framework for their risk
assessment and selection of mitigation
actions. They felt that the combined
FDNA and investment sclection approach
suited their needs perfectly. Other
customers have also been favorably
impressed with the FDNA capabilities.

Intermediate management
levels used the risk
information. The
information was not shared
with the most senior
leadership. As with any
method, the cutputs were
only as good as the inputs.

The risk information still
required being summarized
and synthesized for
intermediate and senior
leadership, but the
framework enabled drill-
down to the risk causing
concern for the analysts.

Wheo do you feel
are future
participants and
consumers of
these methods?

There are peer
portfolios within the
government who
would benefit greatly
from this
methodology, and in
fact, are already
incorporating some of
these methods.

The area of portfolic investment
analysis focusing on maximizing
overall mission capability and
minimizing systern risks is a
growing area of Government
concern, as evidenced by
directives such as the Clinger-
Cohen Act and the DoD Joint
Capabilities Intcgration
Drevelopment System {JCIDS)
Process. As noted above, the
FDDNA methodology plays a key
role in implementing these
analyses and will continue to be
a critical tool in our support to
CGiovernment agencies.

These approaches can he most
readily adopted by Portfolio,
enterprise, and capabilily managers,
risk assessment against
organizational goals.

Additionally, some of the concepts
here can be applied to program and
preject management. Instead of just
cost, schedule, technical, if there are
specific capability or milestones the
program or project must achieve,
risks can be assessed and monitored
against those planned achievements.
FDNA can be applied to programs or
organizations with first and second
order contributors (e.g. contractors
and sub-contractors or suppliers).

Table 24. Industry Respondent Summaries (continued)
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Questions Respondent Respondent Respondent
11, 12 I8 DM CM

On a scale of 5, Extremely good I would ratc FDNA at level 4, based on | 4. The maturity of the analysis
1 — 5 how maturity. The my actual tmplementation of this structure is 4 — quite good
analytically methodology captures | approach with several customers, and maturity. The concepts have
tnature are these a good halance their reaction regarding its suitability been implemented at least
methads? between capturing tor addressing their problems. once,
Analytical single-system risks 1 | icular, FDNA’s case of

maturity refers to
the degree these
methods are fully
developed to a
complete or final
stage. Explain the
basis for your
maturity rating.

that can impact the
entire portfolio {or a
significant portfolio
capability) and over-
arching risks that do
nol appear in single-
systemn assessments
due to complex

applicability within the portfolio
investment selection tool, which itself
has been successfully applied to
SuUpport QUMErous CUslOMers over an
eight year period, makes it a readily
applicable methodology.

interdependencies.
What are the Good project synergy | As indicated above, the FDNA Abilily to see the capability at
“pros™ with these | due to project methodelogy provides an idcal risk. Bevond the 5x35 risk
methods? engineering staff and mechanism to capiure the, possibly matrix mentality, this method

risk management
experts understanding
the complexity of the
portiolio. High impact
risks arc identified

subtle, dependencies among a
collection of interacting systems that
support a mission enterprise.
Capturing such dependencies is critical
to identifying the source of capability
performance risks in mission
operations. The identification of such
risks can then guide the optimal
allocation of additienal resources and
system investments.

In addition, we have found that the
FDNA appreach can often integrate
prior analyses that have becn
conducted on a program. For example,
many Government programs have a
requirement to develop architectural
*views” thal capture various system,
operational, and functional
associations within a mission
enterprisc.

However, these architectural views
typically lack any expression of the
relative importance and levels of
dependeney among the nodes within
these taxonomies. FDNA equations
can thus be introduced to support
additional analyscs that provide greater
insight into mission capability
dependencies and sources of risk.

gave insight into what was in
jeopardy of being achieved,
not just that fact that there
were high risks.

Gaining insight into common
contributors of risk to multiple
areas across the desired
capability space was
beneficial. The ability to tag
diffcrent risk impacts across
marny capability areas provided
insight (c.g. a single risk
impacted 17 capability
clements}. Even without the
capability contribution delined,
there were many risks that
could be defined to achigve the
capability within the desired
timeframe.

Onc of the more interesting
findings was the relationship
and influence diagram, the
secondary impact of Programs,
not fully understood prior to
trying to map out the
rclationships between the
programs coniributing to
achieving capability, The
secondary impact was the
indirect impact of a
dependency of a supplier of
capability {c.g. the supplier to
the supplier, and the ripple
effect through the network).

Table 24. Industry Respondent Summaries (continued)
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Questions Respondent Respondent Respondent

13,14, 15 IS DM CM
What are the Time may bc Convincing non-technical The ability to define capability desired
“cons” with these | required to customers of the logic and merit in a particular timecframe, within a
methods? comrmunicate the of the FDNA approach will particular area, to a satisfactory level

use of
tools/processes to
non-participants.

continue to be a challenge, as it is
with any sophisticated analytic
method.

As with any other such tools, we
need to bc ablc to illustrate the
value of the FONA methodology
in terms of how it will help the
customer make well-founded and
rational decisions.

Another hurdle is to secure the
support of domain SMEs who
have the insight and system
knowledge nceessary to identify
the dependency relationships used
to establish the FDNA equations.

was challenging. We did not fully
explore the contribution to capability of
programs because the initial step was
not achicved to a level of detail desired.

This method requircs
consensus/agreement as to the
capability desired and that was tough in
this context. Time needs to be devoted
by the team to analyze the information
for most meaningful results displays.
There is not a clear-cut prioritization of
top risks, we used multiple
prioritization schemes for risk priority.
Strictly max average resulted in too
many tics and didn’t account for
frequency of impact (ultimately we
evaluated both).

What factors will
further shape the
design of these
methods?

Acceptance by our
spensors and
showing positive
technical impact to
the decision
making process
will enable the
freedom to
improve the
tools/processes
involved.

Application of the FDNA
methodology with Government
sponsors will undoubtedly expose
us to new situations that will
require further adaptation in this
approach. New methods often
undergone enhancements to
address customer needs; so too
will the FDNA methodology
adapt to capture unique
relationships within mission
architectures.

Refinements will occur with further
implementation of thesc approaches.
Both for langnage in the ¢onstructed
scales and in ranking/prioritization
rules.

Where should
research be
focused to further
evolve these
methods?

Visualization or
straight-forward
explanations of the
“inner workings”
of the enterprise
risk management
methods
developed in this
dissertation.

Issues that arrive during actual implementation
of thc FDNA methodology will certainly point
to additional areas of research for this
approach. Customer nceds often present new
challenges for any of our analytic methods and
lead to creativc adaptations that could not be

otherwise anticipated.

However, as one particular area of study that

Analysis and visualization
of cluster effccts.
Consideration of miligalion
resource trades in
constrained and
uncensirained
environments.

currently could use further development is the
phenomenon of cyclic dependencies, e.g.,
node A feeds node B that, in turn, feeds node
C that comes back to feed node A, This
situation will surely arise in our future studies,
such as in the analysis of critical infrastructure
sectors, which include Energy, Transportation,
Agriculiure & Food, Telecommunications, and
Information Technology systems.

Table 24. Industry Respondent Summaries {concluded)
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INDUSTRY SURVEY: RESPONDENT RAW DATA
This section presents each respondent’s raw data.

PART I. RESPONDENT’S BACKGROUND INFORMATION
Please provide a brief summary of your professional buckground and responsibility for the task
associated that led to the development of the risk analytic methods described herein.

Name; John J. Shottes, Jr.; The MITRE Corporation
Evaluation Reply Date: 29 December 2008

Professional Background: Briefly describe you academic and professional background. Include
years of professional experience in the engineering systems community.

I am currently the Director of a collaborative, knowledge sharing organization for a large agency
within the Department of Defense (DoD). The principle domain of my current organization is in
the field of Battle Management and Command and Control. In my current position, I am
responsible for identifving risks and mitigation strategies, conducting independent technical
assessments, identifying opportunities to share knowledge, and mentoring across a broad range of
programs within a large enterprise. Prior to my current assignment, { served as a Project Director
for a large expanse of systems within a Portfolio Management structure. In this capacity, I
directed a team which provided critical support in the areas of systems engineering and
integration, architecture development and analysis, risk management, and portfolio optimization.

I have been engaged in systems engineering with The MITRE Corporation since 1985. I earned
my undergraduate degree at Boston University (Bachelor of Liberal Studies in Mathematics) and
a Master of Science degree in Computer Engineering from the University of Massachusetts at
Lowell. I am a Senior Member of the American Institute of Aeronautics and Astronautics and a
Member of the Institute of Electrical and Electronics Engineers.

Description of Work Responsibility: Without program(s) attribution, briefly describe your roles
and responsibilities on the task or assignment that led to the development of the risk analytic
method described in this dissertation.

See above professional background description. Specifically, as a MITRE Project Director for a
30 Staff-Year Technical Project, I directed a team which provided critical support in the areas of
systems engineering and integration, architecture development and analysis, risk management,
and portfolio optimization.
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PART IL. EVALUATION QUESTIONS

The following are the questions that comprise this evaluation. Please provide short but sufficient
answers to these questions with examples (where possible) that support and amplify your
response. Please submit your answers to these questions electronically to the researcher on g
separate document.

Henceforth “these methods” refer to the risk analytic methods in Chapter III and Chapter V of
this dissertation.

1. What challenges characterized the engineering systems project where these methods
were developed?

In my opinion, there were two major challenges to the methods employed on the project: 1)
the size and complexity of the project and 2) acceptance by our sponsor of the results.
Specifically, the size and complexity of the project had a tendency to “disguise™ a true impact
to the overall portfolio of systems. With regard to sponsor acceptance, the perceived
complexity of our processes and tools led to an uncertainty in the utility of the results. Many
hours of dialogue with our sponsor was needed to explain our process and tools.

2. Were traditional engineering systems risk analysis methods appropriate? If yes, then
why? If not, then why not?

Traditional engineering systems risk analysis methods had some applicability in places (e.g.,
like constructing a 5x5 risk matrix {probability versus consequence) of the risk analysis
approach, however, the risks identified as part of a traditional method might not necessarily
be evaluated in terms of how thev impact overall risks and dependencies prevalent in the
portfolio. The approach designed for this enterprise system has roots in traditional risk
management methods but greatly expands or adds to them for the complexity of this problem
space.

3. What led to decisions to use the risk analytic methods in Chapter III?

The decision to use the Enterprise Risk Management methodelogy as described in this
dissertation was made in an attempt to capture the impacts of the size and complexity of a
large portfolio of highly connected systems. Single system risk management techniques alone
were inadequate due to the fact that a single, significant risk in a particular system could
adversely impact the capability of the entire portfolio. Also, Enterprise Risk Management
methodologies capture “over-arching™ risks that are missed by single-system risk
management methods.
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4. What impact did these methods have on influencing decisions?

The Enterprise Risk Management methedology, coupled with our representation of our
system architecture in the portfolio, led to recommendations to improvements in the
architecture as well as corrections of deficiencies in the systems involved.

5. Who benefited from these methods?

Our sponsor, as well as the DoD Services (Air Force, Army, Navy, Marines) involved in this
program.

6. How were these methods actually implemented?

The risk management system was integrated into an over-arching systems engineering
process for Portfolio Management. Specifically, our project set up efforts to develop an
architecture, analyze the architecture, assess risk, and make recommendations with regard to
the portfolio.

7. How easy or complex were their implementations?

Enterprises or Portfolio of Systems are by their very nature very complex. Our engineering
staff and our risk management experts spent many hours understanding the complex system
and functional relationships within the architecture and portfolio. With that said, once
understood, the enterprise risk management implementation (described in Chapter III of this
dissertation) proceeded in an organized and systematic way. The difficulty was in
communicating the process, tools, and results to our sponsor.

8. How did participants feel about using these methods?

The participants (technical staff actually using the tools/processes) might have experienced
some frustration (because of the complexity of the portfolio and sponsor coordination),
however, as the Director for this effort, I felt comfortable that 1 had quantifiable results based
on a well-thought out set of tools and risk analytic processes.

9. How did consumers of the outputs from these methods feel about their merits?

As mentioned above, our sponsor had some reservations with regard to the results due to a
perceived complexity of the tools and the newness of the risk analytic processes. However,
the outputs from our processes resulted in significant technical recommendations to change
the system architecture.
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10. Who do you feel are future participants and consumers of these methods?

There are peer portfolios within the government who would benefit greatly from this
methodology, and in fact, are already incorporating some of these methods.

11. On 2 scale of 1 — 5 how analytically mature are these methods? Analytical maturity
refers to the degree these methods are fully developed to a complete or final stage. Explain
the basis for your maturity rating.

5, Extremely good maturity. The methodology captures a good balance between capturing
single-system risks that can impact the entire portfolio (or a significant portfolio capability)
and over-arching risks that do not appear in single-system assessmenis due to complex
interdependencies.

12. What are the “pros” with these methods?

Good project synergy due to project engineering staff and risk management experts
understanding the complexity of the portfolio.

High impact risks are identified
13. What are the “cons” with these methods?

Time may be required to communicate the use of tools/processes to non-parﬁcipants.
14. What factors will further shape the design of these methods?

Acceptance by our sponsors and showing positive technical impact to the decision making
process will enable the freedom to improve the tools/processes involved.

15. Where should research be focused to further evolve these methods?

Visualization or straight-forward explanations of the “inner workings™ of the enterprise risk
management methods developed in this dissertation.
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PART 1. RESPONDENT’S BACKGROUND INFORMATION
Please provide a brief summary of your professional background and responsibility for the task
associated that led to the development of the risk analytic methods described herein.

Name: Richard A. Moynihan; The MITRE Corporation
Evaluation Reply Date: 24 January 2009

Professional Background: Briefly describe you academic and professional background. Include
years of professional experience in the engineering systems community.

Ph.D., Mathematics, concentration in Probability, Untversity of Massachusetts/Amherst
M.S., Operations Research, Corneil University
A.B., Mathematics, Dartmouth College

I am a Principal Staff/Group Leader in the Economic and Decision Analysis Center (EDAC) at
MITRE Corperation. 1 joined MITRE in 1977, after spending two years teaching college and
conducting academic research in probability theory. My areas of expertise and responsibility
include the following: Decision Analysis, Risk Analysis, Portfolio Investment Analysis, System
Effectiveness Studies, Mathematical/Computer Modeling, and Operations/ Logistics Analysis.

Description of Work Responsibility: Without program(s) attribution, briefly describe your roles
and responsibilities on the task or assignment that led to the development of the risk analyric
method described in this dissertation.

Much of my recent work has involved developing and applying analytic methods to identify
technology investments to support the missions of various Government organizations, including
military services. The basis for selecting investment options has either been to enhance mission
capabilities or to reduce system risks. In either case, my approach has utilized the construction of
a mission tree hierarchy, often called a “strategy-to-task™ mission decomposition. Within this
mission tree hierarchy it is essential to capture the interrelationships and dependencies among the
various tree nodes, starting at top-level mission objectives and flowing down to lower-level
functions and tasks. I have found the FDNA methodology to be an ideal mechanism to capture
these relationships. Having established such an FDNA-based network framework, it is then
possible to map potential technology investments against associated mission nodes and use
FDNA equations to measure their impact in improving capabilities or reducing risks.
Optimization algorithms can then be applied to this overall framework in order to identify most
cost-effective investment portfolios.
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PART II. EVALUATION QUESTIONS

The following are the questions that comprise this evaluation. Please provide short but sufficient
answers o these questions with examples (where possible) that support and amplify your
response. Please submit your answers to these questions electronically to the researcher on a
separate document.

Henceforth “these methods” refer to the risk analytic methods in Chapter III and Chapter V of
this dissertation.

I. What challenges characterized the engineering systems project where these methods
were developed?

Many enterprise systems are designed to support a particular military mission or business
operation whose effective conduct depends on the interaction of a variety of diverse system
functions. For example, a military search-and-rescue operation may rely on the coordinated
interaction of radar sensors, radio communications, computer processors, and rescue vehicles,
The interplay among these systems may be complex, with the poor performance of any one
system having detrimental consequences on the overall mission, The FDNA methodology
provides an ideal mechanism to capture the, possibly subtle, dependencies among such a
collection of interacting systems. Capturing such dependencies is critical to identifying the
source of any capability deficiencies and performance risks in mission operations. The
identification of these areas can then guide the optimal allocation of additional resources and
system investments.

2. Were traditional engineering systems risk analysis methods appropriate? If yes, then
why? If not, then why not?

Traditional risk analysis methods tend to focus on individual systems (such as their readiness
levels or ability to meet, often arbitrary, performance standards) and program processes (such
as schedule and funding). However, these methods do not adequately address the complex
interactions that define an enterprise system, where synergy of operation among diverse
systems is most important.

3. What led to decisions to use the risk analytic methods in Chapter 1117

In a current analysis we were given a system risk assessment that identified vulnerabilities
among lower level tasks within an enterprise system operation. Risk mitigation actions had
also been recommended to reduce the potential impact of these vulnerabilities. However,
there was no mechanism for prioritizing these mitigation actions, since the relative
importance of the performance of the individual tasks had not been evaluated and captured.

The FDNA approach provided a very effective and efficient means for implementing such an
evaluation. The application of FDNA provided a natural network structure for capturing the
existing enterprise system taxonomy. Moreover, the FDNA equations could then be overlaid
on the network hierarchy to capture the operational level of each node as a function of its
lower-level feeder nodes. Subject-matter experts (SMEs) were consulted to establish both the
strength-of-dependency (SOD) and criticality-of-dependency (COD) for these nodal
relationships. The resulting enterprise level, FDNA-based, capability tree then allowed us to
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measure the impact of individual, and groups of, mitigation actions at an overall enterprise
level,

4. What impact did these methods have on influencing decisions?

The FDNA methods have been a key component in enabling capability-based portfolio
investment analysis at an enterprise system level. With limited Government budgets, it is
critical to understand how a mixture of various investments, acting in combination, best
supports the operation of a broad mission or enterprise system. Moreover, it forces decision
makers to evaluate and justify investment decisions based on their mission impact, rather than
on arbitrary performance parameters — such as bits-per-second for a communications system.

[n particular, FDNA equations facilitate the conversion of engineering performance scales to
“value functions” (on a 0-100 utility scale), following the approach of Keeney-Raiffa.

5. Who benefited from these methods?

Program managers, decision-makers, and other stakeholders benefit from the FDNA
approach by achieving a better understanding of the overall impact of system, capability risks
and where their scarce investment dollars should be spent in mitigating these factors.

6. How were these methods actually implemented?

The FDNA rules are easily implemented within portfolio investment selection tools. Such
tools are designed to capture a mission capability tree hierarchy wherein nodal dependencies
can be specified by FDNA rules. Portfolio investment tools can then measure the impact of
any set of investment options and apply an optimization algorithm to identify the most cost-
effective portfolio at any budget level.

7. How easy or complex were their implementations?

The FDNA rules are easy to specify within portfolio investment selection tools. Most of the
work lies in gathering SME judgments on dependency relationships that are then expressed
by SOD and COD values.
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8. How did participants feel about using these methods?

In the most recent application (see response to question 3) the participants recognized that
FDNA built on their previous analyses and put them in a framework where additional insight
and quantitative evaluation could be applied, including their ultimate goal of providing a
well-founded rationale for prioritizing risk mitigation options. Thus the FDNA approach was
not viewed as a new and unrelated analysis, but as a tool that integrated and extended their
previous work.

9. How did consumers of the outputs from these methods feel about their merits?

In the most recent application (also see response to question 3) the participants had been
searching for a methodology that would enable them to establish a quantitative framework for
their risk assessment and selection of mitigation actions. They felt that FDNA when
combined with their mitigation selection approach suited their needs perfectly. Other
customers have also been favorably impressed with the FDNA capabilities.

10. Who do you feel are future participants and consumers of these methods?

The area of portfolic investment analysis focusing on maximizing overall mission capability
and minimizing system risks is a growing area of Government concern, as evidenced by
directives such as the Clinger-Cohen Act and the DoD Joint Capabilities Integration
Development System (JCIDS) Process. As noted above, the FDNA methodology plays a key
role in implementing these analyses and will continue to be a critical tool in our support to
Government agencies.

11. On a scale of 1 — 5 how analytically mature are these methods? Analytical maturity
refers to the degree these methods are fully developed to a complete or final stage. Explain
the basis for your maturity rating.

I would rate FDNA at level 4, based on my actual implementation of this approach with
several customers, and their reaction regarding its suitability for addressing their problems. In
particular, FDNA’s ease of applicability within portfolio investment selection tools, which
itself has been successfully applied to support numerous customers over an eight year period,
makes it a readily applicable methodology.

12, What are the “pros” with these methods?

As indicated above, the FDNA methodology provides an ideal mechanism to capture the,
possibly subtle, dependencies among a collection of interacting systems that support a
mission enterprise. Capturing such dependencies is critical to identifying the source of
capability performance risks in mission operations. The identification of such risks can then
guide the optimal allocation of additional resources and system investments.

In addition, we have found that the FDNA approach can often integrate prior analyses that
have been conducted on a program. For example, many Government programs have a
requirement to develop architectural “views™ that capture various system, operational, and
functional associations within a mission enterprise, However, these architectural views
typically lack any expression of the relative importance and levels of dependency among the
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nodes within these taxonomies. FDNA equations can thus be introduced to support additional
analyses that provide greater insight into mission capability dependencies and sources of risk.

13. What are the “cons” with these methods?

Convincing non-technical customers of the logic and merit of the FDNA approach will
continue to be a challenge, as it is with any sophisticated anaiytic method. As with any other
such tools, we need to be able to illustrate the value of the FDNA methodology in terms of
how it will help the customer make well-founded and rational decisions. Another hurdle is to
secure the support of domain SMEs who have the insight and system knowledge necessary to
identify the dependency relationships used to establish the FDNA equations.

14, What factors will further shape the design of these methods?

Application of the FDNA methodology with Gevernment sponsors will undoubtedly expose
us to new situations that will require further adaptation in this approach, Just as new methods
undergone enhancements to address customer needs, so too will the FDNA methodology
adapt to capture unique relationships within mission architectures.

15. Where should research be focused to further evolve these methods?

Issues that arrive during actual implementation of the FDNA methodology will certainly
point to additional areas of research for this approach. Customer needs often present new
challenges for any of our analytic methods and lead to creative adaptations that could not be
otherwise anticipated.

However, as one particular area of study that currently could use further development is the
phenomenon of cyclic dependencies, ¢.g., node A feeds node B that, in turn, feeds node C
that comes back to feed node A. This situation will surely arise in our future studies, such as
in the analysis of critical infrastructure sectors, which include Energy, Transportation,
Agriculture & Food, Telecommunications, and Information Technology systems.
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PART 1. RESPONDENT’S BACKGROUND INFORMATION .
Please provide a brief summary of your professional background and responsibility for the task
associated that led to the development of the risk analytic methods described herein.

Name: Charlene J. McMahon; The MITRE Corporation
Evaluation Reply Date: 2 February 2009

Professional Background: Briefly describe you academic and professional background. Include
years of professional experience in the engineering systems community.

B.8. Resource Economics, University of Massachusetts, Amherst, 1992
M.S. Information System Engineering, Northeastern University, 1999

1993 - Present. The MITRE Corporation, Bedford, Massachusetts.

I am a Group Leader, Principle Staff, in the Economic and Decision Analysis Center at The
MITRE Corporation. The group 1 lead provides support to MITRE government sponsors in
analyzing and managing risk, cost, and schedule. Since 2003, 1 have been the leader of the
MITRE Center for Acquisition and Systems Analysis, Risk Analysis and Management Technical
Team. | have supported a broad range of government programs, experiments, organizations,
enterprise systems, system of systems, and capability portfolios. On these efforts, I have focused
on the implementation of risk management processes and assessments, cost, and environmental
considerations.

Description of Work Responsibility: Without program(s} attribution, briefly describe your roles
and responsibilities on the task or assignment that led to the development of the risk analytic
method described in this dissertation.

Task leader to provide risk analysis and management strategy and implementation for a
Capability Portfolio.
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PART II. EVALUATION QUESTIONS

The following are the questions that comprise this evaluation. Please provide short bur sufficient
answers o these questions with examples (where possible) that support and amplify your
response. Please submit your answers to these questions electronically to the researcher on a

separate document.

Henceforth “these methods” refer to the risk analytic methods in Chapter IIT and Chapter V of
this dissertation.

1. What challenges characterized the engineering systems project where these methods
were developed?

The effort was in support of a capability portfolio manager. The responsibility is/was to foster
capability development. The portfolio was comprised of Programs and organizations that
contribute to the capability areas under the purview of the capability manager, but not
management authority. The Programs and organizations were not directly reporting to the
capability manager, nor were the capabilities strictly aligned with a single capability area
(within or external to the portfolio). There were many challenges inherent in the alignment
and understanding of the complex management space. The portfolio manager needed insight
into areas of risks to achieving the capability desired, where to focus efforts to close gaps in
capability, prioritize issues, and risks that crossed multiple capability areas, programs,
organizations, and identify mitigation opportunities.

2. Were traditional engineering systems risk analysis methods appropriate? If ves, then
why? If not, then why not?

Yes and no. Traditional risk analysis methods were appropriate in the sense of analyzing risks
and evaluating the impact of the risks. A traditional risk matrix of probability and
consequence could be derived and evaluated. The difference was that the programs and risks
had to be evaluated against the strategic goals of the organization, the identification of
programs contributing to, and risks to the ‘picture of success,” risks that impact the ability to
achieve the capability desired. The development of the analytic methods presented in these
documents were leveraged to gain insight and understanding of risk impact beyond cost,
schedule, and technical domain (to include those considerations), but needing to capture the
impact to the capability and the consideration of dependencies, to evaluate the impact to the
capabilities themselves, and the direct and indirect influence of Programs for portfolio
considerations. Traditional cost, performance, and schedule risk scales were modified for
capability assessment. The fact that a single program was off its schedule may or may not
impact the portfolio. The evaluation of risk was not whether a Program was 2 weeks or 2
months late, instead the assessment was whether it presented risk to the capability delivery
roadmap (timeframe of need).

3. What led to decisions to use the risk analytic methods in Chapter III?

As stated in response to Question 2, the complex nature of the task, and desire to ‘see’ the
capabilities at risk to being achieved. To provide an assessment of the ability to achieve the
capability roadmap, not strictly a two-dimensional risk matrix (consequence and probability)
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that didn’t give insight into what was at risk, instead that there were (and remain) high,
medium, and low risks. Chapter V, FDNA, was developed to evaluate the first and second
order impact of Program contribution to capability.

4. What impact did these methods have on influencing decisions?

Chapter II1, the capability risk assessment framework, enabled the team to identify common
risks/issues to be assessed further by study teams. The risks that spanned capability areas
were identified for coordinated effort to identify resolutions across capability domains.
Chapter V, FDNA, was not fully implemented, but of the partial implementation the indirect
influences were interesting, €.g. the program contributing to another program, thus indirectly
impacting a capability they are not directly influencing.

5. Who benefited from these methods?

In this case, the analysts benefited most, the ability to see the interconnectedness of risks and
influence and provide recommendations for grouping of ‘like’ risks.

6. How were these methods actually implemented?

These methods were implemented via use of a MS Access database and.Net application to
view the information; this included MS Excel spreadsheets and interviews of subject matter
experts (SMEs). Architecture products and schedules proved useful as they evolved.

7. How easy or complex were their implementations?

Moderately complex. The database had to accommodate the many to many relationships and
assessments, and roll-up schemas. The risk assessment input/output forms for input were
more complex than traditional (ability to tag a risk against any capability in the matrix, and
view the information sliced across capability, by risk, by program, ...). The development of
the summary of information (e.g. the grouping of risks causing concern across the space) took
time to evaluate. The risk assessment facilitation of SMEs took some initial orientation to the
context of the risk assessment, as the participants were more generally entrenched in cost,
schedule, performance risk assessments, but once a couple of assessments were conducted,
they quickly ‘caught on’ to the framework and were comfortable with the format of the
assessment {probability and assessment against achieving the capability in the timeframe
desired). Without the full architectural understanding, the FDNA was more difficult. The
specifics of the capability in the timeframe and the contribution were not flushed out to a
level of fidelity for the FDNA structure. The SMEs said it seemed straight forward enough,
the products and common understanding was not to the level needed for the capability
contribution specificity.

8. How did participants feel about using these methods?

See answer to Question 7. The capability risk assessment framework took some initial
orientation (more work required), but was understood once the analysts walked through a risk
assessment, The FDNA sounded logical, but was more chal'lenging to perform the assessment
of contribution.
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9, How did consumers of the outputs from these methods feel about their merits?

Intermediate management levels used the risk information. The information was not shared
with the most senior leadership. As with any method, the outputs were only as good as the
inputs. The risk information still required being summarized/synthesized for intermediate and
senior leadership, but the framework enabled drill-down to the risk causing concern for the
analysts.

10. Who do you feel are future participants and consumers of these methods?

These approaches can be most readily adopted by Portfolio, enterprise, and capability
managers, risk assessment against organizational goals. Additionally, some of the concepts
here can be applied to program and project management. Instead of just cost, schedule,
technical, if there are specific capability or milestones the program or project must achieve,
risks can be assessed and monitored against those planned achievements. FDNA can be
applied to programs or organizations with first and second order contributors {e.g. contractors
and sub-contractors or suppliers).

11. On a scale of 1 — 5 how analytically mature are these methods? Analytical maturity
refers to the degree these methods are fully developed to a complete or final stage. Explain
the basis for your maturity rating.

4. The maturity of the analysis structure is 4 — quite good maturity. The concepts have been
implemented at least once. '

12. What are the “pros” with these methods?

Ability to see the capability at risk. Beyond the 5x5 risk matrix mentality, this method gave
insight into what was in jeopardy of being achieved, not just that fact that there were high
risks. Gaining insight into common contributors of risk to multiple areas across the desired
capability space was beneficial. The ability to tag different risk impacts across many
capability areas provided insight (e.g. a single risk impacted 17 capability elements). Even
without the capability contribution defined, there were many risks that could be defined to
achieve the capability within the desired timeframe. One of the more interesting findings was
the relationship and influence diagram; the secondary impact of Programs, not fully
understood prior to trying to map out the relationships between the programs contributing to
achieving capability. The secondary impact was the indirect impact of a dependency of a
supplier of capability (e.g. the supplier to the supplier, and the ripple effect through the
network).

13. What are the “cons” with these methods?

The ability to define capability desired in a particular timeframe, within a particular area, to a
satistactory level was challenging. We did not fully explore the contribution to capability of
programs because the initial step was not achieved to a level of detail desired. This method
requires consensus/agreement as to the capability desired and that was tough in this context.
Time needs to be devoted by the team to analyze the information for most meaningful results
displays. There is not a clear-cut prioritization of top risks, we used multiple prioritization
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schemes for risk priority. Strictly max average resulted in too many ties and didn’t account
for frequency of impact {ultimately we evaluated both}).

14. What factors will further shape the design of these methods?

Refinements will occur with further implementation of these approaches. Both for language
in the constructed scales and in ranking/prioritization rules.

15. Where should research be focused to further evolve these methods?

Analysis and visualization of cluster effects. Consideration of mitigation resource trades in
constrained and unconstrained environments.
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APPENDIX C

LITERATURE ASSESSMENT SUMMARY

INTRODUCTION

As discussed in Chapter 1, today’s systems are increasingly characterized by their ubiquity and
lack of specification. Systems like the internet are unbounded, present everywhere, and in places
simultaneously. They are an emrerprise of systems and systems-of-systems. Through the use of
advanced network and communications technologies, these systems continuously operate to meet
the demands of globally distributed and uncountable many users and communities.

Engineering enterprise systems is an emerging discipline that encompasses and extends
traditional systems engineering to create and evolve webs of systems and systems of systems.
They operate in a network-centric way, to deliver capabilities via services, data, and applications
through richly interconnected networks of information and communications technologies.

More defense systems, transportation systems, and financial systems connect across boundaries
and seamlessly interface with users, information repositories, applications, and services. These
systems are an enterprise of people, processes, technologies, and organizations.

How to design, engineer, and manage enterprise systems is at the cutting edge of the literature on
systems thinking and engineering. Lack of clearly defined boundaries and diminished hierarchical
control are significant technical and managerial challenges. Along with this, the engineering
management community needs to establish and publish methods for identifying, analyzing, and
managing risks in systems engineered to operate in enterprise contexts.

What makes managing risks in engineering enterprise systems more challenging than managing
risks in engineering traditional systems? How does the delivery of capability to users affect how
risks are identified and managed in engineering enterprise systems?

With regard to the first question, the difference is principally a matter of scope. From a high-ievel
perspective, the basic risk management process (refer to Figure 2) is the same. The challenge
comes from implementing and managing this process across a large-scale, complex, enterprise —
where contributing systems may be in different stages of maturity and where managers, users, and
stakeholders may have different capability needs and priorities.

With regard to the second question, an enterprise system is often planned and engineered to
deliver capabilities through a series of time-phased increments or evolutionary builds. Thus, risks
can originate from many different sources and threaten enterprise capabilities at different points
in time. Furthermore, these risks (and their sources) must align to the capabilities they potentially
affect and the scope of their consequences understood. In addition, the extent enterprise risks may
have unwanted collateral effects on other dependent capabilities must be carefully examined.
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A final distinguishing challenge in engineering enterprise systems is not only their technologies
but the way users interface with them and each other. Today, the engineering and social science
communities are joining in ways not previously seen when planning and evolving the design,
development, and operation of enterprise systems.

The goal of this research is the design of formal methods that provide a holistic understanding of
risks in engineering enterprise systems, their potential consequences, dependencies, and rippling
effects across the enterprise space. Ultimately, risk management in this context aims to establish
and maintain a complete view of risks across the enterprise, so capabilities and performance
objectives are achieved via risk-informed resource and investment decisions.

LITERATURE ASSESSMENT

The literature in this field has only begun to address the complexities and multidisciplinary nature
of this problem space. Foundational perspectives on ways to view this space exist in the literature.
However, evident from the literature assessment summarized in Table 25 significant knowledge
gaps exist on methods for identifying, analyzing, and managing risks in systems engineered to
operate on an enterprise scale. Beginning to address this need has been the aim, objective, and
contribution of this research. From the industry and literature assessments Appendix B and
Appendix C, respectively, it is clear this objective has made positive gains but remains a work-in-

progress.

Figure 90 shows the major academic disciplines relevant in this research and published literature.
Three axes are shown. They are engineering systems, risk and decision theory, and engineering
risk management. General systems theory provides a foundation and context for how aspects of
these disciplines are applied to the research problems in this dissertation.

Engineering
Systems

Systems,

Systems of Systems,
Axiomatic Decision Theory, Enterprise Systems
Utility Function Theory,
Preference Theory

7 Engineering Risk
. Management
/ Dissertation
Risk and Decision
Theory Engineering Systems Risk
Analysis & Management

General Systems Theory

Figure 90. Dissertation Research: Literature Map Dimensions
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Relationship of Dissertation Research to Published Literature

This section identifies key publications related to engineering risk management and offers an
assessment of this literature in relation to the research in this dissertation. In Chapter 1, five
problem areas were investigated. The first area established a framework within which to study
systems engineering risk theory and how it extends to the enterprise problem space. This includes
developing new methods and new risk-analytic formalisms. Solutions to subsequent problem
areas built upon these findings. Chapter VII integrated these results to form an analytical
framework and computational model to measure risk and its impacts in engineering enterprise
systems.

Problem Area 1
Describe and structure the risk management problem space as it relates to engineering enterprise
systems from a capability portfolio perspective.

Problem Area 2

Develop mathematical protocols for measuring risk within structures of capability portfolios,
where these portfolios collectively deliver capability to consumers served by the enterprise.
Create measurement formalisms that account for, and track, multiple-sources where risks to
capabilities originate.

Problem Area 3
Develop decision-theoretic algorithms for measuring risk criticality as a function of the measures
developed in Problem Area 2 and capability dependencies present in a portfolio.

Problem Area 4
Develop protocols for capturing and measuring dependencies among capabilities within a
portfolio and across a family of portfolios that comprise an enterprise.

Problem Area 5

Bring together research and solution approaches developed in problem areas one through four
into a coherent theory for representing, modeling, and measuring risk in engineering large-scale,
complex, systems designed to function in enterprise-wide environments.

Table 25 presents an assessment of the literature with respect to these five problem areas and
isolates where gaps in current scholarship are addressed by the research in this dissertation. For
this, a color coding scheme was defined and presented below. The color code indicates the degree
to which the dissertation research problem area is addressed in the referenced article or work.

COLOR CODING SCHEME

Red:
Problem area not addressed in the referenced article or work.

Yellow:
Problem area addressed to some extent in the referenced article or work; but, insufficient to meet this
dissertation’s research objectives.

Green:
Problem area addressed in the referenced article or work.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



248

Literature Assessment Problem | Problem | Problem | Problem | Problem
Areal Area2 Area3 Aread Areas

Allen, T., Nightingale, D., Murman, E., March 2004. “Engineering Systems an Enterprise
Perspective”, an Engineering Systems Monograph, Engineering Systems Division, The
Massachusetts Institute of Technology.

YELLOW RED RED RED RED

Arrow, K. 1., 1965, “Aspects of the Theory of Risk Bearing”, Yrjo Jahnsson Lectures, Helsinki,
Finland: Yrjo Jahnssonin Saatio.

RED YELLOW YELLOW RED RED

Ayyub, B. M., 2001. Elicitation of Experi Opinions for Unceriainty and Risks, Chapman-
Hall/CRC-Press, Taylor & Francis Group (UK), Boca Raton, London, New York.

RED YELLOW YELLOW RED RED

Ayyub, B. M., McGill, W. L., Kaminsky, M., 2007. “Critical Asset and Portfolio Risk Analysis:
An All-Hazards Framework™, Risk Analysis, Vol. 27, No. 4.

YELLOW YELLOW YELLOW RED RED

Bahnmaier, W, W, editor, 2003, Risk Management Guide for DOD Acquisition, 5th Edition,
Version 2.0, Department of Defense Acquisition University Press, Fort Belvoir, Virginia, 22060-
5565.

RED RED RED RED RED

Bemoulli, D., 1738. “Exposition of a New Theory on the Measurement of Risk”, Econometrica,
Vol. 22, No. 1 (Jan., 1954), pp. 23-36 Virginia, 22060-5565, The Econometric Society,
www jstor.org/stable/ 1909820,

[ RED YELLOW YELLOW RED RED

Blanchard, B. 8., Fabrycky W. 1., 1990, Svstems Engineering and Analysis, 2nd ed. Englewood
Cliffs, New Jersey, Prentice-Hall, Inc.

YELLOW YELLOW YELLOW RED RED

Browning, T. R., Deyst, I. I., Eppinger, S. D., 2002. “Adding Value in Product Development by
Creating Information and Reducing Risk”, IEEE Transactions on Engineering Management, Vol.
49, No. 4,

RED YELLOW YELLOW RED RED

Table 25. Literature Assessment Relative to Research Problem Areas
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Literature Assessment

Problem
Areal

Problem
Area2

Problem
Areal

Problem
Aread

Problem
Area s

Chytka, T., Conway, B., Keating, C., Unal, R., 2004. “Development of an Expert Judgment
Elicitation And Calibration Methodology for Risk Analysis in Conceptual Vehicle Design”, Old
Dominion University Project Number: 130012, NASA Grant NCC-1-02044, NASA Langley
Research Center, Hampton, Virginia 23681.

RED YELLOW YELLOW RED RED

Clemen, R. T., 1996. Making Hard Decisions An Introduction to Decision Analysis, 2nd edition,
Pacific Grove, California, Brooks/Cole Publishing Company.

RED YELLOW YELLOW RED RED

Cox, L. A., Babayev, D., Huber, W., 2005. “Some Limitations of Qualitative Risk Rating
Systems” Risk Analysis, Vol. 25, No. 3.

RED YELLOW YELLOW RED RED

Cox, L. A., 2009. “Improving Risk-Based Deciston Making for Terrorism Applications”, Risk
Analysis, Vol. 29, No. 3.

RED YELLOW YELLOW RED RED

Creswell, J. W, 2003. Research Design: Qualitative, Quantitative, and Mixed Methods
Approaches (2nd ed.), Sage University Press, Thousand Qaks, California.

RED RED RED RED RED

Crowther, K. G., Haimes, Y. Y., Taub, G., 2007, “Systemic Valuation of Strategic Preparedness
Through Application of the Inoperability Input-Output Model with Lessons Learned from
Hurricane Katrina”, Risk Analysis, Vol. 27, No. 5.

RED YELLOW RED GREEN RED

- Dantels, C. B. and LaMarsh, W. 1., 2007. “Complexity as a Cause of Failure in Information
Technology Project Management”, Proceedings of IEEE International Conference on System of
Systems Engineering, April, pp.1-7.

YELLOW | YELLOW RED RED RED
de Finetti, B., 1974. Theory of Probability, Vol. 1., John Wiley & Sons, New York, NY.
YELLOW RED RED RED RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Problem
Areal

Problem
Area2

Problem
Areal

Problem
Aread

Problem
Area s

de Finetti, B (author)., A. Mura, A, (editor), 2008. Philosophical Lectures on Probability:

Springer-Science + Business Media B

V.

YELLOW

RED

RED

RED

RED

Dyer, J. S., Sarin, R. K., 1979. “Measurable Multiattribute Value Functions”, Operations
Research, Vol. 27, No. 4, July-August.

RED

YELLOW

YELLOW

RED

RED

Edwards, J. E., Scott, I. C., Nambury, R. 8., 2003. The Human Resources Program-Evaluation

Handbook, Sage University Press, Thousand Qaks, California.

RED

RED

RED

RED

RED

Edwards, W., 1954, “The Theory of Decision Making”, Psychological Bulletin, 41, 380-417.

RED

YELLOW

YELLOW

RED

RED

Edwards, W., 1961. “Behavioral Decision Theorv”, Annual Review of Psychology, 12, 473-498,

RED

YELLOW

YELLOW

RED

RED

Fishburn, P. C., “Foundations of Decision Analysis: Along the Way”, Management Science, Vol.

35, No. 4, April 1989.

RED

YELLOW

YELLOW

RED

RED

GAO: Government Accountability Office, July 2004, “Defense Acquisitions: The Global
Information Grid and Challenges Facing its Implementation”, GAO-04-858.

YELLOW

RED

RED

RED

RED

Garvey, P. R., Che, C. C., Giallombardo, R., 1997. “RiskNav: A Decision Aid for Prioritizing,
Displaying, and Tracking Program Risk”, Military Operations Research, V3, N2.

RED

YELLOW

YELLOW

RED

RED

Garvey, P. R,

1999. “Risk Management”, Encyclopedia of Electrical and Electronics
Engineering, John Wiley & Sons, New York, NY.

YELLOW

YELLOW

YELLOW

RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Problem
Areal

Problem
Area 2

Problem

Area 3

Problem
Aread

Problem
Areas

Garvey, P. R., 2000. Probability Methods for Cost Uncertainty Analysis: A Systems Engineering
Perspective, Chapman-Hall/CRC-Press, Taylor & Francis Group (UK), London, Boca Raton,
New York; [; ISBN 0824789660.

YELLOW RED RED RED RED

Garvey, P. R., 2001, “Implementing a Risk Management Process for a Large Scale Information
System Upgrade — A Case Study”, INSIGHT, Vol. 4, Issue I, International Council on Systems
Engineering (INCOSE).

YELLOW YELLOW YELLOW RED RED

Garvey, P. R, Cho, C. C., 2003. “An Index to Measure a System’s Performance Risk”, The
Acquisition Review Quarterly {ARQ), Vol. 10, No. 2.

YELLOW YELLOW YELLOW RED RED

Garvey, P. R., Cho, C. C,, 2005. “An Index to Measure and Monitor a System of systems’
Performance Risk”, The Acquisttion Review Journal (ARJ}).

YELLOW YELLOW YELLOW RED RED

Garvey, P. R., 2005. “System of Systems Risk Management Perspectives on Emerging Process
and Practice”, The MITRE Corporation, MP 04B0000054.

YELLOW YELLOW YELLOW RED RED

Garvey, P. R., 2008. Analytical Methods for Risk Management. A Systems Engineering
Perspective, Chapman-Hall/CRC-Press, Taylor & Francis Group (UK). London, Boca Raton,

New York; ISBN 1584886374,

GREEN YELLOW YELLOW RED RED
Gelinas, N., 2007. “Lessons of Boston’s Big Dig”, City Journal.
NA NA NA NA NA

Gharajedaghi, J., 1999. Systems Thinking Managing Chaos and Complexity — A Platform for
Designing Business Architecture, Woburn, Massachusetts, Butterworth-Heinemann.

YELLOW RED RED RED RED

Table 25, Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Froblem
Areal

Problem
Area2

Problem
Areal

Problem
Area 4

Problem
Area s

Haimes, Y. Y., 2004. Risk Modeling, Assessment, and Management, 2nd ed., John Wiley & Sons,
New York, NY.

YELLOW YELLOW YELLOW GREEN RED

Hofstetter, P., Bare, J. C., Hammitt, J. K., Murphy, P. A, Rice, G. E., 2002. “Tools for
Comparative Analysis of Alternatives: Competing or Complementary Perspectives?” Risk
Analysis, Vol. 22, No. 5.

RED YELLOW YELLOW RED RED

Hwang, Ching-Lai, Yoon, K. Paul, 1995. Muitiple Attribute Decision Making: An Introduction,
Sage University Paper Series in Quantitative Applications in the Social Sciences, 07-104,
Thousand Oaks, California, copyright 1995, by Sage.

RED RED GREEN RED RED

Jackson, M. C., 1991, Systems Methodology for the Management Sciences, New York: Plenum,

YELLOW YELLOW RED RED RED

Jaynes, E. T., 1988. “Probability Theory as Logic”, Ninth Annual Workshop on Maximum
Entropy and Bayesian Methods, Dartmouth College, New Hampshire, August 14, 1989. In the
Proceedings Volume, Maximum Entropy and Bayesion Methods, Paul F. Fougere, Editor, Kluwer
Academic Publishers, Dordrecht, Holland (1990).

YELLOW RED RED RED RED

Jiang, P., Haimes, Y. Y., 2004. “Risk Management for Leontief-Based Interdependent Systems™,
Risk Analysis, Vol. 24, No. 5.

YELLOW YELLOW RED GREEN RED

Kaplan, S., Garrick, B., 1981. “On the Quantitative Definition of Risk’, Risk Analysis, Vol. 1,
No. 1, pp.11-27.

YELLOW | YELLOW | YELLOW RED RED
Kaplan, S., 1997, “The Words of Risk Analysis”, Risk Analysis, Vol. 4, No. 17.
RED YELLOW | YELLOW RED RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Problem
Area s

Problem
Area 4

Problem
Areal

Problem
Area 2

Problem
Areal

Literature Assessment

Keating, C., Rogers, R,, Unal, R., Dryer, D., Sousa-Poza, A., Safford, R., Peterson, W., Rabadi,
G., 2003, “System of Systems Engineering”, Engineering Management Journal, Vol. 15, No. 3,

YELLOW YELLOW RED RED RED

Keating, C. B., Sousa-Poza, A, Mun, Ji Hyon, 2004, “System of Systems Engineering
Methodology®, Department of Engineering Management and Systems Engineering, Old
Dominion University, ©2004, All rights reserved.

YELLOW YELLOW RED RED RED

Keating, C., Sousa-Poza, A., Kovacic, S., 2008, “System of Systems Engineering: An Emerging

Multidiscipline™, fnt. J. System of Svstems Engineering, Vol. 1, Nos. 172, pp. 1-17.

YELLOW

YELLOW

RED

RED

RED

Keeney, R. L., Raiffa, H., 1976. Decisions with Multiple Objectives Preferences and Value
Tradeoffs, John Wiley & Sons. New York. NY.

RED

YELLOW

YELLOW

RED

RED

Keeney, R. L., 1992, Value-Focused Thinking A Path to Creative Decision Making, Harvard
University Press, Cambridge, Massachusetts.

RED

YELLOW

YELLOW

RED

RED

Kirkwood, C. W., 1997. Strategic Decision Making: Multiobjective Decision Analysis With
Spreadsheets, California, Duxbury Press.

RED

YELLOW

YELLOW

RED

RED

Krantz, D. H., Luce, R. D., Suppes, P., Tversky, A., 1971. Foundations of Measurement,
Additive and Polynomial Representations, Volume 1., New York, Academic Press, Dover

Publications.

RED

YELLOW

YELLOW

RED

RED

Leontief, W. W., 1966. Input-Output Economics, Oxford University Press, New York, NY.

RED

RED

RED

YELLOW

RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Problem
Areal

Problem
Area?

Problem
Areal

Problem
Aread

Problem
Area§

Lian, C., Santos, J. R., Haimes, Y. Y., 2007. “Extreme Risk Analysis of Interdependent Economic
and Infrastructure Sectors”, Risk Analysis, Vol. 27, No. 4.

YELLOW YELLOW RED GREEN RED

Malczewski, J., 1999, GIS and Multicriteria Decision Analysis, John Wiley & Sons, New York,
NY.

RED YELLOW YELLOW RED RED

Mariampolski, H., 2001. Qualitative Market Research: A Comprehensive Guide, Sage University
Press, Thousand Qaks, California.

RED RED RED RED RED

MITRE: 2007, “Evolving Systems Engineering”, © 2007, The MITRE Corporation, All Rights
Reserved, Distribution Unlimited, Case Number 07-1112.

GREEN YELLOW YELLOW RED RED

Moynihan, R. A., Reining, R. C., Salamone, P. P., Schmidt, B. K., 2008. “Enlerprise Scale
Portfolio Analysis at the National Oceanic and Atmospheric Administration (NOAA)”, Sysrems
Engineering, International Council on Systems Engineering (INCOSE), 11 September 2008, ©
2008 Wiley Periodicals, Inc.; www3.interscience.wiley.com/journal/121403613/references.

GREEN YELLOW YELLOW RED RED

Murphy, C., Gardoni, P., 2006. “The Role of Scciety in Engineering Risk Analysis: A
Capabilities-Based Approach”, Risk Analysis, Vol. 26, No. 4.

YELLOW YELLOW YELLOW RED RED

Nau, R. F,, 2002. “de Finetti Was Right: Probability Does Not Exist”, Theory and Decision 51:
$9-124, 2001, ©2002, Kluwer Academic Publishers.

YELLOW RED RED RED RED

National Transportation Safety Board, 2007. Public Meeting, 10 July 2007; “Highway Accident
Report: Ceiling Collapse in the Interstate 90 Connector Tunnel”, Boston, Massachusetts,
NTSB/HAR-07/02,

NA NA NA NA NA

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Problem
Areal

Problem
Area 2

Problem
Areal

Problem
Area 4

Problem
Area s

Office of the Secretary of Defense (OSD), 2005: Net-Centric Operational Environment Joint
Integrating Concept, Version 1.0, Joint Chiefs of Staff, 31 October 2005, Joint Staff, Washington,
D.C. 20318-6000; www.dod.mil/cio-nii/docs/netcentric_jic.pdf.

YELLOW

RED

RED

RED

RED

Pinto, C. A., Arora, A., Hall, D., Ramsey, D., Telang, R., 2004. “Measuring the Risk-Based
Value of IT Security Solutions”, JEEE IT Professional, v.6 n0.6, pp. 35-42.

YELLOW

YELLOW

YELLOW

RED

RED

Pinto, C. A., Arora, A., Hall. D, Schmitz, E., 2006. “Challenges to Sustainable Risk
Management: Case Example in Information Network Security”, Engineering Management

Jouwrnal, v.18, no.1, pp. 17-23.

Pratt, J. W_, 1965 “Risk Aversion in the Small and in the Large”, Econometrica, Vol. 32,

YELLOW

YELLOW

YELLOW

RED

RED

YELLOW

RED

RED

RED

RED

Ramsey, F. P. (author), Mellor, D. H. (editor), 1990. “F. P. Ramsey: Philosophical Papers®,

Cambridge University Press.

Rebovich, G., Ir., 2007.

YELLOW

RED

RED

RED

RED

“Enterprise

the

Enterprise”,
www.mitre.org/work/tech papers/tech_papers 07/07_0434/07_0434.pdf.

The

MITRE Corporation;

GREEN

YELLOW

YELLOW

RED

RED

Rebovich, G., Jr., 2005. “Enterprise Systems Engineering Theory and Practice, Volume 2,
Systems Thinking for the Enterprise New and Emerging Perspectives”, The MITRE Corporation;

www.mitre.org/work/tech_papers/tech_papers_06/05_1483/05_ 1483 pdf.

GREEN

YELLOW

RED

RED

RED

Reilly, J., Brown, J., 2004. “Management and Control of Cost and Risk for Tunneling and
Infrastructure Projects™, Proc. International Tunneling Conference, Singapore.

YELLOW

RED

RED

RED

RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment Problem | Problem | Problem | Problem | Problem
Areal Areal Areal Area 4 Area s

Rescher, N., 2006. Philosophical Dialectics: An Essay on Metaphilosophy, SUNY Press, Albany,
New York.

YELLOW RED RED RED RED

Rittel, H., 1972. “On the Planning Crisis: Systems Analysis of the First and Second Generations”
The Institute of Urban and Regional Development, Reprint No. 107, University of California,
Berkeley.

RED YELLOW YELLOW RED RED

Santos, J. R., Haimes, Y. Y., 2004, “Modeling the Demand Reduction Input-Output (I-O)
Inoperability Due to Terrorism of Interconnected Infrastructures™, Risk Analysis, Vol. 24, No. 6.

YELLOW YELLOW RED GREEN RED

Santos, J. R., Haimes, Y. Y., Lian, C., 2007. “A Framework for Linking Cybersecurity Metrics to
the Modeling of Macroeconomic Interdependencies”, Risk Analysis, Vol 27, No. 5.

YELLOW YELLOW RED GREEN RED

Savage, L. J., 1954, The Foundations of Statistics, John Wiley & Sons, New York, NY.

YELLOW RED RED RED RED

Shantean, J., Weiss, D, J., Thomas, R,, Pounds, J., 2001. “Performance-based Assessment of
Expertise: How to Decide if Someone is an Expert or Not”, European Journal of Operations
Research, 136, 253-263.

RED RED RED RED RED

Stevens, S. S., 1946, “On the Theory of Scales of Measurement” Science, vol. 103, pp. 677-680.

RED YELLOW YELLOW RED RED

von Bertalanfty, L., 1968. General Systems Theory, Foundations, Development, Applications,
University of Alberta, Edmonton, Canada, published by George Braziller, One Park Avenue,
New York, New York, 10016.

YELLOW YELLOW YELLOW RED RED

Table 25. Literature Assessment Relative to Research Problem Areas (continued)
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Literature Assessment

Problem
Areal

Problem
Area2

Problem
Area3

Problem
Aread

Problem
Areas

von Neumann J., Morgenstern O., 1944. Theory of Games and Economic Behavior, Princeton
University Press, Princeton, New Jersey 08540.

YELLOW

YELLOW

YELLOW

RED

RED

von Winterfeldt D., and Edwards, W., 1986. Decision Analysis and Behavioral Research,
Cambridge University Press, Cambridge, United Kingdom.

YELLOW

YELLOW

YELLOW

RED

RED

White, B. E., 2006. “Fostering Intra-Organizational Communication of Enterprise Systems
Engineering Practices”, The MITRE Corporation, National Defense Industrial Association
(NDIA), 9th Annual Systems Engineering Conference, October 23-26, 2006, Hyatt Regency

Islandia, San Diego California.

YELLOW

YELLOW

RED

RED

RED

Table 25. Literature Assessment Relative to Research Problem Areas (concluded)
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APPENDIX D

FDNA AND THE HILBERT MATRIX

THE HILBERT MATRIX
The Hilbert matrix is a symmetric matrix given by H,;, where

i~

|
e AR = -
| N =
LRSI S Iy

Elements of a Hilbert matrix are fractions that take the form

1

y=—
i+j-1

A Hilbert matrix has a number of interesting properties. These include the following:
o The inverse H 1 exists in closed form and all elements of & 7 ! are integers.

» Although the inverse of a Hilbert matrix theoretlcally exists, determining H -1 becomes
computationally intractable even for relatively small 7.

» The determinant of an »x # Hilbert matrix rapidly approaches zero with increasing #. This
is illustrated in Figure 91 for a Hilbert matrix up to dimension 10 x 10 .

1- + [

07

Determinant of H;j of

. . ost 0.000462963  5.3673x107'8
Dimension »

0. 08333

A singular matrix
has determinant
equal to zero .

Figure 91. The Determinant of a Hilbert Matrix

LR )

* As n increases, the elcments of Hy -1 become integers of extreme magnitudes. In a 6x6 Hllbcrt matrix, the
maximum element in H is 4,410, 000 The minimum element is -3,96%,000. These values occur at Hy 55 and Hy, 54 )
respectively. A dramat]c change occurs in a 10x10 Hilbert matrix. Here, the maximum c]cment in H is
3,480,673,996,800. The minimum element is -3,363,975,014,400. Thesc values occur at H;r; and Hg; 37 rcspectlvely
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» The solution to the linear system H;X =B becomes rapidly unstable with each unit
increase in the number of equations in the system. For example, solutions to H;X =8
evidence instability when f; is only a 3x3 matrix.

» The above occurs because the Hilbert matrix is badly ill-conditioned. An ill-conditioned
matrix A signals that solutions to the linear system AX =B may be highly sensitive to
small changes in the elements of 4 or in the elements of B.

As discussed in Chapter V, an index known as the condition number measures the degree a
matrix is ill-conditioned. The condition number is always greater than or equal to one. The
farther from one the condition number of 4, the greater the instability of solutions to the
linear system AX = B, A matrix is singular if its condition number is infinite.

A linear system of »n equations with coefficients from a Hilbert matrix of dimension # = 2,
3, 4, 5, and 6 has condition numbers 27, 748, 28375, 943656, and 29070279, respectively.
Thus, linear systems of equations with Hilbert coefficient matrices quickly become
unstable with each unit increase in the number of equations in the system.

FDNA AND THE HILBERT MATRIX

If a dependency problem involves finding the solution to the linear system H ;X = B, then doing
s0 is very problematic if H; is a Hilbert matrix. For the reasons stated above, solutions to such a
system are not only unstable but finding them also becomes computationally unwieldy for even

relatively small #,

However, FDNA can generate solutions to dependency problems between nodes with features
characterized by Hilbert matrices of any size n. Figure 92 illustrates an FDNA dependency
problem characterized by a Hilbert matrix. This problem is Example 5.22 but with strength of
dependency values that reflect the elements of a 3x 3 Hilbert matrix.

. C1 Receiver
C2, By, Ay
Receivers/Feeders

5 A4 Receiver

A 3x3 Hilbert Matrix
R — it FEEDER

E| Feeder Ay ¢
1 1/2 1/3) ¢ :
1/2 1/3 1/4 \;i
1/3 174 U5) E

m =151 n5=1/2,0y n3=1/3,0xn
my=U201 74=1/3,02 no=1/4,p3
n3=1/3.p13 ng=1403 1n7=1/5p3

Figure 92. An FDNA Graph With a Hilbert Matrix
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FDNA equations are algebraically formulated by a composition of functional dependency
relationships across a mathematical graph. This composition of functions strategy avoids matrix
algebra and linear system solution issues that can arise in some types of dependency problems.
Table 26 presents an FDNA operability analysis of the dependency problem given in Figure 92,

FUNCTIONAL DEPENDENCY NETWORK ANALYSIS (FDNA}
An FNDA Operability Analysis of Example 5.22 With a Hilbert SOD Matrix

uij Strength of Dependency [(SOD) i) Within Ra

all 1.00 21 0.50 ! TRUE

al2 0.50 22 0.33 : iy TRUE

213 033 23 025 BB - TRUE

w3l 0.33 ; TRUE

[VEYi 0.25 TRUE
TRUE

Suppose SOl values come
from a Hilbert Matrix

Jij Criticality of Dependency (COD) 3] Within Ra .
11 0.00 B21 50.00 1 TRUE
p1z 50.00 p22 66.67 ! TRUE

p13 66.67 B23 75.00 113 TRUE

b B31 66.67
B32 75.00
33

Suppose we have thase CO
values

TRUE
TRLUE
TRUE

If the operability levels of these components of 51, 52, and 53 at time t1, {2, and t3 are:

Time t2 Time t3
100 Al 7 Ad
100 A3 75 A3
100 Bl =] Bl
100 3 7 c3
QUTPUT: Then these na e functioning at these operability levels...
51 100.00 51 85.81 51 71.61
52 100.00 52 32.99 52 65.97
53 100.00 53 89.55 53 79.10
. __________________________________________________________________________________ |
c2 100.00 c2 94.70 c2 89.41
C1 100.00 oy | 98.94 C1 97.88
82 100.00 B2 90.97 B2 81.94
A2 100.00 A2 95.49 A2 20.97
Al 100.00 Al 97.74 Al 95.49

Table 26. An FDNA Operability Analysis Involving a Hilbert Matrix
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APPENDIX E

FDNA AND THE MARKOV MATRIX

THE MARKOV MATRIX

The Markov matrix is known as a stochastic or probability matrix. It is a square matrix whose
elements m;; are non-negative real numbers in the interval 0 <m; <1. In a Markov matrix, the
row or column vectors represent probability distributions of discrete events. As such, the
elements in each row or the elements in each column sum to one. A Markov matrix is called

doubly stochastic if its row and column sums are both one.

The stochastic aspects of a Markov matrix has interesting implications in Leontief input-output
economics. As discussed in Chapter V, Leontief’s input-output model captures relationships
between dependent sectors (or industries) of an economy with respect to consumption and
demand. Leontief’s fundamental equation is as follows:

A—-—AX =D
where X is the total output needed to meet consumer demand D given input-output matrix 4.

A Leontief input-output model is closed when its A-matrix has Markov characteristics. Leontief
argues a closed economy is one that consumes everything it produces. It cannot meet any outside
consumer demand, Hence, the fundamental input-output equation X - 4X = D becomes

X-AX =D=0= AX =X = (I-A)X =0

A closed Leontief model means consumption is equal to production. The economy is balanced, It
is in equilibrium. When consumption is equal to production, the elements in each column of 4
sum to one. The following theorem is now introduced.

Brauer-Solow Theorem: If 4 is a square, non-negative, matrix then if each row sum of 4 is less
than one, or each column sum of 4 is less than one, then the Leontief matrix (7 — A4) is
invertible, non-negative, and meets the Hawkins-Simon condition’.

Thus, an economy that consumes everything it produces is one where the Brauer-Solow theorem
is mot met since

H H
Zmif =1for j=1,...,n Or ZMI-J,- =1fori=1,..,n
i=1 i=1

in this case. Finally, it can be shown if 4 is a Markov matrix then the Leontief matrix (/ — 4) is
not invertible (it is singular) and the largest eigenvaiue of A will always equal one.

* Refer to Chapter V, Definition 5.11.
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FDNA AND THE MARKOV MATRIX

If a dependency problem involves finding the solution to a Leontief system with a Markov 4-
matrix, then doing so is not possible for the reasons described above. However, FDNA can
generate solutions to dependency problems between nodes with features characterized by Markov

matrices of any size n.

Figure 93 illustrates an FDNA dependency problem characterized by a Markov matrix. This
problem is Example 5.22 but with strength of dependency values that reflect the elements of a

3 x 3 Markov matrix.

. Cy Receiver
C2, By, Ay
ReceiversiFeeders

. AqReceiver

A 3x3 Markov Matrix

- = FEEDER '
1/5 - 1/2 3/10

3/10 3/10 3/5
1/2 1/5 1/10

Am<—mOm

Feeder B,

71=1/5p011 n5=3/10,82; ng=1/2.8n
m=1/2,p1p ny=3/10,B25 19 =1/5,F3
13 =3/10, 13 n6=3/5p 17 =1/10,03

Figure 93. An FDNA Graph With a Markov Matrix

As mentioned previously, FDNA equations are algebraically formulated by a composition of
functional dependency relationships across a mathematical graph. This composition of functions
strategy avoids matrix algebra and linear system solution issues that can arise in some types of
dependency problems. Table 27 presents an FDNA operability analysis of the dependency

problem given in Figure 93.
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FLUNCTIONAL DEPENDENCY NETWORK ANALYSIS (FDNA)

An FMDA Operability Analysis of Example 5.22 With a Markov SOD Matrix

oij Strength of Dependency [(SO0)

i) Within Range ... T/F

oll 0.20 o2l 0.30 TRUE TRUE
all 0.50 a2l 0.30 TRUE TRUE
al3 0.30 @23 0.60 TRUE TRUE
a3l 0.50 TRLIE

Suppase SOD values come w32 0.20 TRUE

from a Markov Matrix

INPUT: (§ij Criticality of Dependency (COD)
R11 80.00 321

[3i] Within Ran

TRUE

TRUE

TRUE

B12 50.00 22 70.00 TRUE TRUE
p13 70.00 p23 40.00 TRUE TRUE
Suppose we have these COD gg; :ggg I::jg

values

Assume equally weighted co
if the operability levels of th
Time 11
Ad 100
a3 100
Bl 100
€3

51 51 7328
52 100.00 52 83.33 52 66.67
53 100.00 53 £9.38 53 78.75

. __________________________________________________________________________________________|

c2 100.00 2 93.75 c2 87.50
1 100.00 cl 99.38 Cc1 98.75
B2 100.00 B2 81.67 B2 8333
A2 100.00 A2 97.50 A2 95.00
Al 100.00 Al 99.25 Al 98.50

Table 27. An FDNA Operability Analysis Involving a Markov Matrix
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Time t3

Ad
A3
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