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ABSTRACT

OPTIMIZATION METHODS OF LASER INDUCED BREAKDOWN 
SPECTROSCOPY (LIBS) AND THE SELF-ABSORPTION PROBLEM

Olodia Ayed Taha Nassef

Old Dominion University, 2007 
Director: Hani E. Elsayed-Ali

Laser Induced Breakdown Spectroscopy (LIBS) is a well-established technique 

for determining elemental composition. Compared to conventional methods, its ability to 

analyze solids, liquids, and gases with little or no sample preparation makes it more 

versatile and ideal for field, multi-element, and in-situ analysis. The method can be 

certified for analytical applications of interest in environmental monitoring and quality 

control processes. Previous work has demonstrated that several different experimental 

parameters (e.g. laser wavelength, repetition rate, interaction geometry, surface 

conditions) may affect the effective analytical possibilities of the method. Therefore, 

many studies have been devoted to optimize such parameters in a way to enhance its 

figure o f merits. In this thesis, LIBS is combined with a spark discharge to operate in a 

laser triggered spark discharge mode. This Spark Discharge Laser Induced Breakdown 

Spectroscopy (SD-LIBS) is evaluated for A1 and Cu targets in air under atmospheric 

pressure. Significant enhancement in the measured line intensities and the signal-to- 

background ratios, which depends on the spark discharge voltage and the laser fluence, is 

observed in SD-LIBS when compared to LIBS alone for similar laser conditions. The 

measured line intensities increase with the applied voltage for both targets, and the ratio 

of the measured line intensity using SD-LIBS to that using LIBS is found to increase as 

the laser fluence is decreased. For A1 II 358.56, such intensity enhancement ratio
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increases from -5 0  to -400 as the laser fluence is decreased from 48 to 4 J/cm2 at an 

applied voltage o f 3.5 kV. Thus, SD-LIBS allows for using laser pulses with relatively 

low energy to ablate the studied material, causing less ablation, and hence, less damage to 

its surface. Moreover, applying SD-LIBS gives up to 6-fold enhancement in the S/B ratio, 

compared to those obtained with LIBS for the investigated spectral emission lines.

Self-Absorption Laser Induced Breakdown Spectroscopy (SA-LIBS) of 

compacted brass samples was introduced as a new approach whose principle stems from 

the well-known Atomic absorption Spectroscopy (AAS) technique. Two closely 

produced plasmas were generated; one acts as the light source analogous to AAS while 

the other acts as the analyte thus we let the plasma probe itself. Temporal development of 

Cu spectral lines was initially obtained in order to examine the lines which are more 

susceptible to self-absorption. SA-LIBS showed that Cu 324 and 327 nm are significantly 

subject to self-absorption while Cu 330 nm is not, a result that agrees with those reported 

in literature. Non-linear calibration curves were also obtained, a problem which was 

previously demonstrated in several reports for brass samples and was attributed to the 

difference in ablation rate. Internal standardization o f emission lines is a method that 

results in linear calibration curves. Assuming that the concentration o f the absorbing 

species follows a Gaussian distribution, we tried to solve the familiar Beer-Lamberf s law 

for our specific experimental condition. Linear calibration curves o f the logarithm of the 

absorption and absorbing species concentration or equivalently exponential relationship 

between them have been obtained. The plasma temperature was about the same for both 

Zn and Cu species, which is reasonably accepted under the assumption of LTE.
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1

CHAPTER I 

INTRODUCTION

One o f the most critical environmental concerns nowadays is the problem of 

waste and pollution produced by human actions. The problem grows with man’s 

increasing impact on the environment. Additionally, accumulated toxic waste from the 

past few decades o f industrial and military production have already reached critical local 

mass in a number o f areas, prompting concentrated detection and cleanup efforts. Most 

available methods utilize expensive equipment or consist of time-consuming laboratory 

analysis. Thus, an integral approach for multi-element screening and waste management 

is gaining favor and a developing demand for effective, economic, and simple pollution- 

control methods has become a global interest, particularly for the detection of soil and 

ground water contamination.

Plasma and plasma-based systems offer a number of advantages for pollution detection, 

waste disposal, and treatment. The remote action characteristic o f plasma interactions is 

well suited to handling toxic materials at a distance. Plasmas, particularly hot ones, are 

high-temperature systems that can be produced using electrical, optical, microwaves, or 

other sources that offer efficient ways to couple energy directly to selected charged 

particles, which can then initiate breakdown or transformation chemical reactions. 

Comparisons o f different plasma-based analytical techniques are illustrated by several 

authors [1-5]. Generally, the basic principles o f spectroscopic techniques are related to

The reference model o f this work follows the SPIE format.
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2

the electronic, atomic, and molecular structure and also to gas discharge physics. The 

oldest elemental analysis technique is atomic spectroscopy, which goes back to the work 

o f Bunsen and Kirchoff in the mid 19th century [6]. They showed how the optical 

radiation emitted from flames is characteristic o f the elements present in the flame or 

introduced into the flame by various means. It has also been observed that the intensity of 

element-specific features in the spectra, namely the atomic spectral lines, changed with 

the amount o f elemental species present. This was the basis of the discovery of Atomic 

Emission Spectroscopy (AES). Parallel to that work, it was found that radiation of the 

same wavelength as the emitted lines are absorbed by a cold vapor o f the same particular 

element, which was the discovery of Atomic Absorption Spectrometry (AAS). Thus, the 

type of spectroscopy depends on the physical quantity measured. For instance, AES and 

AAS focus on the intensity of radiation emitted or absorbed from the analyte, while other 

techniques, such as mass spectrometry, are based on the measurement o f the charge to 

mass (e/m) ratio. This technique was also found to be applicable to the plasma sources 

developed in the case o f flame, inductively coupled plasma, microwave plasma, and arc 

discharge plasma where they have shown to be sufficient ion sources for the analysis. 

Although most o f these techniques offer high performance in terms o f high power of 

detection, precision, and accuracy, they need high cost sophisticated equipment and time- 

consuming sample preparation procedures that do not allow for in situ on-line field 

applications.

Since the advent of lasers in the early 1960s, spectroscopic techniques, which are 

based on laser-induced plasmas (LIP), have been recognized as one o f the most versatile 

techniques that continued to develop especially for environmental analysis due to their
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advantages; they offer real-time in situ monitoring and multi-element screening 

capabilities with high analytical sensitivity and selectivity [7,8]. These encouraged 

researchers to continue their efforts to study the plasma processes, dynamics, and 

characterization and to develop handable sensors based on LIP to be applied for 

elemental analysis in different applications such as heavy metal detection in soils [9], bio

molecules detection [10], and on-line control over different laser processes [11]. One 

challenging LIP-based technique with minimum sample preparation and in-situ 

measurements is Laser Induced Plasma Spectroscopy or commonly known as Laser 

Induced Breakdown Spectroscopy (LIBS). A schematic diagram of a LIBS experiment is 

illustrated in Figure 1. This technique is considered one o f the most vital techniques with 

respect to its analytical performance compared to other atomic emission elemental 

standard techniques, which need the sample to be vaporized and sprayed into the plasma 

source such as LA-ICP, flame, and graphite furnace spectroscopic techniques. In LIBS, 

when a powerful-pulsed laser is focused on a gas, liquid, or solid target, a high ionized 

expanding plasma is generated. The mechanisms involved in the laser-induced plasma 

depend on both the particular target irradiated and the nature o f the laser pulse (duration, 

frequency, wavelength, and energy). In the first stage o f plasma formation, mechanisms 

involving free-electrons, such as photoionization, radiative recombination, and inverse 

Bremsstrahlung, govern the plasma emission as a continuum spectrum. When the laser 

pulse is off, the plasma parameters vary dramatically as a function o f time due to the 

rapid cooling o f the plasma. In this stage, ionic and atomic lines rise-up from the 

continuum and decrease exponentially in intensity and broadening. The internal 

temperature o f species was determined to be in the range o f 8000-20,000 k, while the
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electron densities were found to be ~1016-1019 cm'3. The first applications of LIBS as a 

quantitative method were proposed in 1980s [12-16]. Since then, many diagnostic LIBS- 

based systems have been developed for different medical and environmental applications 

[17-29] and extend to space exploration [30]. The experimental and theoretical studies of 

this spectroscopic technique and its applicability in different fields have been reviewed 

by several papers [31-33].

Oscilloscope[o  ::i
P n  p m t

I M u n o rliro d w B |

Laser
Fiber optic

PC

Fig. 1.1 A schematic diagram of LIBS illustrates the different components of a typical 
experiment studying LIBS. A laser beam is directed and focused on a target by a series of 
mirrors and a lens. Temporal and integral spectra are acquired for qualitative and/or 
quantitative analysis.

For many years, efforts were devoted to establish the validity of LIBS 

measurements for elemental analysis. However, the analytical results are not often 

satisfactory in terms o f accuracy, repeatability, and detection limits. It has been 

demonstrated that the effective analytical capabilities o f  the method is affected by 

different experimental parameters such as laser power and repetition rate, interaction 

geometry, surface conditions, the amount o f ablated and vaporized material, the ability of
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5

plasma to absorb or reflect the delivered energy, the degree o f ionization that can change 

as a function o f laser wavelength and irradiance, the nature o f ambient gas and pressure, 

the sample surface morphology, and the collecting optics geometry. Moreover, the laser 

ablation processes, the overall sample composition, the thermal and optical properties of 

the sample through the ablation rate, and the assumption of a stochiometric process all 

affect the accuracy o f the quantitative analysis. Although there have been numerous 

papers published over the last few years to improve the capabilities o f the technique, 

considerable research is still continuing in order to further develop the method with the 

optimization of the various aforementioned experimental parameters. Recently, some 

commercial LIBS instruments offered the possibility of direct measurements without any 

assembly o f single instrumental components. However, even these commercial 

instruments are still not sufficient to guarantee the achievement o f reproducible and 

precise quantitative results. Thus, LIBS has not yet overcome the experimentation stage 

to become a routine methodology, which is indicated by the variety o f experimental 

configurations reported in the literature. Each arrangement is the answer to a different 

analytical problem. Although this confirms the versatility of the LIBS technique, the use 

o f many experimental conditions makes it difficult to carry out a meaningful comparison 

between results obtained in different laboratories. If all the parameters affecting LIBS are 

set and a careful consideration is paid for the laser shot-to-shot variations in terms of 

laser beam energy and spatial profile, the spectral line intensities will generally be 

proportional to the elemental concentration and reproducible and stable measurements 

could be obtained. However, the choice o f these different parameters is critical and 

depends on the application.
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In the same sense, emphasis is given to solve the problems resulting from the self

absorption o f the emitted spectral lines in the produced plasma, which is a crucial 

problem that highly affects the quantitative analysis of LIBS. The more electron density 

that is in the laser produced plasma, the more probable the self-absorption phenomena 

occurs. This in turn affects the spectral line intensities leading to the non-linearity of the 

calibration curves (Ideally, line emission intensity should be linearly proportional to the 

concentration) and/or a poor precision of the quantitative analysis. In order to surmount 

this problem, time-resolved spectroscopy and/or performing LIBS under reduced pressure 

atmospheres, particularly inert gases, have enhanced the effect o f self-absorption in 

constructing the calibration curves [34], However, from the viewpoint o f field-based and 

industrial applications, performing experiments in air at atmospheric pressure is more 

practical to help improve the capability and the ease of the on-line sample analysis. For 

this reason, many studies have been performed on elemental analysis using laser induced 

plasma in air at atmospheric pressure [35-38]. Grant et al. [39] used an excimer laser (40 

mJ, 28 ns) to analyze several elements of iron ores in air at atmospheric pressure using 

time-resolved spectroscopy. Gomushkin et al. [40] studied the growth curve method 

applied to laser-induced plasma emission spectroscopy. In their results, it was indicated 

that the higher the laser energy, the higher the plasma temperature, resulting in a high 

degree of ionization and a smaller number of ground state neutral atoms responsible for 

self-absorption. Omenetto et al. experimentally studied the self-absorption phenomenon 

in Inductively Coupled Plasma (ICP) [41] and discussed the main equations describing 

the self-absorption process in a flame [42]. The results were interpreted by means o f the 

Curve o f Growth (COG) method [43, 44] which later has been applied to Laser Induced
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Breakdown Spectroscopy (LIBS) by Gomushkin et al. [22]. The same COG method was 

also used by Bulajic et al. [45] and Corsi et al. [46] for correcting self-absorption effects 

in calibration-free LIBS (CF-LIBS) [47]. Lazic et al. [48] presented a simple model for 

constructing calibration curves of intensity from a thick homogenous plasma. Aragon et 

al. [49] studied the influence o f the optical depth on spectral line emission from laser- 

induced plasmas. More recently, several authors also faced the problems of modeling 

laser-induced plasma inhomogeneities to account for self-reversal phenomena [50-52] 

produced by the presence o f cold absorbing atoms in the periphery o f the plasma. All the 

aforementioned approaches rely on some modeling of the laser-induced plasma 

parameters (size, temperature, electron density) for obtaining information about the effect 

of self-absorption on the emission lines. However, the complexity o f the laser-target 

interaction mechanism and the fastness o f the plasma evolution reduce the applicability 

of most o f these models, in real situations, to quantitative analytical LIBS measurements.

In this study, we are contributing to the progressing work dedicated to refine the 

analytical capabilities o f LIBS. Bearing in mind that the increase of laser ablation energy 

can be a way to improve the emission intensities through an increase o f the ablated 

matter, the plasma temperature is not notably increased and the distribution o f the excited 

population over the different excitation energy levels is unchanged [53]. For instance, 

carrying out LIBS experiment on aluminum samples at atmospheric pressure [9], when 

the laser ablation energy was doubled, the emission intensity increased by no more than a 

factor o f 2, whatever the excitation energy level o f the element contained in the matrix. 

Furthermore, the increase of laser ablation energy leads to a pronounced self-absorption 

of the emission lines for elements contained in high concentrations in samples [54],
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Additionally, the feasibility o f employing inexpensive and portable equipment for in situ 

field applications will be absent. Thus, we reconfigured an optimization method for LIBS 

that dealt with the amount o f power deposited in the plasma, keeping in mind that 

increasing the intensity and the signal to background S/B ratio enhances the LIBS results 

which consequently enhances LIBS figure of merits. Since LIBS is based on the spectral 

analysis o f atomic emission from laser-induced plasma, obtained by focusing a pulsed 

laser beam onto the sample, once the atomic and/or ionic emission lines are assigned to a 

specific transition, they allow for a qualitative identification o f the species present in the 

plasma, while their relative intensities can be used for the quantitative determination of 

the corresponding elements. In our first optimization method, attention was paid toward 

the enhancement of signal and signal-to-background ratio of the detected spectral lines. 

In our second attempt o f optimizing LIBS, a development of an approach that combines 

the principles o f optical emission spectroscopy along with those of atomic absorption 

spectroscopy aimed to achieve quantitative analysis with higher analytical performance. 

In the following section, we introduce the main components needed for the conventional 

LIBS experiments.

1.1 Basic setup

1.1.1 Laser source

Previously, different kinds of lasers have been used for LIBS experiments. The 

LIBS experimentalists could not choose any laser sources but just those that generate 

pulses o f sufficient power to produce the plasma and those that the technology allowed. 

For initial LIBS developments in 1962, Brech and Cross [55] described a LIBS 

experiment using a ruby laser at 694 nm with 50-ns pulse duration. Then in the 70s, three
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commercially manufactured LIBS microanalyzers (Mark III Jarrell-Ash, LMA 10 VEB 

Carl Zeiss, and JLM 200 JEOL) were proposed that used a Q-switched ruby laser [56]. 

However, because o f the difficulty to control the pulse-to-pulse stability, the technique 

was not viewed as a technique of reference for the analysis of solids; the pulsed-laser 

technology was not sufficiently developed. The next phase of LIBS development started 

with the advent o f the Nd:YAG and excimer lasers in the 80s [57]. Since then, many UV, 

visible, and near-IR laser wavelengths have been made available, making it possible to 

vary the wavelength and to study how it can affect LIBS measurements [58-60]. With the 

wide variety o f laser systems available in terms of wavelength [61,62] and pulse duration 

[63], one is able to study and investigate more systematically the best conditions for 

LIBS implementation. However, the choice of laser wavelength is certainly dependent on 

the analytical task and/or the aim o f the research.

The most widely used lasers include: (1) the Q-switched Nd:YAG laser with 

output wavelengths (A) o f 1064 nm and 532 nm (second harmonic) and pulse duration of 

5-10 ns; (2) the ruby laser (A, = 693 nm and pulse length -  20 ns); (3) various gas lasers, 

including CO2 (A, = 10.6 pm and pulse length = 1 0 0  ns) and N 2 (A, = 337 nm and pulse 

length = 10 ns; and (4) excimer lasers with pulse lengths of 10-20 ns, including ArF (A, = 

193 nm), KrF (A, = 248 nm) and XeCl (A,= 308 nm). These lasers have peak power 

outputs ranging from 1-100 MW. When these laser pulses are focused by an appropriate 

lens to submicron-sized spots, the resulting energy fluence is in the order of 1010-1012 

Wcm'2. This energy fluence is sufficient to produce plasma on solid samples.

1.1.2 Sample under investigation

The history o f the LIBS technique proves its flexibility to be applied to all types
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and states o f materials. In 1963, spectrochemical analysis o f surfaces using lasers was 

first presented, followed by the observation of optical induced breakdown in a gas in 

1964. Then, during the 1970s, development continued in several directions. In 1972, 

Felske et al. described the analysis of steel by means o f a Q-switched laser. In the early 

1980s, there was a renewed interest in spectrochemical applications o f LIBS, driven by 

its unique advantages and applications in different media. Important applications were the 

detection o f hazardous gases and vapors in air and small amounts o f beryllium in air or 

on filters. A repetitively pulsed Nd:YAG laser at 1.06 pm was used to excite effluent 

gases from an experimental fixed-bed coal gasifier. Although alkalis at the parts per 

billion levels were not detected, the major constituents, including sulfur, were easily seen 

and quantified. Liquids were analyzed either by excitation at the surface or in the volume. 

Solutions o f ten different elements were analyzed and atomic and ionic uranium spectra 

were seen by exciting a flowing solution of uranium in nitric acid. Uranium could not be 

detected by focusing into the liquid, only through focusing on the liquid-air interface. As 

a progressing technique, LIBS was used by Poulain and Alexander [64] to measure the 

salt concentration in seawater aerosol droplets. Then, Aguilera [65] applied LIBS to 

determine carbon content in molten and solid steel, while the elemental analysis of 

aluminum alloy targets was studied by Sabsabi and Cielo. [66]. During the 1990s, the 

applications turned to very practical problems, such as monitoring environmental 

contamination, control o f materials processing, and sorting o f materials to put them in 

proper scrap bins. More concentrated work was directed to develop a rugged, moveable 

instrumentation. Optical fibers were built into LIBS systems, primarily for carrying the 

spark light to the spectrometer and occasionally for the delivery o f the laser pulse as well.
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As early as 1988, a moveable beryllium monitor was built, which was followed by the 

availability o f several other portable instrument, the size of a small suitcase, designed for 

the analysis o f contaminants in soils and lead in paint. Additionally, the development o f a 

compact LIBS rover leads the technique to space applications as chemical sensor for 

Mars exploration [30].

1.1.3 Detection

The choice o f a detection system for LIBS is widely dependent on the final 

application. Most o f the LIBS work published in the literature has been carried out using 

a conventional Czemy-Tumer spectrometer coupled with a detector such as an intensified 

charge-coupled device (ICCD), CCD, intensified photodiode array (IPDA), or 

photomultipliers. Conventional Czemy-Tumer spectrometer attached to linear photodiode 

arrays or ICCDs allows a limited spectral coverage (typically a few nm wide). A few 

used Echelle spectrometers, which provide a wide range of spectral wavelengths. Since 

the beginning of the 1990s, Echelle-based systems for simultaneous measurements of 

analyte lines at different wavelengths have been developed and used in inductively 

coupled plasma (ICP) and microwave-induced plasma (MIP) analysis, as well as 

astronomical spectroscopy. Recently, the arrival o f a new commercial optical detector 

system coupling Echelle spectrometer with a time-gated ICCD detector enabled 

simultaneous measurements of spectral lines in a wide range with enhanced resolution. 

Investigations reveal that the Echelle spectrometer combined with an intensified CCD is a 

capable tool for LIBS analysis, particularly where it is necessary to perform a complete 

analysis with a single shot. In spite o f its limitations, it is considered the most versatile
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tool for instantaneous, multi-elemental analysis of any kind o f sample, solid, liquid, or 

gas.

1.2 Advantages and disadvantages of LIBS

Comparing the spectroscopic techniques in terms of their analytical figure of 

merits, simplicity, cost, and applications, we conclude some o f the distinguishing 

advantages o f LIBS such as:

1. Minimum or no sample preparation results in a reduction o f time-consuming 

procedures.

2. Both conducting and non-conducting materials can be tested.

3. Very small amounts of sample (0. 1 pg to 0. 1 mg) are vaporized.

4. Hard materials that can be difficult to get into solution can be analyzed (e.g. 

ceramics, glasses, and superconductors).

5. Multiple elements can be determined simultaneously.

6. The direct determination of aerosols or ambient air is possible.

7. The analysis is simple, rapid and produces no waste.

8. Remote sensing is possible with the use of fiber optics.

9. Samples can be analyzed in a hostile environment.

10. Underwater analysis is possible.

In addition, LIBS has some drawbacks such as:

1. Current systems are expensive and complex.

2. Obtaining suitable matrix-matched standards is difficult.

3. Interference (matrix) effects can be large.
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4. Detection limits are generally 1-100 times poorer than conventional techniques such 

as inductively coupled plasma (ICP-atomic emission spectroscopy) for some 

elements.

5. Self-absorption effects significantly influence LIBS precision.

Following this introduction, a state-of-the-art o f the existing optimization schemes 

for Laser Induced Breakdown Spectroscopy (LIBS), particularly those for in-field 

analyses, is given in Chapter II. The emphasis is on the research trends toward improving 

the figure of merit o f LIBS.

Chapter III outlines the physics o f the laser-surface interaction and the 

mechanisms for producing both the line and continuum emission o f the produced plasma. 

The mathematical principles o f the analytical laboratory plasmas are outlined. Then, 

characterization methods of such plasma are summarized and how they relate to the 

concentration o f the analyte sample.

In Chapter IV, a description of the LIBS instrumentation, system calibration, and 

the analysis schemes for single and multi element samples, which were adopted for 

spectral line identification and selection, are given. The spectral characteristics of a 

number of considered samples are presented and discussed in the context of system 

optimization for analytical purposes. Results o f test measurements for the consistency of 

our instrumentation are also presented.

The development of a Spark Discharge Laser-Induced Breakdown Spectroscopy 

(SD-LIBS) is presented in Chapter V, correlating the conventional configuration o f LIBS 

to an additional cross excitation source: spark discharge. The I-V circuit characteristic 

has been shown and the adopted computational procedure that uses the electrical
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parameters has been explained for calculating the electron density. This introduces an 

optimization that provides better excitation sources that consequently enhances the 

sensitivity o f LIBS as an analytical spectroscopic technique.

The approach of self-absorption LIBS (SA-LIBS) applied to the quantitative 

analysis of brass samples is presented in Chapter VI. This includes the rationale for the 

development o f such an approach, which resorts to the principles o f absorption 

spectroscopy, the most well established, and most accurate technique compared to other 

analytical techniques. Time-integrated and time-resolved profiles o f the selected spectral 

lines were used to examine the characteristics o f such approach in detail. Numerous 

spectral profiles are explored such that the optimal analytical lines are selected and 

criteria o f their use to perform calibration for quantitative analysis are examined.

Chapter VII outlines the prominent features o f both SD-LIBS and SA-LIBS, 

development o f their analytical method, application, and main results, which highlight the 

versatility o f both techniques in the quantitative spectroscopy of single and binary 

samples, are summarized, followed by an outline o f future perspectives in terms of novel 

instrumentation, method development and applicability to more complicated alloys, their 

potential compared to other techniques, and the possible future theoretical studies that 

can model both techniques.
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CHAPTER II

OPTIMIZATION OF LASER INDUCED BREAKDOWN

SPECTROSCOPY (LIBS)

Laser Induced Breakdown Spectroscopy (LIBS), as a method for elemental 

analysis, exploits quantized transitions characteristic o f each individual element, mostly 

in the ultraviolet, visible, and near-infrared spectral regions for qualitative identification 

and/or quantification. While this technique is summarized by an interaction of a focused 

high-energy laser beam with a specific target, it involves several complicated processes 

including plasma formation, ablation of matter from the sample surface, and excitation 

and/or ionization of the ablated material. These processes depend on the laser pulse 

characteristics (such as laser wavelength, pulse duration, energy) as well as the chemical 

and physical properties o f the target. While LIBS is strongly dependent on these 

conditions o f experimental implementation, some inherent problems such as the 

insufficient sensitivity (emission characteristic from the plasma), in addition to the self

absorption problem, limit the application of the technique in comparison to other atomic 

emission spectrometric methods such as spark discharge and inductively coupled plasma. 

However, the advantages of LIBS as a simple, rapid, non-contact, in-situ, real time, the 

absence for sample preparation requirements, and more importantly, due to the easily 

automated nature o f the emission spectrochemical analysis; these all made an influential 

impact on the research and technology fields resulting in the wide applicability o f LIBS 

in different fields, such as the online industrial quality control and environmental 

applications.
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However, to use LIBS in a broader field o f applications, significant work has been 

devoted to raise its analytical performance. Several papers improved the LIBS emission 

sensitivity while others focused their work on correcting the self-absorption effect that 

directly influences the LIBS detection limit. In this chapter, we firstly present various 

studies that investigated different parameters optimization that resulted in better coupling 

of laser energy to the target and/or ablated material leading to more efficient production 

of analyte atoms in an excited state. Secondly, we review recent studies dealing with the 

self-absorption problem in LIBS.

2.1 LIBS Sensitivity

2.1.1 Double Pulsation

One o f the ideas to overcome the LIBS drawback of weak emission signals and, 

hence, low detection limit is the use a double laser pulse, one to ablate the material and 

the other to excite the resulting plasma. This technique is called double pulse excitation, 

dual pulse LIBS, or repetitive spark pair. The use o f multiple laser pulses was found to 

produce more intense and sustained plasma emission, which accordingly improves the 

sensitivity o f LIBS. Applying the sequential laser pulses from two Q-switched Nd:YAG 

lasers to quantitative analysis of colloidal and particulate of iron in water, Nakamura et 

al. [1] determined the FeO(OH) concentration in the tens of parts per billion (ppb). After 

developing a coaxial sample flow apparatus to control the atmosphere o f laser-induced 

plasma, the detection limit of Fe was improved from 0.6 ppm to 16 ppb with the use of 

sequential pulse excitation. Their results show the capability o f LIBS to determine 

suspended colloidal and particulate impurities in a simple and quick way. Furthermore, 

highly sensitive elemental analysis of lead carbonate colloids was demonstrated by two-
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pulse laser-induced plasma spectroscopy [2], The first laser pulse created a vapor plume 

with the particulates concentrated in space because of their slower propagation. The 

authors then used an ArF laser pulse that efficiently atomized and excited the lead 

analyte. They found that the lead emissions were enhanced and the background 

continuum interference was minimized. They have also shown that the detection limit 

became 14.2 ppb compared with 13 ppm achieved by conventional laser-induced 

breakdown spectroscopy of lead ions in water and 210 ppb for lead aerosols. Researchers 

extended their work to the elemental analysis of water using dual pulse LIBS [3]. While 

they found that the line spectra were weak in the case of a single pulse, the limit of 

detection was higher in the dual pulsation as a result of hotter plasma (3000 k in single 

pulse to 9000 k in double pulse). They explained the phenomenon that the double pulse 

forms a gas bubble in the surface-water interface, which allows the interaction o f the 

second pulse with the plasma in a way similar to the gaseous environment. For solvents 

in water, supersensitive detection o f sodium in water was developed with the use of 

double pulse LIBS [4]. Under optimization conditions of the timing between the laser 

pulses, the delay time of emission detection timing, the gate width o f emission detection 

period, and the laser energy, the authors achieved detection limit o f sodium in water in 

the range o f 0.1 ppb. Moreover, the application o f laser-induced breakdown spectroscopy 

to liquid samples, by use of a Nd:YAG laser in double-pulse excitation mode, has been 

investigated [5]. They found that the line emission from a magnesium ion or atom is more 

than six times greater for double-pulse excitation than for single-pulse excitation. Their 

study of the temporal evolution of the line emission from the plasma showed that the 

background, as well as the line emission, decays faster in double-pulse excitation than in
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single-pulse excitation. The enhancement in the emission was attributed to an increase in 

the volume of the emitting gas. For a magnesium solution, they achieved a limit of 

detection of 69 ppb in double-pulse mode compared to 230 ppb when using the single

pulse mode.

For solid samples, Sattmann et al. [6] studied the single, double, and multiple Q- 

switched Nd:YAG laser pulses to vaporize the material from steel samples and induce 

plasma. In their work, the material ablation of different pulses, emission intensities of 

iron lines, and electron temperatures and densities were determined. They found that the 

material ablation increases with multiple pulses compared to single pulses of fixed total 

energy as well as electron temperatures and densities. Under their experimental 

conditions, the application of double pulses increased the line intensities by a factor of 

two. Performing quantitative microchemical analysis of low-alloy steel using single and 

double pulses, they concluded that the analytical performance is improved by the double

pulse technique.

Continuing the study o f double pulsation on metals in air, St-Onge et al. [7] found 

line intensity enhancement, explaining it as a volume effect generated by the first plasma 

and led to a uniform absorption of the second pulse whose energy is distributed on a 

broader volume. They also studied the double pulsation technique with the use of 

different wavelengths, UV for more ablation rate and IR for higher heating efficiency [8]. 

They observed a significant signal increase depending on the ionization state and the 

energy level o f the spectral line under investigation.

Colao et al. [9] compared the single and double LIBS carried out on aluminum 

samples in air, using 1064 nm Nd:YAG laser. They observed a lowering o f the second
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pulse plasma threshold, together with an overall enhancement in line emission for the 

investigated time delay. The laser-induced plasma originated by a single and double pulse 

was investigated near ignition threshold with the aim to study possible dynamical 

mechanisms in different regimes. Plasma relevant parameters, such as temperature and 

electron density, have been measured in the plasma decay on a long time scale and 

compared with crater shape (diameter and inferred volume). The comparison of double 

and single pulse laser excitation was carried out while keeping constant the energy per 

pulse; the influence of laser energy was investigated as well. Their results suggest that 

use of the double pulse technique could significantly improve the analytical capabilities 

o f LIBS technique in routine laboratory experiments.

Stratis et al. [10] suggested a different study by firing a focused laser beam 

parallel to sample to form air plasma and after a few microseconds another beam is used 

for ablation. As a result they observed an increase in the spectral line intensity and 

ablation rate. They also simultaneously measured the time resolved spatially integrated 

emission intensity from two collection directions and concluded that the collection 

geometry is an important parameter in LIBS measurements. They also reported that with 

the use o f the pre-ablation spark, there is an emission enhancement o f Al, Ti, and Fe in a 

non-metal non-conducting matrix [11], Scaffidi et al. also studied the orthogonal pre

ablation spark dual-pulse laser-induced breakdown spectroscopy LIBS configuration

[12]. However, they combined two different lasers with different pulse duration, 

nanosecond and femtosecond lasers. Even without full optimization of inter-pulse 

alignment, ablation focus, they observed large signal, signal-to-noise ratio, and signal-to- 

background ratio enhancements for copper and aluminum targets. Other papers studied
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the double-pulse laser-induced breakdown spectroscopy using two Nd:YAG lasers 

emitting at 532 nm combined in the collinear beam geometry [13]. Their experiment was 

performed on different types of materials: synthetic glasses, rocks, steels at atmospheric 

pressure in air. For all matrices, they systematically investigated the influence o f the 

delay between the two laser pulses from temporal and spectral analyses. Furthermore, 

they described the correlation between the excitation energy levels o f the emission lines 

and the increase in intensity induced by the double-pulse scheme for each material. By 

comparing the results, they found that the materials in the double pulse experiments 

displayed different behaviors due to the change in plasma temperatures for each material 

in the single and double-pulse configuration, determined by the Saha-Boltzmann plot 

method. Hence, they gave an insight into the potentialities and the limitations of the 

double pulse Laser Induced Breakdown Spectroscopy (LIBS) for analytical purpose so 

that the materials can be classified in terms of effectiveness of the double-pulse approach. 

The double-pulse approach ensures the preferential enhancement of the intensities of 

emission lines originated from high excitation energy levels for certain matrices while 

they are not affected very much for others. Consequently, depending on this work, the 

materials can be classified according to a decreasing order of effectiveness of the double

pulse approach.

2.1.2 Choice of wavelength

Different laser sources have been used in LIBS experiments, and most plasma 

characteristics related to various experimental conditions have been studied. However, 

there should be an optimization to compromise between the aim of the research and the 

choice of the appropriate laser wavelength. For instance, Sdorra et al. [14] compared the
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characteristics o f plasmas induced by infrared and UV laser wavelength (fundamental 

and fourth harmonic o f an Nd:YAG laser). Under the same experimental conditions such 

as pressure and buffer gas, they found that the UV wavelength was more effective in 

mass ablation. They also found that using the fourth harmonic, the crater dimensions and 

the amount o f mass ablated were almost independent on the kind of buffer gas and on the 

pressure value between 140 and 1000 mbar, indicating that radiation shielding is 

negligible at this wavelength. In their investigation o f plasma temperature in the center o f 

the plasma, the authors measured the same values either using the fundamental or the UV 

wavelength, observing that there was a more pronounced drop in the lateral regions in the 

case of the UV-induced plasma. In their conclusion, the authors evaluated the analytical 

results and observed that the emission signals obtained with UV radiation were not linear 

with analyte concentration, even after comparing the LIBS signal with reference lines. 

They suggested that the poor analytical results obtained with UV wavelength can be due 

to incomplete atomization o f the material ablated and demonstrated that linearity is 

obtained if  the vapor ablated is reheated by means o f a second, independent IR pulse. 

However, different observations have been reported by Berman and W olf [15], who 

compared the analytical results obtained in the detection o f Ni in water by using 

alternatively the fundamental Nd:YAG wavelength and the UV third harmonic. They 

observed that the UV-generated spectrum has lower continuum intensity, leading to a 

better signal-to-noise ratio. Furthermore, after constructing the calibration curves for the 

same spectral lines, the one obtained with UV irradiation revealed a higher slope and 

allowed a better limit of detection (LOD) value. Their results also agreed with the results 

obtained on liquids by Ng et al. [16] who found that the main difference in the plasma
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plume generated by visible or ultraviolet laser o f the same fluence is in the temperature 

value T, which is quite lower in the second case, while the electron density rie value is 

approximately the same. As an example o f different laser-material coupling at different 

wavelengths, Mao et al. reported the reflectivity coefficient R o f metallic Cu at three 

different typical wavelengths: R equals 0.976 at 1064 nm, 0.814 at 532 nm, and 0.336 at 

266 nm [17]. The absorbed energy (a fraction 1 - R of the laser energy) in irradiating 

copper is thus much higher in the case o f UV laser wavelength. The same authors, in 

support of this observation, experimentally demonstrated that the transition between 

thermal and explosive regimes in laser ablation occurs, for the different wavelengths, at 

power density values scaling inversely as the (1 -  R) factor. Cabalin and Lasema [18] 

found that the fluence threshold for plasma formation is higher for shorter wavelengths. 

They measured the emission intensity of the atomic lines characteristic o f some metals 

depending on laser fluence, for different harmonics of a nanosecond Nd:YAG laser 

(fundamental, second harmonic, fourth harmonic). They found a general behavior for the 

three wavelengths and for the different metals: by increasing the laser fluence values 

above the threshold, a linear increase of the line intensity occurred, and then followed by 

a saturation regime. Both the thresholds for plasma formation and the saturation regime, 

however, were shifted towards lower fluences for IR wavelength, while the energy 

threshold values were higher for IR radiation. In their discussion o f the results, the 

authors stated that reflectivity does not seem to be a relevant parameter, at high fluences 

(i.e. above the threshold), since the plasma formation changes substantially the properties 

o f the target surface. However, the choice of laser wavelength is certainly dependent on 

the analytical task. For instance, Haisch et al. [19] preferred the second harmonic
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Nd:YAG laser, instead of a higher order one, for sampling the particles deposited on a 

filter membrane used to select colloids from its liquid solvent.

The use o f UV instead of IR laser pulses for LIBS measurements o f metals, such 

as Al, has the advantages o f increased ablation efficiency, reduction in plasma shielding 

effects, and stoichiometric ablation for minor constituent elements in Al alloys [17,20]. 

Urged by the aforementioned advantages besides the small ablation spot size dictated by 

their experimental aim, Cravetchi et al. used LIBS with UV laser pulses and low energies 

o f the order o f 1-10 pJ to perform multi-elemental microanalysis of commercial 

aluminum alloys in air [21]. They showed that LIBS technique is capable o f detecting the 

elemental composition o f particles less than 10 pm in size, such as precipitates in an 

aluminum alloy matrix, by using single laser shots. Moreover, they carried out chemical 

mapping with a lateral resolution of ~10 pm of the distribution of precipitates in the 

surface plane o f a sample. Because o f the strong continuum emission that arises from the 

high plasma temperature o f a few to tens eV in laser-induced plasma, Lo and Cheung

[22] showed that lower temperatures (< 1 eV) could be used for spectrochemical analysis. 

They also showed that using ArF (193nm) produces a low temperature plasma in aqueous 

samples at fluences below the breakdown threshold. Using 193-nm LIBS, the analyte 

emissions were found to live longer, the signal background ratios were better, and the 

relative limit o f detection was shown to be low.

A comparison o f two wavelengths, 1.06 and 2.94 pm, obtained with Nd:YAG and 

Er:YAG lasers, respectively, was used for LIBS analysis of aluminum alloy samples in 

two conditions o f surrounding gas [23]. They studied the influence o f the laser 

wavelength on the laser-produced plasma for the same irradiance by use o f air or helium
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as a buffer gas at atmospheric pressure. They also examined the effect of laser 

wavelength in two different ambient conditions in terms of spectrochemical analysis by 

LIBS. Their results indicated that the effect o f the surrounding gas depends on the laser 

wavelength and the use o f an Er:YAG laser could increase linearity by limiting the 

leveling in the calibration curve for some elements in aluminum alloys. They also showed 

that there is a significant difference between the plasma induced by the two lasers in 

terms of electron density and plasma temperature. They showed that by the use o f an 

Er:YAG laser for LIBS analysis, different advantages could be presented. For example, it 

is better absorbed by organic species, it is safer for the eyes than 1.064 pm, and it is 

commercially available and can easily be coupled into an optical fiber.

2.1.3 Pulse duration effects

There are different characteristic time scales o f the different processes involved in 

the formation o f the plasma [24]. For example, free electron heating and thermalization 

takes approximately 100 fs; hot electron gas cooling and energy transfer to the lattice 

lasts a few ps; thermal diffusion in the bulk takes place on a time scale o f 10 ' u s; and the 

onset o f thermal melting and ablation occurs after 10'10 s. An important conclusion can be 

drawn: a laser pulse o f duration longer than a few ps does not interact the whole time 

with the original thermodynamic state of the material. Instead, it interacts with different 

transient states and with the plasma of evaporated material and buffer gas above the 

sample surface. The main part o f the material is evaporated from molten metal, and 

preferential volatilization o f different elements in a sample with different melting 

temperatures occurs. In such a case the stochiometric composition o f the gas phase does 

not adequately represent the composition of the bulk, and the accuracy of the analytical
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procedure deteriorates. The picture changes completely if  a laser pulse with duration of 

approximately 100 fs or shorter is used. Now the laser interacts only with the electrons of 

a material. Before the material undergoes any changes in thermodynamic state, the laser 

pulse is over and most o f the energy is deposited into the sample. Material removal 

occurs after the laser pulse. From this brief discussion it can be concluded that an fs-laser 

with pulse duration of approximately 100-200 fs and shorter should be closer to an 

optimal laser system than other systems. However, the importance o f the leading edge 

rise time of the laser pulse has been studied [25]. The author showed that it should be fast 

enough to remove material layer at a speed equal to the heat conduction moving to the 

bulk. Lasers with different pulse duration have been applied to LIBS, for instance, 

Chichkov et al. studied laser ablation of solid targets by 0.2-5000 ps Ti: Sapphire laser 

pulses and introduced theoretical models and qualitative explanations of their 

experimental results [26]. They presented the advantages o f femtosecond lasers for 

precise material processing, well defined patterns, and its pure ablation o f metal targets in 

vacuum, which insures its ability as a promising tool for applications in precise material 

processing. However, Rieger et al. investigated the emission o f laser-produced silicon and

' j

aluminum plasmas in the energy range from 0.1 to 100 pJ (0.5-500 J/cm ) using 10 ns 

and 50 ps KrF laser pulses focused to a 5-pm diameter spot [27]. They showed that there 

is a little difference between 50 ps and 10 ns pulses in the plasma emission both in terms 

of the intensity o f the emission lines and in terms of lifetime of the emission, while 

differences become important only at very low fluences approaching the plasma 

formation threshold. The effect o f laser pulses o f different durations has been compared 

mainly in terms o f the amount o f ablated material. Recently, studies have also compared
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the spectral emission o f plasmas generated by nanosecond pulses with those generated by 

picosecond pulses and femtosecond pulses. These studies indicate that the shorter pulse 

duration might be more effective for LIBS. Eland et al. have recently reported on two 

studies, one comparing 1.3 ps and 7 ns pulses the other comparing 140 fs and 7 ns pulses 

in LIBS [28]. Unfortunately, different lasers o f different wavelengths and significantly 

different energies were used in these studies (200 mJ, 1064 nm, 7 ns vs. 1 mJ, 570 nm, 

1.3 ps and 810 nm, 1 mJ, 140 fs) leading to much larger plasma in the case o f nanosecond 

ablation and making comparison a problem. However, the authors obtained a better 

precision in their calibration curves when using the short laser pulses, especially in case 

o f femtosecond ablation. Margetic et al. who investigated the spectra of brass samples 

using 6 ns and 170 fs pulses of 0.1-1 mJ energy from the same laser also found a better 

precision with short pulses under their experimental conditions. In addition, the authors 

referenced the higher precision in sample ablation, lower continuum background coupled 

with faster plasma dissipation, and the possible use o f a non-gated detector as advantages 

due to the use o f the shorter pulse duration. Le Drogoff et al. recently published a study 

on LIBS measurements on aluminum with 100 fs pulses (800 nm), in which the authors 

compare their results to a previous LIBS study with 8 ns pulses (1064 nm) by Sabsabi 

and Cielo. The energy density of 20 J/cm2 and the spot size o f 0.6 mm were chosen to 

approximately match those of Sabsabi and Cielo (21 J /cm , 0.62 mm spot size). Since the 

temporal evolution o f the plasma was found to be different for femtosecond and 

nanosecond pulses, Le Drogoff et al. used a shorter delay time o f 1 ps and a shorter gate 

width o f 5 ps for their detection times than Sabsabi and Cielo, who used a 10 ps delay 

and a 10 ps gate width. Le-Drogoff et al. presented higher detection limits that were
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approximately a factor o f 3-8. Hammer et al. studied the effectiveness o f laser-induced 

plasma shielding produced when focusing visible laser pulses from 5 ns to 125 fs [29]. 

Their results were based on the measurements of transmission o f energy through the focal 

volume. They found that the shielding efficiency decreases as a function o f pulse duration 

from 5 ns to 300 fs, which they explained that the lower electron density for picosecond 

pulses leads to a lower probability o f absorption o f a photon by an electron and, hence, 

less efficient shielding. Moreover, they observed that the shielding time increases from 

300 fs to 125 fs; they offered two hypotheses to explain this trend: the moving- 

breakdown model and nonlinear effects. The moving-breakdown model predicts a 

reversal in the direction in which the plasma moves, and this reversal may lead to 

increased shielding because the entire pulse is exposed to the breakdown for 125-fs 

pulses, whereas for longer pulses a significant amount of energy may pass the focal 

volume before it is shielded. Self-focusing and continuum generation change the spatial 

and temporal profiles o f the pulse as it propagates through the focal volume. These 

nonlinear effects probably have an influence on the amount o f energy absorbed in the 

plasma.

2.1.4 Background pressure and ambient gas

When a high power laser density is used, the plasma shielding effect prevents the 

laser from reaching the target leading to the reduction o f laser-material coupling 

efficiency. As a result, the existence of an ambient gas plays an important role in the 

propagation and expansion of the produced plasma. Yasuo studied the emission 

characteristics o f laser-induced plasma with the use o f a Q-switched ruby laser of 1.5 J in 

argon atmosphere at reduced pressure [30]. He measured the time- and spatially-resolved
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emission profiles. In argon atmosphere at reduced pressure, he showed that the emission 

period of plasma was elongated to over a hundred microseconds, and the emissive region 

expanded to more than a few tens of millimeters above the sample surface. He also 

demonstrated that the emission intensities of atomic lines increased several fold in an 

argon atmosphere, in comparison with those obtained in air at the same pressure. His 

experiment resulted in a moderate confinement of plasmas at 50 Torr and an increase of 

emission intensities. The re-excitation of emissive species by collisions with metastable 

argon atoms seems to be less important. These results are explained by the chemical 

inertness and the thermal characteristics of the argon atmosphere and the decrease in 

absorption o f the laser pulse by the plasma plume. Lies et al. suggested that argon 

pressure o f 140 torr yields higher intensity value for Si I 288.2-nm line in steel sample hit 

by Nd:YAG laser, 5 mJ pulse energy [31]. Grant and Paul studied the spatial axial 

emission of steel produced by excimer XeCl laser in different gas atmosphere (air, He 

and Ar) at pressures (5, 50 and 760 torr) [32]. They showed that the behavior o f emission 

intensity under these variables (gas, pressure and axial distance) was too complicated, but 

their general conclusion was that the optimum condition which gave the higher signal-to- 

noise (SNR) under their experimental conditions is when argon gas at 50 torr was used 

and when the LIBS signal was detected 6 mm from the target.

Sdora and Niemax [13] compared the effect o f different ambient gas on the 

spectral emission o f copper target irradiated by Nd:YAG laser. They demonstrated, for 

constant experimental conditions, that argon showed the higher plasma temperature, 

electron density, the lowest ablation rate, and the higher emission intensity. Moreover, 

they showed that the decay time of plasma temperature during 40 ps after the laser pulse
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was slower for Ar than other gases. For Helium, it produced lower temperature, lower 

electron density, and emission intensity. Iida also showed higher emission intensity with 

Ar atmosphere at about 100 torr [33], Thiem et al. has applied LIBS to multi-elemental 

analysis o f transition metals found in solid and alloy samples [34]. The ablation was 

carried out in ultra-high vacuum, which reduced the background signal often found in 

atmospheric pressure analysis. Their results demonstrated the ability o f this method for 

use of simultaneous multi-element analysis in very complex solid samples.

Choice o f a buffer gas suitable for laser-induced plasma (LIP) was also studied by 

Joseph et al. who compared the signal enhancement in the presence of both He and Ar for 

solid targets: Al and Cu [35]. As a buffer gas to support LIP on Al and Cu surface, they 

found that helium has definite advantages over argon due to the significant population of 

metastable helium states which transfer energy to the metal atoms and thus enhance the 

emission. Increasing the pressure of He increased the enhancement effect whereas Ar 

showed a quenching effect on the atomic and ionic transitions. For glass analysis, 

Kumiwan et al. obtained a linear calibration curve with a slope of near unity at certain 

pressure [36]. They performed quantitative analysis on a number o f glass samples using 

an XeCl laser under reduced pressure of 1 torr and were able to obtain lower detection 

limit than those usually attained. By focusing a normal-oscillation Nd:YAG laser on a 

brass sheet in air at reduced pressure, plasma characterized by a low ion concentration 

and background intensity was created [37]. The authors showed that the high temperature 

o f the produced plasma (7000 k), in addition to the large volume o f the crater (10 pg), are 

among other favorable conditions to make this suitable for spectrochemical analysis 

which permit analyses to be performed at extremely high sensitivity. The authors
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suggested that with further improvements, such as the use o f an Optical Multichannel 

Analyzer (OMA) system, this method represents a powerful tool for use in 

spectrochemical analysis, especially for the analysis o f solid samples.

Time-integrated space-resolved laser-induced plasma spectroscopy was proved to 

be a useful technique in the vacuum ultraviolet (VUV) for the quantitative determination 

of the carbon content in steels [38]. The authors used the output of a Q-switched 

Nd:YAG 1064 nm laser, with a 1 J maximum output pulse energy and a 12 ns temporal 

pulse width, to be focused onto the surface of each sample under vacuum in order to 

produce the emitting plasma. They demonstrated that VUV spectroscopy allows ionic 

lines to be used and they obtained linear calibration curves for the five carbon spectral 

lines (from C+ and C2+) under investigation. They determined the limits of detection for

•  0 -4-all lines; the lowest detection limit obtained was (87 ± 1 0  ppm) from the C 97.70 nm 

line, which compares favorably with the only available value in the literature of 100 ppm.

Kumiawan et al. performed direct spectrochemical analyses on large bulk 

samples, such as metal plates, by using a small vacuum chamber that they attached 

directly to the sample surface through an o-ring [39]. Their technique allowed the in-situ 

generation o f laser plasma, and the presence of the o-ring near the target surface 

effectively shielded off the surrounding area from the undesirable continuum emission 

from the primary plasma and thereby enhanced the detection sensitivity of their 

technique. Using zinc plate and Pb glass as samples, the authors demonstrated that even 

the time-integrated spectra, obtained by employing an OMA system, exhibited a lower 

background than those obtained by ordinary time-resolved LIBS. As a result, they 

concluded that high sensitivity can be attained at low cost with an OMA system without
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gating function. Compared with ICP-AES or ICP-MAS methods commonly employed in 

industries, their technique offers the obvious advantage of not requiring pretreatment of 

solid samples with suitable solvents. They suggested that when combining their technique 

with a polychromator, it is expected to be particularly suitable as a nondestructive 

analytical tool for antique appraisal and for rapid quality inspection o f industrial 

materials.

Carbon content in fly ash, char, and pulverized coal under high-pressure and high- 

temperature conditions have been detected by Noda et al. using LIBS technique [40]. 

They developed an automated LIBS unit and applied it in their experiment to demonstrate 

its capability in actual power plant monitoring. They have examined gas composition 

effects to obtain the best operating parameters under actual plant conditions. Their results 

were compared to those obtained using the conventional method, showing satisfactory 

agreement. Their work confirmed the various advantages; LIBS can detect carbon content 

even under the high-pressure conditions typical o f gasification thermal power plants, 

LIBS is capable o f a detection time of 1 min, as compared to over 30 min of sampling 

and analysis time required by the conventional methods, and offers various merits as a 

tool for actual power-plant monitoring.

The emission characteristics o f Sn and Zn in low-pressure laser-induced plasma 

have been examined with reference to change o f the surrounding gas (Ar, Ne and He)

[41]. From the pressure dependence of the intensity o f Sn I 326.23-nm, Sn II 335.22-nm, 

Zn I 213.86-nm and Zn II 210.00-nm emission lines, Naeem et al. found that Sn and Zn 

atoms could be excited by the collision between surrounding gas species and ablated 

atoms with large kinetic energy by laser irradiation. Besides the collisional excitation,
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resonance charge-transfer collision between Zn atoms and Ne ions proved to be effective 

in the selective excitation o f Zn II 206.42-nm and 210.00-nm emission lines, because the 

emission intensity o f these lines was strongly enhanced in Ne atmosphere, and the sum of 

the excitation energy of these lines and the ionization potential of Zn is very close to the 

ground-state energy o f Ne ions.

A quantitative elemental analysis of ceramics in an argon atmosphere at reduced 

pressure was carried out with LIBS [42]. Kuzuya et al. analyzed the time-resolved 

emission spectra from laser-induced plasma and showed that in argon at -200 Torr, the 

spectral line intensity and the line-to-background ratio were maximized by observing the 

laser plasma with a time delay o f 0.4 ps. They also showed that time-resolved 

measurement o f a spectrum in the initial stage of plasma generation (-1 ps) was effective 

for improving the slope o f the calibration curve. Based on the results, they analyzed 

standard ceramic samples for magnesium, aluminum, calcium, iron, and titanium and 

obtained linear calibration curves with a slope o f unity when using argon at 200 Torr.

2.1.5 Experimental Geometry

In laser-induced breakdown spectroscopy (LIBS), a focused laser pulse is used to 

ablate material from a surface and form a laser plasma that excites the vaporized material. 

Geometric factors, such as the distance between the sample and the focusing lens and the 

method o f collecting the plasma light, can greatly influence the analytical results. Eppler 

et al. compared the precision o f the results obtained using a spherical and a cylindrical 

lens to focus the laser pulse on the surface o f a soil sample [43]. They found much more 

precise results using the cylindrical lens and explained the effect by considering the 

larger area sampled in the latter case, which allowed averaging o f inhomogeneous
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composition that is naturally associated with this kind of sample. Moreover, when the 

analytical collection system is pointed on fixed spatial regions o f the plasma, changes in 

the plasma emission position might be interpreted as a change in concentration o f the 

element, unless the observation region encompasses and spatially integrates the entire 

geometrical extent o f the plasma for all power densities. This is sometimes obtained by 

directly facing a fiber optic to the plume, at a distance o f some millimeters, in order to 

avoid damage by excessive heating. The control o f the collection angle o f the fiber end 

allows in fact the gathering o f light from a broad plasma extension. On the other hand, 

the use o f optical fiber bundles has been proposed for the simultaneous acquisition of 

spectral emission from different regions inside the plasma plume.

Due to the breakdown threshold of the optical fiber material, optical fibers were 

initially used in LIBS only to deliver the plasma emission to the detection system. The 

use of fiber-optic was then proposed also for laser beam delivery, in a configuration 

suitable for operating in a hostile environment, allowing for the separation of the focusing 

and collecting head from the most delicate parts o f the instrumentation; the laser source, 

spectrometer, and detector. Beside flexibility, this configuration also offers an obvious 

advantage in terms o f safety with respect to possible eye damage. On the other hand, 

when the laser beam is coupled into a fiber, a more restrictive limit is imposed on the 

maximum laser pulse energy, in order to avoid damage to the fiber itself. Various 

configurations have been proposed, including the use of two optical fibers (one for 

delivering the laser beam and one for collecting the plume emission) [44]. A comparison 

has been carried out between the performances o f the fiber-coupled LIBS and lens- 

coupled LIBS: after optimization of different experimental parameters the detection
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limits achieved were found to be comparable, at least for some elements [45]. The choice 

of on-axis plasma emission collection presents advantages in terms of simplicity and 

reproducibility, and this configuration is often adopted when aiming to perform on-line 

analysis o f some evolving process. It is well known that the plasma plume expands in the 

direction perpendicular to the sample surface. The on-axis detection, being performed 

along the direction perpendicular to the surface, is less sensitive to changes in the plasma 

to collecting-lens distance, which occur when several shots are fired at the same place on 

the sample surface and a crater is formed. With on-axis collection, the plasma 

displacement causes minimum perturbations on the LIBS signal, because o f the depth of 

focus o f the detection optics, which is typically longer than influence of crater depth.

The geometrical shape of the plasma and the spatial emission intensity profile are 

strongly dependent on the laser power density and on other parameters; therefore, it is 

often necessary to optimize the characteristics o f the experimental apparatus as a whole. 

To obtain the best quantitative results, Multari et al. reported the results o f an 

investigation of the effect o f sampling geometry on LIBS measurements [46]. Their 

diagnostics included time-resolved spectroscopy and temporally and spectrally resolved 

imaging using an acousto-optic tunable filter (AOTF). They investigated parameters 

including the type o f lens (cylindrical or spherical) used to focus the laser pulse onto the 

sample, the focal length of the lens (75 or 150 mm), the lens-to-sample distance (LTSD), 

the angle-of-incidence o f the laser pulse onto the sample, and the method used to collect 

the plasma light (lens or fiber-optic bundle). From these studies, they found that atomic 

emission intensities, plasma temperature, and mass o f ablated material depend strongly 

on the LTSD for both types o f lenses. For laser pulse energies above the breakdown
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threshold for air, they found that these quantities exhibit symmetric behavior about an 

LTSD approximately equal to the back focal length for cylindrical lenses and asymmetric 

behavior for spherical lenses. For pulse energies below the air breakdown threshold, their 

results demonstrated that both lenses display symmetric behavior. In their experiment, 

detection limits and measurement precision for the elements Be, Cr, Cu, Mn, Pb, and Sr, 

determined with the use o f fourteen certified reference soils and stream sediments which 

they found to be independent of the lens used. Their time-resolved images o f the laser 

plasma showed that at times >5 ps after plasma formation a cloud of emitting atoms 

extends significantly beyond the centrally located, visibly white, intense plasma core 

present at early times (<0.3 ps). They determined that, by collecting light from the edges 

of the emitting cloud, one can record spectra using an ungated detector (no time 

resolution) that resemble closely the spectra obtained from a gated detector providing 

time-resolved detection. Their result has implications in the development o f less 

expensive LIBS detection systems.

The parameters for the recording o f the plasma emission from steel alloy samples 

have been investigated and optimized [47]. The authors used focused 1.06 pm laser beam 

to irradiate the samples and form plasma in atmospheric air. They optimized a number of 

experimental parameters, for example, the distance of the focusing lens to the sample to 

produce stable plasma above the sample, without air breakdown. Also, they controlled 

the translation o f the sample so that a fresh area o f the sample was irradiated every few 

laser shots. They optimized the settings for the gate delay and width for each element to 

reduce the background signal, increasing the signal-to-noise ratio and stabilize the line 

intensity ratio. They were able to obtain calibration curves for the elements Cr and Ni
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covering a wide concentration range and exhibiting a good linear fit by choosing a long 

delay for observation and appropriate selection o f the emission lines. Similar results were 

obtained for Mn. However, when they investigated the wavelength dependence for the 

Mn calibration curve by irradiating the samples with UV 355 nm laser, the produced 

calibration curve showed a good linear fit as well, but with a smaller slope, indicating a 

reduction in sensitivity by a factor of 2, with respect to the IR irradiation. After they 

carried out parameter optimization, the sample analysis was an easy task, lasting less than 

five mins for every sample. Their results showed that this method could be appropriate 

for in-situ elemental analysis in their concentration range, without using very high laser 

intensities. They suggested that extending the measurements to the other trace elements 

used in steel alloys could be the basis o f developing a LIBS apparatus useful for the on

line control o f the steel fabrication procedure in industry.

2.1.6 Additional excitation source

For many decades, the use o f laser as an ablation device such that a focused laser 

beam ablates a small amount o f the sample (-10-50 pm spot) and produces a cloud of 

micro particle material. These particulates formed by the high-energy laser beam are 

dynamically transported via a flow of a carrier gas (an inert gas) to undergo further 

atomization, ionization, and excitation by an additional excitation source such as the 

widely applied techniques; ICP, spark, arc, or flame. The produced plasma is analyzed 

and detected either by emission, absorption or mass spectrometry, which have already 

been exploited by many applications. However, the complexity, tedious, time-consuming 

sample preparation, and expensive cost of such techniques make it difficult for fast, on

line, in-situ low cost applications.
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Other additional excitation sources such as the application o f electric or magnetic 

fields to the laser produced plasma have been studied and reviewed. For instance, the 

operation o f the laser micro-spectral analysis (LMA), which was previously presented by 

Moeneke-Blankenburg who applied an electric field across the laser produced plasma

[48]. A laser beam fired at the desired micro-region of a sample causes a small quantity 

of substance (about 1 pg) to be vaporized. He adjusted the synchronously produced spark 

discharge to be located between two electrodes, which became arc-like with increasing 

inductance and served as a light source for the micro-spectral emission analysis in the 

ultraviolet and visible and also near infrared regions. Fried et al. used a 193- nm ArF 

excimer laser in the photo-ablation of bulk YBa2Cu3 0 7  and the oxides o f barium, copper, 

and yttrium [49]. They studied optical emission from the plume of ablated material from 

350 to 630 nm and observed the emission from ions, atoms, and diatomic molecular 

oxides. They also discussed the effects o f applying electric and magnetic fields on the 

plume in vacuum and oxygen. They found that the applied electric field has enhanced the 

intensity of all the emitting species enabling identification o f the highly congested 

emission lines in the spectra. They suggested that their results could help to provide a 

mechanism for the observed effect o f an applied electric field in the production of in-situ 

superconducting thin films of YBa2Cu3C>7 . Using a femtosecond UV laser source (248.6 

nm), studies on large-gap laser-induced electrical discharges have been conducted by 

Rambo et al. [50]. They have presented detailed investigations o f laser-induced electrical 

discharges using an ultrashort UV laser pulse and investigated parameters such as 

pressure, lens selection, focal position, and laser energy. They also presented 

spectroscopic analysis o f the laser plasma and discharge and introduced an experimental
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technique that allows the measurement of ionization cross-sections at atmospheric 

pressures. They showed that the high voltage (HV) breakdown threshold is linear with 

respect to pressure and is reduced significantly with the laser. Their investigations o f lens 

selection and focal position revealed enhanced guidance for longer-focal-length lenses as 

well as reduced breakdown for focal spots near the positive electrode. They studied the 

saturation phenomena of the HV breakdown threshold with respect to the incident laser 

intensity and employed it for measuring multiphoton ionization coefficients. Their 

spectroscopic studies revealed distinct atomic oxygen and nitrogen in both the excited 

and ionized states, indicating a photo-dissociation of molecules after ionization.

An experimental study that enhanced the electron temperature of laser induced 

plasma was carried out by the use of radio-frequency dielectric heating [51]. The authors 

used a radio-frequency electric field o f 140 MHz to heat the plasma produced by multi- 

step resonant photo-ionization. They found that when applying a radio-frequency input 

power of 1.0 W, the electron temperature increased from 0.3 to 1.0 eV. Also, in their 

experiment, applying heating induced a plasma oscillation, which they explained by the 

generation o f ion waves in the plasma, and an enhanced electron temperature which they 

found to be higher than the ion temperature. They concluded that their method could 

improve the efficiency for extracting ions rapidly from a laser-induced plasma in atomic 

vapor laser isotope separation.

The effect o f a pulsed magnetic field on spatially resolved emission from a laser 

plasma at atmospheric pressure was investigated [52]. The authors produced a pulsed 

magnetic field by capacitive electrical discharge through a specially designed solenoid 

which was oriented normal to the laser axis. They observed an enhancement in the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



48

temporally integrated emission due to the presence of the magnetic field, and they found 

it to be most significant when the plasma was formed about 1 mm below the magnetic 

field axis. They observed that the degree of confinement o f the plasma increased with the 

magnetic field strength. Their studies utilized the maximum magnetic field attainable 

with their system that did not jeopardize the structural integrity o f the solenoid (-85 kG). 

They observed characteristic lateral resolved emission, both along and normal to the 

magnetic field axis, demonstrated significant radial compression and axial expansion of 

the laser plasma. They explained their results by the effects o f JxB or fluid magnetic 

pressure interactions. They suggested the need for spatially and temporally resolved 

emission and absorption studies to further understand the dynamics o f the magnetic field 

effects on plasma atomization, excitation, and ionization. In order to continue their 

investigation o f the dynamic effects of a high-intensity pulsed magnetic field on a laser 

plasma, temporally resolved emission and absorbance measurements were made [53]. 

The authors spatially resolved the temporal-resolved emission so that the effects of the 

magnetic field on plasma propagation both along and normal to the magnetic field could 

be probed. They investigated the mechanism of interaction o f the field by observing 

plasma emission in spatial zones, which were likely influenced by an induced secondary 

current in the plasma. They discriminated the emission enhancements spatially and 

temporally, which explained that radial compression was due to static magnetic field 

interactions with the laser plasma and that mild Joule-heating from the small induced 

current was responsible for emission enhancements later in time. They also measured the 

spatially integrated absorbance in the decaying plasma, which showed a decrease in 

absorbance as a result o f the magnetic confinement. This was attributed to an increased
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rate of condensation o f the atoms in the vapor cloud produced by the plasma. They 

indicated that more efficient coupling of energy from the magnetic field to the plasma 

would require low-pressure operation in a controlled atmosphere and/or a pulsed 

magnetic field having a greater dB/dt.

Moreover, the influence of a magnetic field on the plume produced by KrF-laser 

ablation o f magnesium in vacuum has been investigated using time-integrated 

photography, streak photography and spectroscopy, and charge probes [54]. The authors 

reported the line emission spectra in the -200-600 nm interval and effective stream 

velocities for the plume obtained from the spatiotemporal emission of specific neutral and 

ion lines. They deduced the time o f flight velocities from their measurements using 

simple charge-collector probes. They observed an enhancement on emission and 

ionization and changes in the plume structure and dynamics in the presence of the field. 

They qualitatively explained their results in terms o f a magneto-hydrodynamic model. 

Another investigation of the dynamics and confinement o f laser-created plumes 

expanding across a transverse magnetic field have been presented by Harilal et al. [55] 

They used 1.06 pm 8 ns pulses from a Nd:YAG laser to create an aluminum plasma that 

was allowed to expand across a 0.64 T magnetic field. As diagnostic tools, the authors 

exploited fast photography, time o f flight spectroscopy, and emission spectroscopy. Their 

photographic studies showed that the plume is not fully stopped and diffuses across the 

field. Using time o f flight studies, they showed that all o f the species are slowed down 

significantly, and they observed a multiple peak temporal distribution for neutral species. 

In the presence o f the magnetic field, they observed changes in plume structure and 

dynamics, enhanced emission and ionization, and velocity enhancement. They explained
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that the temperature increase o f the plume was due to Joule heating and adiabatic 

compression.

Another kind o f additional excitation sources that has been combined to laser 

induced plasma is a hollow cathode discharge system for atomic emission spectrometry 

o f solid samples [56]. The author vaporized a solid sample by a Q-switched Nd-YAG 

laser, and the vaporized material is introduced into a hollow cathode discharge by means 

of an argon flow. The author optimized the pressure, flow rate o f argon gas, the form of 

electrodes, and the discharge current. In his experiment, he operated the laser in either 

single pulse mode or multiple-pulse mode. The latter mode offered improved precision 

and detection limits. He obtained analytical curves for standard samples of aluminum 

alloys that exhibit good linearity. Using the multiple-pulse mode, the author also reached 

a detection limit o f a few micrograms per gram. The author suggested the use of a tighter 

vacuum system and a trap to avoid the molecular bands background emission stemming 

from gas impurities. Another way to improve LIBS analytical selectivity and sensitivity 

is by combining it with the technique of laser-induced fluorescence spectroscopy (LIFS) 

[57]. The authors conducted their measurements in air at standard atmospheric pressure 

and used specific set-ups for remote analysis; they used no special sample preparation 

and applied no laborious system alignment procedures. They pursued detection of 

aluminum, chromium, iron and silicon at trace level concentrations. The choice of these 

elements is due to their importance in numerous chemical, medical, and industrial 

applications, and they also exhibit suitable resonance transitions, accessible by radiation 

from a pulsed Ti:sapphire laser system. They concluded that fast sequential multi-element 

analysis is feasible only if  the elements under investigation exhibit excitation transitions
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within a narrow wavelength window for quick tuning. They produced calibration curves 

for Cr and Si using certified steel samples and estimated the detection limits to be 105 

ppm and 95 ppm, respectively. The combination o f LIBS and LIFS proved to be more 

sensitive and selective than LIBS alone, however, at the expense o f higher system set-up 

complexity.

2.2 Self-absorption problem in LIBS

The plasma created by laser ablation is often optically thick for some particular 

wavelengths. The thickness of the plasma is related to a complex interaction mechanism 

between the atoms, ions and the radiation, which is emitted and successively reabsorbed; 

the result on the spectra is the occurrence of self-absorption and a pronounced non- 

linearity in the calibration function at increasing concentration. Plasma thickness usually 

occurs for the most intense lines (e.g. resonance lines) o f elements present at 

concentrations greater than approximately 0.1%. However, the plasma can also become 

thick for less intense lines at higher elemental concentrations.

2.2.1 Experimental treatment

Time-resolving capability is one o f the solutions for self-absorption problem. For 

instance, Autin et al. analyzed the laser-produced plasma formed in air at atmospheric 

pressure and generated by focusing a nitrogen laser on a copper target [58]. They studied 

the temporal characteristics of the plasma by atomic emission spectrometry. They also 

described the features o f the spectra, such as the type o f lines and the line broadening, 

and compared them to those obtained at reduced pressure or in other gases. As self

absorption is predominant when the plasma first forms, a time delay was used to obtain 

the best analytical performance. They succeeded in obtaining limits o f detection in the
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range o f 1-10 ppm for copper. Kuzuya and Aranami also used time-resolved 

spectroscopy when investigating the possibility o f analysis o f high concentration (4.5- 

90%) copper in metal alloy samples (Al alloys and brass) in air at atmospheric pressure

[59]. They studied the emission characteristics o f plasmas produced by a Q-switched 

Nd:YAG laser over a laser energy range of 30-90 mJ. Another method of reducing the 

effect of self-absorption, showed by their experimental results, is by increasing the laser 

pulse energy. Moreover, their results of time-resolved spectroscopy of laser-induced 

plasmas indicated that self-absorption is predominant during short time-periods after the 

laser pulse, and a time delay is effective for the reduction of self-absorption. At high laser 

energy o f 90 mJ, they obtained a linear calibration curve with a slope near unity for the 

analysis o f copper in the concentration range from 4.5 to 20% with a gate width o f 0.4 ps 

at a delay time o f 0.4 ps after the laser pulse.

The effect o f an inert gas atmosphere (e.g. argon) on the self-absorption of 

emission spectra o f a laser-induced plasma was studied with the use of a normal laser 

microprobe by changing the gas pressure [60]. The authors determined the degree of self

absorption from the observed profiles o f copper resonance lines using the curve-fitting 

method with the assumption of a Lorentzian profile. According to the results, self- 

absorption was reduced by decreasing the argon pressure and was eliminated at low 

pressures, the range of which depends on the analyte concentration. Their studies of the 

spatially resolved spectrum show that the confining effect o f the plasma by the argon 

atmosphere becomes effective at higher pressures, resulting in an increase in the emission 

intensity. They concluded that there exists a moderate pressure at which self-absorption 

can be eliminated without losing too much intensity from reduction o f confinement. For
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the determination o f copper (concentration 1-9.8%) in aluminum samples and obtaining a 

linear calibration graph with a slope of unity, they found that at a pressure of around 150 

Torr, high emission intensity of the spectral line free from self-absorption can be obtained 

about 1.5 mm above the sample surface.

2.2.2 Theoretical correction

To improve the accuracy of quantitative analysis for some elements such as those 

of environmental interest (soils and sediments), regardless of their matrix composition 

plasma modeling, including the correction for line re-absorption, was investigated. For 

example, Lazic et al. applied LIBS in the quantitative analysis of elemental composition 

of soils with different origins and Antarctic marine sediments [61]. Their analytical 

method included the plasma modeling at local thermal equilibrium (LTE) based on 

average temperature and electron density values, as well as spectra normalization that 

they introduced in order to reduce the effects related both to the substrate optical and 

thermal properties and to the influence o f laser parameters on quantitative data. Their 

computational algorithm took into account only atomic species and their first ionization 

states, which is sufficient at the plasma temperature measured in their experiments. They 

generated calibration curves for each element o f interest measured on certified samples 

with different matrix compositions. In their paper, a model is developed that takes into 

account the effects responsible for non-linearity in the relationship between line intensity 

and elemental concentration. It considered correction o f line re-absorption and 

contributions from space regions with different plasma densities. They successively 

applied it for the direct determination of a single element concentration in any sample, 

regardless o f its unknown matrix composition. Their method was tested on a priori
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unknown samples and gave uncertainties in concentration varying from 15 to 40% over a 

large concentration range covering several orders o f magnitude. They found that the 

measuring error depends on element type, on the concentration value, and also on the 

number o f certified samples used for the initial calibration. Their results are significant 

for field application such as on-board marine sediment analysis where a significant 

matrix variation with layer depth is common.

A theoretical approach is developed for optically thick inhomogeneous laser 

induced plasma, which can describe the time evolution of the plasma continuum, the 

specific atomic emission after the laser pulse, and the interaction with a target material

[62]. They assumed local thermodynamic equilibrium, which allows the application of 

the collision-dominated plasma model and standard statistical distributions. For 

spectrochemical analysis, their model can be o f interest as it predicts the behavior of a 

spectral line in terms o f its usefulness for analysis; it shows if the line is self-absorbed or 

self-reversed and to what extent. They performed calculations for a two-component Si/N 

system. The number o f plasma species or plasma pressure and the ratio of atomic 

constituents are the model input parameters while the spatial and temporal distributions 

of atom, ion and electron number densities, evolution o f an atomic line profile and optical 

thickness, and the resulting absolute intensity of plasma emission in the vicinity of a 

strong non-resonance atomic transition are the model outputs. The practical applications 

of their model include prediction o f temperature, electron density, and the dominating 

broadening mechanism. The model can also be used to choose the optimal line for 

quantitative analysis.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



55

Another model o f correcting the self-absorption effect in laser-induced plasma has 

been developed as a modification o f the Calibration-Free algorithm previously presented 

for standard-less analysis of materials by LIBS [63]. As a test of their modified model, 

the algorithm for self-absorption correction is applied to three different certified steel 

NIST samples and to three ternary alloys (Au, Ag and Cu) o f known composition. Their 

experimental results showed that the self-absorption corrected Calibration-Free method 

gives reliable results, improving the precision and the accuracy of the CF-LIBS 

procedure by approximately one order o f magnitude.
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CHAPTER III 

PRINCIPLES OF LASER INDUCED BREAKDOWN 

SPECTROSCOPY (LIBS)

Spectroscopic standard techniques such as Laser Induced Breakdown 

Spectroscopy (LIBS) are normally used to determine the qualitative and quantitative 

composition from the emitted spectrum of the produced plasmas. LIBS involves focusing 

a pulsed laser onto a target, causing formation o f optically induced plasma from the target 

species and finally analyzing the emitted spectrum to determine the type and/or 

concentration o f the elements composing the target. Evaporation, atomization, excitation 

and ionization o f the target material are also among the processes experienced during the 

interaction o f the intense focused laser beam and the sample under investigation. The 

excitation is accompanied by prompt atomic, molecular and ionic spectral emission over 

a broad range of spectra. Most of the radiation results from the early stages of the 

plasma, electron-ion, and electron-atom interaction and from recombination. As the 

plasma cools, broadband emission decays and atomic and ionic lines are emitted as a 

result o f the subsequent relaxation of the excited species in the matrix which is the 

characteristic radiation from the matrix elements that is detected and measured.

To ablate the target and produce the plasma, the laser must generate pulses of 

sufficient energy above a certain threshold whose values depend on the target and the 

laser characteristics. Optimization of such parameters to improve the performance of the 

technique has been reviewed in the previous chapter. Moreover, the understanding of the 

basic principles o f LIBS is o f great importance which has resulted in the growing interest
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on laser-induced plasma to generate numerous theoretical models in order to improve the 

basic knowledge and determine the best experimental conditions of LIBS processes. This 

chapter will be dedicated to giving some physical fundamentals o f the technique which 

includes laser target interaction, plasma formation and characterization, plasma 

propagation and spectrum analysis. Finally, the methods o f measuring the analyte 

concentration will be presented.

3.1 Laser-target interaction

The various complex mechanisms involved in a laser ablation process includes 

laser absorption by the target material, evaporation, transient gas dynamics, ionization, 

and recombination [1]. There are several diagnostic techniques for characterizing a laser- 

produced plasma including optical emission spectroscopy, [2-4] mass spectroscopy, [5] 

laser induced fluorescence, [6] Langmuir probe [7], photothermal beam deflection, [8] 

microwave and laser interferometry [9,10], and Thomson scattering [11]. Fast 

photography adds another dimension to ablation diagnostics by providing two- 

dimensional snap shots o f the three-dimensional plume propagation [12-14]. These 

capabilities become essential for understanding of the plume hydrodynamics, propagation 

and reactive scattering. The interaction of high-intensity laser pulses with a solid target 

can be divided into two regimes:

(a) At low laser fluence: the vapor produced by the leading edge of the laser pulse 

behaves like a thin medium and the laser beam passes nearly unattenuated through the 

vapor.
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(b) At high laser fluence the vapor temperature is high enough to cause appreciable 

atomic excitation and ionization. Then the vapor begins to absorb the incident laser 

radiation leading to vapor breakdown and plasma formation.

In the first regime, the main physical process involves heat conduction, melting 

and vaporization o f the target. In the second regime, the density and temperature of the 

laser-produced plasma can be so high that an efficient shielding o f the target occurs 

during the laser pulse. The properties of the laser-ablation process in this last case are 

strongly influenced by both laser-plasma coupling and plasma kinetics. In nanosecond 

laser heating o f metals, the absorbed laser energy heats up the target to the melting point 

and then to the vaporization temperature. In this case, evaporation occurs from the liquid 

metal, and heat conduction into the solid target is the main source o f energy loss. Some 

works have used a one-dimensional or a two-temperature diffusion model, assuming that 

the laser energy is absorbed by free electrons, due to the inverse Bremsstrahlung. [15,16] 

Then the evolution o f the absorbed laser energy involves thermalization within the 

electron subsystem, energy transfer to the lattice, and energy losses due to the electron 

heat transport into the target. They assumed that the thermalization within the electron 

subsystem is very fast and that the electron and the lattice subsystems can be 

characterized by their temperatures (Te and Ti), thus, energy transport into the metal can 

be described by:

c , ^ -  = - ^ ^ - y ( T , - T , ) + s  (l)
dt dz

c,^=r(T,-T,) ,  (2)
dt
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'J/TT

Q (z )  = - k  — <L ,S  = I  (t)A a  exp(-orz ) (3)
dz

Here z is the direction perpendicular to the target surface, Q(z) is the heat flux, S  is the

laser heating source term, I(t) is the laser intensity, A = 1 - R and a  are the surface

transmissivity and the material absorption coefficient, Ce and Q  are the heat capacities

(per unit volume) o f the electron and lattice subsystems, y  is the parameter characterizing

the electron-lattice coupling, ke is the electron thermal conductivity. In the above

equations a thermal conductivity in the lattice subsystem (phonon component) is

neglected. The electronic heat capacity is much less than the lattice heat capacity;

therefore electrons can be heated to very high transient temperatures. Equations (1-3)

have three characteristic time scales re, r, and rL, where re = Ce/y  is the electron cooling

time, Tj = C /y  is the lattice heating time (re «  r,) and t i  is the duration of the laser pulse.

These parameters define three different regimes o f the laser-metal interaction which are

femtosecond, picosecond and nanosecond regimes. In the nanosecond regime the

absorbed laser energy first heats the target surface to the melting point and then to the

vaporization temperature, noting that metals need much more energy to vaporize than to

melt. During the interaction the main source of energy losses is the heat conduction into

the solid target. The heat penetration depth is given by / ~ (Dt)l/2, where D  is the heat

diffusion coefficient, D = k(/Cj. The heating process is described by using the heat flow

equation in the following form [17]:

5T ST 5T . . .
p c—  = —  (k—  ) + a A I0 e x p (-a z )  (4 )

dt dz dt
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where T, p , c, k and a are temperature, mass density, specific heat, thermal conduction 

and surface absorbance o f the target, respectively, while l0 is the intensity of the incident 

laser pulse, and z the coordinate normal to the target surface.

3.2 Plasma formation

There are two dominant photon absorption processes in matter, which lead to 

breakdown and consequently formation of plasma [18]. One is inverse Bremsstrahlung 

(IB) absorption, by which free electrons gain kinetic energy from the laser beam, thus 

producing a cascade o f ionization and excitation through collision with excited and 

ground state neutrals.

Fig. 3.1 Schematic illustration of Inverse Bremsstrahlung absorption, IB.

The large density o f neutrals in the initial vapor significantly enhances the IB process

where X  is the laser wavelength in nm, Te is the electron temperature in eV, and No and

efficient in the UV than in the visible part of the spectrum, because o f the X dependence

which is usually described by the inverse absorption length a IB (cm '') given by:

a ib * consa3T; 0 5( ^  + ne) n (5)

tie are the neutral atom and electron densities in cm '3, respectively. The IB process is less
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of IB on the laser wavelength. The efficiency of the laser heating o f the plasma by IB 

decreases with the square of the laser wavelength when the degree o f ionization is low 

and as the cube of the wavelength when the ionization is extensive [19]. The efficiency of 

the IB photon absorption is such that the plasma acts as a shield for the laser radiation, 

completely preventing the last part o f the beam pulse to reach the target surface.

The second mechanism of photon absorption by matter is photoionization (PI) of 

excited species and, at sufficiently high laser intensity, multiphoton ionization (MPI) of 

excited or ground-state atoms. By considering some matter, with high ionization potential 

Ej, is ionized by the intense photon flux o f Q-switched lasers by simultaneously

absorbing Ej/hv quanta. This is not possible since atoms and molecules exist only in

discrete energy states and photon absorption cannot take place unless there is resonance 

between an allowed state and the quantum energy hv. However, it is possible for a virtual 

excited state o f the atom to exist on absorbing a photon for a time dictated by the 

Uncertainty principle. If photons are absorbed with sufficient frequency in a succession 

o f higher energy states, ionization can result. An atom will acquire Ej/hv = k quanta to be

ionized.

o

Fig. 3.2 Schematic illustration of multiphoton ionization.
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This process o f successive absorption into a sequence of virtual states is known as 

multiphoton absorption. Consider N atoms in a unit volume, which is illuminated by a 

spatially uniform and temporally constant laser beam comprising photons of energy hv, 

which create a flux density o f F photons cm '2 sec'1. At t = 0, we imagine that the laser 

flux F is instantly established in the focal volume which contains only unexcited atoms, 

i.e. no free electrons are present. Under the influence of the constant flux, F, atoms will 

absorb photons from the beam. The ionization rate per atom in a uniform and temporally 

constant flux density F is:

W = BFk (6)

where B is the ionization probability per atom per unit time per unit flux.

During nanosecond laser ablation, the produced high-density plasma (1017-1 0 19 

cm'3) is heated to high temperatures (6000- 20,000 k) and is ionized by both IB and the PI 

processes, expanding rapidly (~106 cm/s) perpendicularly to the surface [20]. During the 

expansion, the main mechanism of transition o f bound electrons from the lower level to 

the upper level and vice versa is driven by inelastic collisions o f electrons with heavy 

particles, while the concentration of charged particles is controlled by the electron impact 

ionization and the three-body recombination of electrons with ions. Radiative processes 

as re-absorption, spontaneous and stimulated emission are also important in determining 

the concentration o f emitting levels. The basic processes occurring during the expansion 

makes the analysis of the plume complex and theoretical studies are still in progress for 

the interpretation o f the experimental data.
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3.3 Plasma characterization

The characterization of laser-induced plasmas through the determination of their 

main parameters, such as the temperature, the electron density and the number densities 

of the different species present in the plasma, has produced interest in recent years 

because it allows improvement of their applications and provides a better understanding 

of these complex and versatile spectroscopic sources [21]. For example, the temperature 

is a crucial parameter that, if  local thermodynamic equilibrium (LTE) is satisfied, 

determines the distribution of level excitation through the Boltzmann equation and the 

ionization equilibrium through the Saha equation. For LTE to exist in the plasma, the 

electron density has to be high enough so that the collisional rates exceed the radiative 

rates. In this case, the so-called excitation (Boltzmann) and ionization (Saha) 

temperatures coincide with the electronic temperature, that is, with the temperature of the 

Maxwellian distribution o f electron velocities F(v) which is defined by:

If some volume o f the plasma is in LTE, the following distributions should be satisfied,

i) Maxwell distribution of energies of free electrons:

| k T e -  N  j^ -m v  2F (v  )dv (7)

dne = ne F (e)ds (8)

F(e)= 2tt T e exp(-e/T)1/  2 t - " 3 / 2 _  1/2

where T is the electron temperature in energy units (leV  = 11605 k = 8066 cm '1).

ii) The population distribution of each species over energy levels Et is described by the

Boltzmann equation:
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where U k and U 0 are statistical weights of the levels k and 0.

iii) The population distribution among two successive ionization stages is described by 

the Saha-Boltzmann distribution of atoms over degrees of ionization:

where Ez is the ionization energy of the atom Xz, and U z is its partition function defined

A necessary (but not sufficient) criterion, which defines the required minimum electron 

density for LTE [22]:

3.3.1 Temperature determination using spectral line ratios.

As previously discussed, the assumption of the LTE should be fulfilled and 

correspondingly, the plasma should be optically thin. If the two spectral lines whose 

intensity I  (spectral energy per unit of time per unit o f projected source area per unit of 

observational spatial angle and integrated over the line profile) (indexed i and j) are 

measured such that the two wavelengths arise from different upper excitation energy 

levels, E  whose upper level energies difference is large enough. It is necessary to

( 10)

(11)

as:

U z = I * t / £ z ) exp (-p ,o ) ( 12)

ne > 1 Ax  10uTem (e V ) [AE (e V )]3 cm "3 (13)

where AE is the energy difference between the states which are expected to be in LTE.
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determine the relative response o f the system separately at the two wavelengths by means 

of a standard emission source. Also, the values o f A (the Einstein coefficient; transition 

probability) reported in the literature have large uncertainties, being better known and 

reliable for the longer, than the shorter wavelengths, and for the lighter elements than the 

heavier ones, they can be a source of random errors in the intensity measurements. The 

temperature can be given by [23]:

r p  E J ~ E i  ,
T = ~ Lt  . . '■■) (14)

k I tg j A j X t

with the degeneracy of the upper levels denoted by g, the transition probability by A,  and 

the wavelength by X. The advantage o f the two-line method is avoiding the need for 

knowing the value for the effective path length through the source, the total particle 

number density, the partition function, the absolute intensity calibration o f the detection 

system and absolute transition probabilities. Considerations, when selecting a line pair, 

are to have the wavelengths nearly identical and the difference in upper energies o f the 

two transitions as large as possible. The first criterion is useful as the relative intensity 

calibration is easier and more accurate and the second assures that the calculated 

temperature is more reproducible and not over-sensitive to small fluctuations in the 

radiance ratio measurement.

3.3.2 Temperature determination using Boltzmann plots

The most widely used method to determine the temperature o f laser-induced plasmas 

is the Boltzmann plot method, which provides the excitation temperature from the 

measurement o f the line emissions from a single species. In some works, the Boltzmann 

plots have been obtained from a high number of emission lines [24-30]; in this case, a
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good correlation o f the experimental data to a linear fit is an indication of the validity of 

the Boltzmann equation. In some cases, the measured line intensities corresponded to the 

emission from the whole plasma, so the Boltzmann plot method provided a single value 

o f the excitation temperature o f the plasma. Generally, time resolution is also used in 

light detection, as the plasma temperature is known to experience a rapid decrease due to 

the plasma expansion. In other cases, the emission from the plasma is spatially resolved 

in order to obtain the temperature at a given distance from the sample [27-29], the axial 

profile [30,31], lateral profiles [32,33] or two-dimensional distributions [33] of the 

temperature. In some work, the Boltzmann equation was applied to a pair o f neutral atom 

(Cu I) emission lines and also to a pair of ion (Ba II) lines, in order to obtain the 

temperature o f the plasma plume formed in laser ablation o f YBCO in an oxygen 

atmosphere [34]. The results for the temperature obtained with the ion lines were 

considerably higher than those obtained with the neutral atom lines, a behavior that the 

authors attribute in part to the collection of the emission that integrated different spatial 

regions o f the expanding plume. By extending the two-line ratio technique to a larger 

number o f lines from the same element and ionization stage and rearranging the spectral 

line radiance equation for multiple lines, indexed i from the same element and ionization 

stage, it gives:

h< ^ > = 4 <f>+to&  <,s>g iA i T k 4nU  

where £ is the effective path length through the radiation source, n, is the particle number 

density, U  is the partition function and the other symbols have been defined above. If we

I  X
now treat the quantity ln( ; 1 ) as the dependent variable and E /k  as the independent

s 4 i
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variable for a set o f lines from the same species and otherwise identical conditions, a

he In
linear relationship with a slope o f (-7/7) and an intercept o f ln( L) results. The

4 n il

Boltzmann plot also needs calibration of the intensities at each of the analytical 

wavelengths, just as with the two-line ratio technique. In the Boltzmann plot method, the 

main source o f inaccuracy is the small difference in energy of the upper levels of spectral 

lines from the same ionization stage. However, the accuracy of the computations is based 

on selecting lines carefully from a large database; the lines chosen should have a large 

range of upper energy levels as possible, and the chosen lines must be well-resolved for 

accurately in determining the intensities.

3.3.3 Temperature determination using Saha-Boltzmann plots

The determination o f the plasma temperature is also possible using relative 

intensities o f spectral lines from the same element but from successive ionization stages. 

This would suffice to overcome the sources o f error due to the small differences in the 

upper energy levels o f the spectral lines in the Boltzmann plot method. This method, used 

in some works [35-37] to obtain the plasma temperature, is based on the Saha equation 

that relates the number densities o f consecutive ionization stages o f an element, in 

combination with the Boltzmann equation that gives the population distribution for each 

species level. In this method, the ionization temperature is obtained from the emission 

lines of the neutral atom and the ion of an element. For optically thin plasma the ratios of 

line intensities o f successive ionization of the same element can be used to determine the 

ionization temperature and is given by:
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(16)
/ t r

where the prime symbol represents the line of the atom with higher excitation stage, /  is 

the oscillator strength, g  the statistical weight, a0the Bohr radius, E„the ionization energy 

of the hydrogen atom, E the excitation energy, T the ionic temperature and E n is the

ionization energy, tie is electron density.

The advantage o f this method, with respect to the Boltzmann plot method, is that a 

wider range o f the upper level energies may be obtained by including lines from neutral 

atoms and ions, which results in a higher accuracy o f the resulting temperature value. The 

ionization temperature was obtained in some cases from the emission intensity o f the 

whole plasma [36-38] and in some other cases, with spatial resolution in the axial 

direction [38,39]. In most works, the Saha-Boltzmann method was applied using two 

lines, one from the neutral atom and another from the ion [36-40]. Yalcin et al. have 

applied the Saha-Boltzmann analysis including several neutral atom and ion lines, to 

determine the ionization temperature of laser-induced plasma generated in air containing 

various metals in the form of aerosols. Using the Saha-Boltzmann plot, they obtained a 

significant difference between the ionization temperature and the Boltzmann excitation 

temperature depicted by the slope of the neutral atom data. The authors attributed the 

discrepancy of the temperatures to the lower reliability o f the Boltzmann analysis, due to 

the smaller energy spread of the data. Few works have been published in which both the 

Boltzmann and Saha-Boltzmann methods have been applied to determine the 

temperature o f laser-induced plasma [41], In these works, the values obtained for the 

ionization Saha-Boltzmann temperature were often higher than those of the excitation
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Boltzmann temperature, especially at initial times of the plasma evolution. Their 

explanation of these temperature differences is the absence o f LTE in the plasma. Other 

possible causes that may lead to the difference found usually between the temperature 

values obtained from the neutral atom and ion emission lines, even if LTE is satisfied, is 

the use o f integrated measurements in an inhomogeneous laser induced plasma, in which 

the populations of neutral atoms and ions may have separated spatial distributions, so the 

integrated measurements can result in different averaging of these populations [42],

3.3.4 Temperature determination using line to continuum ratio

Under the assumption of local thermal equilibrium (LTE), the electron 

temperature Tt can be assumed equal to the excitation temperature Te*c, namely T* = Tt%c= 

T. Therefore, the plasma temperature T can be determined by the relative line to- 

continuum intensity ratio using the following equation [43]:

where sc is the continuum emission coefficient, and s, is the integrated emission

integrated line intensity and continuum intensity at certain adjacent wavelength positions. 

Xc , Xl are the continuum and center wavelength o f the spectral line, respectively. By 

using a Lorentzian fit, the position was obtained, so Xc = Xt . Z\ is the partition function for

probability o f spontaneous emission and E, is the ionization potential. £ 2  and g 2 are upper

(17)

£
coefficient over the line spectral profile. The ratio — can be calculated from the

ions and must be calculated as a function o f temperature. A21 is the Einstein transition
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level energy and degeneracy, respectively. A£, is the lowering o f the ionization potential 

o f atoms in the presence o f a field of ions and is small enough to be neglected. G is the 

free-free Gaunt factor, and £, is the free-bound continuum correction factor.

3.3.5 Electron density measurements

Populations o f the various species existing in the plasma and of their respective 

energy levels, as well as many other plasma properties, are often described in terms o f the 

electron number density ne which also defines the strength o f the spectral lines. The rate 

o f change o f electron density can be described as follows [44]:

^ r  = v,«, + W . 1 - N  - v > ,  - v A  +V.(D„V„t ) (18)
at

where:

ne is the number o f electrons per unit of volume

Vj is the impact ionization frequency

Wra is the multiphoton rate coefficient (MPI)

I is the intensity, W/cm

m is the number o f photons of a specified wavelength needed to ionize one atom 

N is the number o f atoms per unit volume 

v a is the attachment frequency

vr is the recombination frequency

Da is the ambipolar electron diffusion coefficient

The left term is the time rate of change of the number of electrons. The first additive term 

on the right represents electron generation due to impact ionization. The second additive
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term represents the multiphoton ionization MPI rate. The exponent on the intensity is the 

number of photons o f a specified wavelength needed to ionize one electron of the 

material illuminated. The third and fourth terms are negative and represent electron 

attachment and recombination. The fifth term represents the electron ambipolar diffusion. 

One of the most powerful spectroscopic techniques to determine the electron density with 

reasonable accuracy is obtained by measuring the Stark broadening profile o f an isolated 

atom. For electron density measurements, the Stark broadening profile of an isolated 

atom or singly charged ion is the most commonly used technique. The FWHM of the 

stark broadening lines is related to the electron density by the expression [45]:

AA,1/2 = 2 *  ( ^ )  + 3 . 5 ^ ( ^ ) 1/4(l-1 .2 iV -,/>  (19)

where the first term on the right side of Eq. (19) gives the contribution of electron 

broadening, and the second is the ion broadening correction. The parameter w  represents 

electron impact, and A is the ion broadening parameter. Both w and A are weak functions 

o f temperature, n  ̂ is the electron density (cm'3) and No the number of particles in the 

Debye sphere given by:

rp
N D = 1 .27x l09 J  _3" (20)-»9

n le'1{cm~i )

In order to determine the electron density, some authors such as Gomba et al. [46] used 

the Saha-Boltzmann equation (Eq. (16)).

3 .4  P la sm a  p ro p a g a tio n

Thermal and fluid dynamic processes can influence the correlation between time- 

integrated emission intensity measurements and calculated temperature spatial profiles of
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an expanding ablation plume. Geohegan published time-resolved photographs o f visible 

plasma emission from laser ablation of YBCO target at 1 J/cm2 under 100 mTorr oxygen

[12]. Two components o f the expanding plasma were identified [47]. The first component 

with gas velocities o f 106 cm/s lasted about 1 ps. The second component appeared after 2 

ps, and existed for 500 ps in a vacuum. At atmospheric pressure, the laser-induced 

plasma propagates into an ambient gas as a shock wave. The expansion boundary of this 

luminous plume was described by a shock wave model or a drag model [48,49]. The 

plume expansion has been also investigated using Monte Carlo (MC) simulations [50], 

hydrodynamic models [51], or by using a hybrid model (combination of both) [52,53]. 

Among the hydrodynamic models, the pressure is mostly limited until maximum, which 

is about 100 Pa. [54]. The plume expansion into 1-atm background gas was investigated 

only in several references such as reference 51. It should be mentioned that it would take 

a much longer calculation time to study the plume expansion into a high-pressure 

background gas with the MC simulations or hybrid models. Therefore, generally one 

makes use o f hydrodynamic models to study the plume expansion into 1-atm background 

gas. The general effect of the background gas is reported to be the spatial confinement 

and slowing down o f the expanding plume. Moreover, the material can even move 

backward [55]. Detalle et al. experimentally studied the influence o f long wavelengths on 

LIBS measurements under air or helium atmosphere [56]. Gnedovets et al. [57] reported 

a hydrodynamic model with two distinct species (material plume and background gas) 

and interactions between them. This model is applied to expansion in a background gas at 

1 atm, but for a long laser pulse (millisecond-range) at very low laser irradiance (104—105 

W/cm ), so that no plasma is formed.
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When a large amount o f energy is deposited in a small volume, a shock wave is 

formed by the piston-like action o f the quickly expanding ablated material pushing 

outward on the backing gas. As the shock expands, more background gas is swept up by 

the shock front, and since the laser pulse delivers a finite amount of energy, the 

expansion velocity decreases with increasing distance from the target. The wave moves 

symmetrically outward at very high velocity such that the rate o f deceleration increases 

for increasing pressure, since the wave must push more gas at the higher pressure.

A perfect gas was considered with constant specific heats and density p o ,  in 

which a large amount o f energy E  is focused in a small volume during a short time 

interval. The gas motion is determined by two-dimensional parameters, the deposited 

energy E ,  and the initial density p o -  These parameters cannot be combined to yield 

scales with dimensions o f either length or time. Hence, the motion will be a function of 

a particular combination o f the coordinate R (distance from the center o f the irradiation) 

and the time t. The dimensional combination, which contains only length and time, is

5 2the ratio E  to p o ,  with the dimensions [ E /p 0\  = [cm . sec' ].

The shock wave front is defined by a given value o f the independent variable. The 

distance of the wave front R (t) from the sample surface is governed by the relationship 

[49]:

* (0 = 5 o (— A 2"  (2 i)
Po

is a dimensionless parameter determined from the condition o f energy 

conservation.

The propagation velocity o f the shock wave (V) is:
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1/ 5 *  - 3/5 (22)

An adiabatic model is often used to describe laser-induced plasma expansion. For an 

adiabatic expansion, the expressions for plasma temperature and electron number density 

as a function o f time are [58]:

where y  is the ratio o f specific heat capacities at constant pressure to constant volume, 

and a is the flow dimensionality: 1<«<3

3.5 Spectrum analysis

At the early time of breakdown, the plasma becomes an electron-rich high 

temperature environment due to the ionization process produced by multiphoton 

absorption and inverse Bremsstrahlung, which leads to cascade breakdown. This results 

in the formation o f a time-dependant continuum radiation that may last for hundreds of 

nanoseconds. As the boundary of the plasma propagates in the direction o f the laser 

beam, the particle number density begins to decrease. After the end of the laser pulse, 

when the plasma power source is terminated, it begins to cool down and recombination 

and de-excitation events dominate. Thus, during the plasma relaxation, the neutral and 

singly charged characteristic spectral line emission prevails.

3.5.1 Line emission

The basic concept o f line emission is explained by the Bohr model. The model 

consists o f an atom that has two electronic energy states, the ground state (m) and the 

excited state (n), with energies En and Em, respectively. If the atom is in the excited state, 

it may spontaneously decay into the ground state, releasing the difference in energies

(23)
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between the two states as a photon with a frequency v and energy hv. The well-known 

unperturbed centre-line emission wavelength can be given by:

En— Em — hv — hc/A,nm> (24)

where h is Planck's constant.

An atom or ion immersed in plasma will emit radiation when radiative transitions 

between various quantum states occur. In plasma spectroscopy, the interaction of ions 

and electrons with the radiating species is important; the quantum states do not 

necessarily correspond exactly to those of the isolated atom or ion. Between the upper 

energy level En and a lower level Em of an excited atom in a system, there are three types 

of possible radiative transitions: spontaneous, stimulated emission and absorption. 

Spontaneous emission is characterized by a transition probability per unit time A . Thenm

other two (stimulated emission and absorption) are dependent on the presence of a 

radiation field so they are more important in the interaction o f a laser field with atoms. 

Dipole transitions have the largest values and are called allowed; the lifetime of the 

excited state E„, its transition probability into lower states m, and the absorption oscillator 

strength are related. In a group of such atoms, if  the number of atoms in the excited state 

is given by N„, the rate at which spontaneous emission occurs is given by: 

dNnmldt = Anm Nn (25)

where Anm is a proportionality constant for this particular transition in this particular atom 

and is referred to as the Einstein A coefficient. The rate of emission is thus proportional 

to the number o f atoms in the excited state, Nn.

The above equation can be solved to give:

N(t) = iV„exp( - t l x 2 i ) (26)
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where N„ is the inital number of atoms in the excited state n, and r21 is the radiative 

lifetime o f the transition, 121 = (Anm)~l .

The intensity Inm of a spectral line emitted at the frequency v  may be calculated from the 

number o f atoms (molecules) undergoing the transition n to m is then given by:

Inm = AnmNn h Vnm (27)

The calculation o f the energy of an excited electron in a one-electron system is the 

solution o f the Schrondiger equation in the central field approximation of a nucleus of 

charge Z. It ends up with the eigenvalues E expressed as a function o f only the principal

quantum number, n, thus:

R Zp  - —I__
n 2n

n =  1 ,2 ,3 ,

where R is the Rydberg constant.

Continuum of electrons 
and ions of charge Z

Series limit- E z»

(28)

Ground state -----1—

Ez-i (p)

hvpq: Transition probability A(pq)

E „  (q)

E „  (1)

Figure 3.3 Schematic energy level diagram for a hydrogenic species o f charge Z-l.
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A schematic energy level diagram (Fig. 3.3) illustrates a hydrogenic species (this being 

an atom or ion having a single bound electron). Bound, discrete, energy levels occur 

below the ionization limit E(oo) and a continuum of levels above. In Fig. 3 line radiation 

occurs for electron transitions between bound levels leading to line spectra. Thus, if  vpq is 

the frequency o f radiation when a transition from a level of principal quantum number p 

and energy E(p) to a level o f energy E(q) occurs, then the energy hvpq will be the 

difference between E(p) and E (q). In optically thin plasmas, the intensity of line 

radiation is determined by the wavelength’s emission coefficients. The wavelength 

integrated emission coefficient s is given by:

co
s  = j s ^ d  A (29)

o

This gives an expression for the total radiant power emitted by a plasma per unit volume 

per unit solid angle in the absence o f absorption. The net emission coefficient is defined 

as the derivative o f the intensity, /, evaluated at the end o f a line-of-sight path length I

into an isothermal, homogeneous plasma. It can be expressed in the form:

00

I  = Jb  ̂|l-exp(A :'(A )f)]t/A  (30)
o

where b\ is the Plank’s blackbody function which is an ideal source function; usually 

surface discharges do not radiate as ideal blackbodies. k '(A) is the spectral absorption 

coefficient including induced emission.

3.5.2 Background continuum radiation

Continuous radiation observed experimentally does not originate from just one 

elementary process. There are free-bound and free-free electron transitions and
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corresponding continua [59]. Additionally, continua may be superposed belonging to 

different ionic states o f the same atomic species. Also, different atomic species 

present in the plasma may contribute to the continuous radiation.

3.5.2.a The free-bound radiation (f-b)

Recombination (free-bound) radiation occurs when an electron in the continuum 

recombines with the ion. Since the upper level is continuous, the radiation is continuous; 

however, there is some structure due to the discrete nature of the lower energy levels. For 

an electron of mass m and velocity v, recombination into state p  gives:

When a free electron collides with an ion, the electron can be captured and forms 

a new excited ion (with one unit o f charge less) or a neutral particle. In plasmas, a 

number o f different continua connected to transitions into all discrete energy levels 

are superposed. This superposition can be substituted by integration for sufficiently 

dense lying discrete states. In the case of hydrogen, the integration is sufficiently 

correct for all levels higher than the principle quantum number n = 4, i.e. in the

o
infrared spectral region X > 13,000 A. For this spectral region the f-b continuous 

radiation is described by the expression:

with const. = I6ne6/c3(67m3k)1/2

Passing from hydrogen to other elements, the electron considered penetrates 

partly into the cloud o f charges surrounding the nucleus. This effect is described by a 

factor %(v, T) into which, in addition, all other deviations from hydrogen are included

hvpg = E (c r j)  + 0.5mv2 - E ( p ) (31)

const. (32)
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(different dependence o f e, on frequency, and the Gaunt factors). Besides a factor y is 

added which takes account o f the different statistical weights o f the ground term o f 

the parent ion as compared to hydrogen. For other elements rather than Hydrogen, Eq.

(32) can be written as:

with Z the nuclear charge.

3.5.2.b The free-free transitions

Free-free radiation occurs owing to transitions between two free energy levels 

because o f the classical concept, a moving charge radiates whenever it is accelerated or 

retarded. It also arises when Bremsstrahlung radiation is caused by the acceleration of 

charged particles in the Coulomb field o f other charged particles. The major part of the 

Bremsstrahlung is due to electron-ion collisions, and, since the initial and final states are 

continuous, the Bremsstrahlung spectrum is also continuous. For precise quantitative 

work, the spectral free-free contributions from each species need to be added together to 

obtain the total free-free contribution.

Radiation emitted or absorbed when a free electron is accelerated in the field o f an 

atomic nucleus but remains in a hyperbolic orbit without being captured. Since it happens 

in the continuum (no quantization), photons o f any wavelength can be emitted or 

absorbed. The emissivity in case o f hydrogen plasma is:

(33)

= con s t .Z2 k T } (34)
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The f-f transition is important in the UY spectral region while the f-b transition is 

important at longer wavelength. The spectral intensity distribution for the 

continuum radiation is given by [60]:

I { v ) d v  = Kxnexnrx r 2 l(Te )xnx exp\ { -h v )  l(kTe )]xdv(free - f r e e )

+ K 5c 1 / ( / 3)xnexnz x ( Z 4) /(T 3/2) (35)

x exp[-(£ /y - h v ) / kTJ^ifree -bou n d)

K  and K ' are constants, ne is the electron number density, nr is the number density of 

ions with a charge o f r times the elementary charge, Te is the electron temperature and 

is a measure the kinetic energy o f electrons in the plasma, v  is the frequency, h and 

K are the Planck and Boltzmann constants, respectively, U j is the ionization energy and

nz is the number density of the atoms with atomic number Z.

The spectral wavelength (Z)-dependent emission coefficient is thus the sum of 

the emission coefficients for each mechanism:

S X = S l,A, + s f - f , y l  + S f - b , A  (36)

s l x can be obtained by adding together the spectral emission coefficients of individual

measured lines that affect the wavelength o f interest. For spectroscopic as well as 

engineering work, wavelength quantities (integrated emission coefficients and the net 

emission coefficients) are more desirable than spectral values.

3.6 Sample concentration measurements

Because the interaction o f laser-beams with surfaces is nonlinear, it cannot be 

accurately predicted. Furthermore, the mechanical, physical, and chemical properties of 

the sample influence the interaction, which results in a strong matrix effect [61]. As a
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result of this limitation, the analytical performance of LIBS for direct quantitative 

analysis is unsatisfactory in terms of accuracy, precision, and detection limit. Fortunately, 

these limitations can be overcome or at least minimized using:

3.6.1 Calibrated standard

Consider the laser-sample interaction, which has the effect o f vaporizing and 

atomizing a small region of the sample surface, to result in the production of a hot plume 

consisting o f both the ejected material and the atmospheric plasma [62]. During this 

interaction, the laser beam energy is absorbed by the sample and by the atmospheric 

plasma. Several phenomena also occur that are responsible for back reflection of the 

radiation, electron emission, sample heating, and phase changes. Such processes affect 

the physical properties o f the plume in a way different from the sample composition. [63] 

Assuming that the plasma has reached the condition o f local thermodynamical 

equilibrium (L T E ), the spectrally integrated line intensity, corresponding to the transition 

between levels Ek and Ej of the atomic species with concentration Ca can be expressed 

as:

2 , A , ■e~EkUkBTj  = p c    (37)ex a

where T is the plasma temperature, U a(T ) is the partition function, kB is the Boltzmann 

constant, and F is a constant depending on experimental conditions. A first-order 

approximation of LIBS-measured concentrations can be obtained by the comparison o f a 

given line intensity from an unknown sample to that from a certified sample.

Under the hypothesis o f constant and easily reproducible plasma temperature and 

plasma density, all factors in Eq. (37) can be obtained for a specific transition from tables
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in literature except for the concentration and line intensity for each element. This allows 

one to establish a simple linear relationship between the specific line intensity and the 

relevant elemental concentration. In practical situations, the use o f calibration curves 

built in this way has proven to be valid for determining the concentration o f a single 

species and in a well-defined matrix.

By rationing the line intensities originated by the sample and by a reference 

material (with known elemental concentration), at temperatures Ta andTr , respectively, 

we obtain from (36):

Equation (38) allows us to evaluate C a from the measured LIBS line intensity, while the 

other parameters are derived from atomic databases at known plasma temperatures.

3.6.2 Calibration-free laser induced breakdown spectroscopy (CF-LIBS)

Assuming that the plasma composition is mainly the composition of the sample 

under consideration, one can consider the natural logarithm o f Eq. (37) [64]:

In the two-dimensional Boltzmann plane identified by the left-hand term o f (39) and by 

Eki, different emission line intensities belonging to the same element in the same 

spectrum lie along a straight line with a slope of l / k BTa .

If experimental and theoretical data are available for each element in the sample, it is 

possible to evaluate the element concentration. The partition function is given by:

Ia(ra) C a cxp(-Ekl/(VTa - l / T r))
(38)

7r(Tr) C r Ua(Ta) / U r(Tr)

(39)
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tf«cn = E « , e x p ( - i )
/

(40)

where g; is the degeneracy or statistical weight o f the ith energy level Ej

(41)

Ji is the angular momentum quantum number of the level. E, and J, values are obtained 

from the NIST database.

In order to apply the CF-LIPS procedure, it is assumed that the plasma composition is 

representative o f the actual material composition prior to the ablation (this is the basic 

assumption for application o f LIBS technique, which is well realized in the range of the 

laser energies used in LIBS experiments) [65], Moreover, we assume that in the actual 

temporal and spatial observation window the plasma is in local thermal equilibrium 

(LTE) condition and the radiation source is optically thin (this hypothesis is in general 

fulfilled in LIBS experiments where the main ionization process is produced through 

impact excitation by thermal electrons). In LTE approximation, the line integral intensity 

corresponding to the transition between two levels Ek and E, o f an atomic species s can be 

expressed as:

emitting atoms for each species, Ak, is the transition probability for the given line, gk is 

the k level degeneracy, K b the Boltzmann constant, T the plasma temperature and US(T) is 

the partition function for the emitting species at the plasma temperature. The emitted 

intensity is expressed in photons/(scm3). In actual measurements, the efficiency of the

(42)

-j
where X is the wavelength of the transition, Ns is the number density (particle/cm ) of the
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collecting system significantly affects the measured intensity o f the line, so that it can be 

written as:

Ek
—77 2  e KbT
A" =FC-Acifr^y (« )

where I*1 represents the measured integral line intensity, Cs is the concentration o f the

emitting atomic species and F  is an experimental parameter that takes into account the 

optical efficiency of the collection system as well as the plasma density and volume. 

Now, we can define the following quantities:

I ki 1 C F
y  = In— -— , x = E k , m = ---------- , ^ = l n — s-—  (44)

k bt  u s(T)

Taking the logarithm of Eq. (43) and substituting the above definitions, we obtain the 

following relationship between the x and y  parameters:

y  = mx+qs (45)

The two-dimensional space identified by the above-defined jc and y  co-ordinates is called 

Boltzmann plane. A similar relation for each species in the plasma can be written. 

According to Eq. (45), the slope m is related to the plasma temperature, while the 

intercept qs is proportional to the logarithm of the species concentration, by the factor F. 

The F  factor can be determined by normalizing to unit the element concentration Cs:

=1 (46)
s * s

Finally, the concentration of all the atomic elements of the sample can be obtained as: 

C , = j r l X O ’K '  (47)
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where all the factors are known. The concentration value determined by Eq. (47) refers to 

one species; in order to obtain the elemental composition, it is sufficient to add the values 

corresponding to the neutral and single ionized species o f the same element.
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CHAPTER IV 

INSTRUMENTAION AND EXPERIMENTAL 

PARAMETERS

Laser Induced Breakdown Spectroscopy (LIBS) has received increasing attention 

as an analytical technique due its versatility, rapidity, minimal sample preparation and 

simplicity. Recently, there have been many studies using LIBS for quantitative analysis 

[1-3]. However, LIBS has some disadvantages, such as the relatively large interference 

effects and the moderately poor detection limits and precision. Many works have studied 

the variables affecting LIBS analytical figures o f merit (accuracy, precision and detection 

limit) such as laser parameters, pulse duration, laser energy and repetition rate [4,5]. 

Other variables affecting the LIBS analytical performance is the sample characteristics: 

homogeneity, roughness, matrix composition and moisture content. The sampling and 

detection geometry also play an important role in LIBS measurements and results. Many 

works have been devoted to optimizing such variables and overcoming LIBS drawbacks, 

which prevented a multipurpose implementation of the technique. Developments in laser 

sources have contributed to more reproducible plasma generation and the introduction of 

intensified solid-state detectors, which are launching some solutions to enhance LIBS 

applicability.

In this chapter, we introduce the basic steps followed in our primary LIBS 

experiments, including instrumentation, data acquisition, sample selection, optimized 

setup and detection geometry, and data analysis. Better understanding o f the variables 

that can be controlled, for example, choice o f the analytical line, laser-shot-to-shot
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variance, method of data analysis and atmospheric conditions, have been carried out. The 

sampling geometry, which includes the lens-to-sample distance, the orientation o f the 

sample, with respect to the incident laser pulses, the method o f focusing the laser pulse to 

generate the spark and the method of collecting the spark emitted light have been 

optimized to produce the best results. The plasma properties, such as plasma temperature 

and its determination method, have been introduced in detail.

4.1 Nanosecond LIBS

The experimental setup consists o f a Nd:YAG laser; the excitation source 

operated at the fundamental wavelength o f 1064 nm at 50 Hz repetition rate. The laser 

pulse energy o f 34 mJ and pulse duration o f 35 ns FWHM is delivered by a set o f IR 

mirrors to be focused by a 10 cm-lens on the target under investigation. Two 

spectrographs and a photomultiplier tube (PMT) are used for detection and are connected 

to a PC for control, data acquisition and data processing. An x-y translational stage is 

used for the sample under investigation to create reproducible positioning and to allow 

for a fresh spot in each run. Two fiber bundles are used to collect the light emitted from 

the produced plasma to the entrance slits of the two spectrographs. The resultant 

dispersed emission for each spectrograph is detected by a CCD detector and processed by 

data acquisition software. The following table summarizes the components o f our 

experimental setup.
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Table 1: List o f LIBS components.

Component Description
Laser
Wavelength (nm) 
Pulse energy (mJ) 
Pulse repetition (Hz) 
Focusing lens (cm)

Lumonics YM-200 
1064 
15-34 
50 
10

Signal detection • CVI Spectrometer SM 240 
Spectral range (200-978 nm)

• Ocean optics Spectrometer HR 1200 
Spectral range (805- 955 nm)

• Monochromator (1440 nm/mm)
• Photomultiplier tube (PMT)
• Oscilloscope (Tektronix, 300 MHz)

Signal collection Fiber optic

L aser

PCI PC2

Fig. 4.1 Schematic diagram of the experimental setup. The laser has been directed to be 
focused on the target under investigation and the emitted light is detected using two 
spectrometers with different spectral range. A monochromator and a PMT provided time- 
resolved data.

Oscilloscope

Spectrometer-l pectrometei-2
Target
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4.1.1 Laser characterization and pulse width.

The Q-switched Nd:YAG laser operating at 1064 nm is used in this experiment as 

the excitation source. The output laser pulse shape, shown in Fig. 4.2, is detected using a 

fast detector and is displayed in an oscilloscope to be transferred and plotted using a 

computer. It can be seen that the pulse width (FWHM) is about -35  ns.

1.0

0.8

0.6

B.

0.4

0.2

0.0

0 50 100 150 200

Fig. 4.2 Laser pulse shape as detected with a diode detector. The FWHM was measured 
to be 35 ns.

By changing the focusing lens position with respect to the target position using a 

translational stage and running the knife edge measurement, the focal spot at each 

position was measured. Then, the pulse profile is deduced as a function of the position 

between the focusing lens and target surface and plotted in Fig. 4.3. The FWHM of the 

laser spot on the focus is around 0.01 cm.

0.5 |------------------------------------------------------------------------------- 1

0.4

I 032
I  0.2 • •  •
u.

0.1 •

0,0 i  -------   ■------- '-------
2 4 6 8 10 12

Position (mm)

Fig. 4.3 FWHM of the laser beam as a function of position o f the focusing lens to the 
target surface.
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Calibration for the detector wavelength was conducted by using the emission from a 

mercury lamp. The spectrum of Hg lamp is shown in Fig. 4.4. These emission lines are 

compared with those listed in the NIST database and a calibration o f wavelength shift 

error is plotted in Fig. 4.5.

£ . 4 0 0 0

1

u

F W H M =  1 5  n m

(A r 826  nm ) 
j I (A r  912 nm )

i l L r 1:.:
0 100 200 300 400 500 600 700 800 900 1000 1100 1200

W avelength (nm)

Fig. 4.4 Hg lamp spectrum detected by CVI spectrometer. This was done to calibrate the 
spectrometer and define the wavelength shift.

200 300 400 500 600 700 800 900 1000

W avelength (nm)

Fig. 4.5 Measured detector wavelength shift error. The maximum wavelength shift error 
is less than 1 nm for wavelengths (k) < 700 nm and less than 1.5 nm for k > 700 nm.

4.1.2 Integrated spectra

Using the setup shown in Fig. 4.6, we obtained the integrated spectra of the 

samples o f interest, which are copper, aluminum, carbon and Ni alloys (Figs. 4.7-4.9). As
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it is apparent, the atomic emission lines are imposed on the continuum background 

radiation, which is representative to the high temperature occurring at the onset of the 

laser pulse. This intense continuum is attributed to the Bremsstrahlung process (collision 

of electrons with ions and atoms, free-free emission) and recombination o f electrons with

ions (free-bound emission) [6]. The separation of the emission lines is limited by the (~1-

nm) resolution o f the spectrometer used in this experiment. In Cu, Al, C spectra, it can be 

noticed that the neutral lines, along with ionic lines, emerge as a result of the high laser 

fluence in the range of 49-87 J/cm2 after being focused by the 10 cm quartz lens.

Laser

Spectrometer

PC

Fig. 4.6 Schematic diagram of time-integrated LIBS experiment. The laser beam is 
focused on the target to produce a plasma which is detected by a CVI spectrometer.

Relative intensity /  rao

W avelen g th  (nm)
Fig. 4.7 Time-integrated LIBS spectrum o f Cu in air.
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Fig. 4.8 Time-integrated LIBS spectrum o f A1 in air.
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Fig. 4.9 Time-integrated LIBS spectrum o f C in air.
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It is also apparent that, besides the Cu spectral lines, there are O I and N I lines as a result 

of air breakdown. The ratio o f line emission intensity can be used to determine the 

excitation temperature o f the plasma.

4.1.3 Time-resolved line emission

In a time-resolved experiment, the emission spectrum passes through the 100-pm- 

entrance slit o f a monochromator. The dispersed light is collected by a collimating mirror 

to the exit slit at which a photomultiplier tube (PMT) is located. The exit slit only allows 

a narrow part o f the spectrum to pass through, which corresponds to a certain line 

belonging to an element in the studied sample. The signal is displayed on an oscilloscope 

screen and could be transferred to a computer for plotting, manipulation and analysis.

Target

Laser

M onochromator 

I P M T |

Oscilloscope

Fig. 4.10 Schematic diagram of the time-resolved LIBS experiment. The temporal 
behavior o f the emitted spectral lines is detected by a monochrmator, PMT, an 
oscilloscope and a computer.

The choice o f emission lines for the time resolved experiments is based on the 

non-interference of the chosen line with other emission lines. The fast decay of the 

continuum compared to em ission line signal is noticeable. In the case o f  Al, the decay 

time of the superposition o f Al 358.6 nm and the continuum emission (Fig. 4.11 (a)) is 

about 1.2 ps while the decay time of the continuum (Fig. 4.11 (b)) is about 0.4 ps. The Al
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358 run decay time can be obtained by subtracting the graph in Fig. 4.11 (b) from that in 

Fig. 4.11 (a). The decay time of the line intensity of the Al 358 nm is about 0.8 ps (Fig. 

4.11 (c)). Another line was chosen; Al 309, whose superposition with the continuum 

background (Fig. 4.12 (a)) gives a decay time of 2 ps. While the continuum (Fig. 4.12

(b)) is evaluated to be about 0.2 ps, the decay time o f Al 309 nm spectral line (Fig. 4.12

(c)) is about 1.8 ps. A result is deduced that the strong continuum emission occurs in time 

scales o f less than a microsecond, while the line emission lasts for a few microseconds

[7].

359 nm
Al II 358

S> -0.032> -0.03

4x10* 6x10*
Time (8)

4x10* 6x10*
Time (s>

8x10* 2x10* 4x10* 6x10*
Time(s)

Fig. 4.11 Time-resolved line Al II 358.6 nm intensity.

309 5 nn

if) -0.04

18x10®
14x10*10x10®

Time (s)

0.02

0.00

g-0 .02

S>
<55 -0.04

14X10* 
Time (s)

14x10* 

Time (s)

Fig. 4.12 Time-resolved of Al I line 309.2 nm intensity.

4.2 Single-element experiments (Cu, Al and C)

4.2.1 Experiment

A Cu sample, placed at the focal length of a 10-cm lens, is irradiated with Nd- 

YAG laser with different laser energies ranging from 15.6 to 27.4 mJ and spot size «0.08
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mm. The energy is varied using microscope glass slides. Fresh spots o f the sample were 

subject to the laser beam at each run. Data acquisition consists of 856 frames, and each 

frame shows the spectrum resulting from one pulse out o f three successive laser pulses. 

The spectrum is obtained using our setup shown previously. Figure 4.13 shows the Cu 

spectrum with its characteristic line emission identified.

R e la t iv e  I n t e n s i t y  /  nm

100
4000

3 6 0 0 -
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-  502000
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-  2 0800
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900720540 630270 360

W avelength (nm)

450180

Fig. 4.13 Time-integrated spectrum of Cu in air.

Information about the origin of each line emission for Cu can be explained using the 

following diagram (Fig. 4.14).
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Fig. 4.14 Grotrian energy level diagram of Copper; Cu given by B. Nemet and L. Kozma
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4.2.2 Blackbody calibration method

The methodology we followed in order to extract the peak line intensity is to 

calibrate our data to the blackbody emission taking into consideration the detector 

response. To correct for detector response, a calibration method has been applied using a 

calibrated continuum source, which emits a continuum spectrum depending on its 

temperature. A blackbody source can be understood as an idealized object that emits and 

absorbs thermal radiation perfectly. The Planck’s equation for blackbody radiation is:

/ = ^ T ------L — T 0 )
eXP X K T ~ l

I: Radiation emitted per wavelength, X : Wavelength (m), h: Planck’ constant (6.6238 x 

10'34 J.s), c: speed o f light (3xl08 m/s), K: Boltzmann constant (1.3807xl0"23 J/k).

Our method is summarized in the following steps:

1. Acquiring the spectrum of the continuum source at different temperatures.

2. Calculating the theoretical continuum spectrum at the same temperatures using the 

above equation.

3. Plotting our calibration curve by comparing both values from steps 1 and 2 after 

normalization.

Figures 4.15-17 show the experimental and theoretical intensity plots at different 

temperatures 3000, 2800 and 2600 k, respectively, and the corresponding calibration 

curves at the each temperature value.
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Fig. 4.15 Blackbody calibration method used to correct for the detector intensity 
response. Steps 1 through 3 are plotted systematically at temperatures 3000, 2800 and 
2600 k, respectively.
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Fig. 4.16 Cu spectrum with calibrated blackbody emission at different temperatures.

In a collision dominated, optically thick LTE plasma, the emission intensity of 

homogeneous plasma along a line of sight can be represented by Planck’s function (Eq. 

1) [9,10]. The blackbody plots shown in the above graph are normalized to a chosen

'y
wavelength (600 nm) for different laser fluences ranging from -5 0  to 87 mJ/cm . In order 

to find the most appropriate plot that fits this spectrum, the minimum percentage error, 

with respect to experimental data at a certain temperature, was considered. Table 2 

summarizes the experimental data compared to the corresponding value after calibration 

at different temperatures.
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Table 2. Comparison o f calibrated intensity values at different temperatures and the 

obtained experimental values.

Wavelength

nm

Experimental

Intensity

5000 k 7000 k 8000 k 9000 k 10,000 k 11,000 k

543 1105 896 1027 1069 1102 1129 1151

560 921 797 874 898 917 932 944

577 765 702 741 752 761 768 774

583 652 657 683 690 696 701 705

588 624 630 647 652 656 659 661

617 492 487 470 465 462 459 451

645 404 402 368 358 351 346 342

653 426 358 322 313 305 300 296

672 250 278 242 233 226 220 216

700 132 187 155 147 141 137 134

714 87 152 124 117 111 108 105

739 53 109 86 80 76 72 70

The error percentages corresponding to 5000, 7000, 9000, 10000, 11000 k are 0.2442, 

0.1558, 0.1373, 0.1234, 0.1194, 0.1200, respectively. According to the blackbody 

calibration procedure we followed, the average plasma temperature is estimated to be « 

10,000 k. We assumed that the temperature is constant in the range o f  experimental laser 

fluence 49.6-87.26 J/cm2, which is also supported by St-onge et al. and Yalcin et al.
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[11,12], who showed that the temperature increases only slightly with a two-fold increase 

in laser energy.
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Fig. 4.17 Calibrated Cu spectrum at the two extreme values o f laser fluence used in this 
experiment using the blackbody emission calibration method [(*): Saturated lines have 
not been analyzed].

4.2.3 Laser fluence effect

The behavior o f line emission intensity versus incident fluence has been 

extensively investigated by several authors. They found an initial linear correlation, 

probably due to the increase of ablated material; subsequently, for higher fluence values, 

the emission signal reaches a saturation regime attributed to the absorption o f the laser 

beam by the plasma formed in front of the sample [13-15]. The starting point of the 

saturation regime is element-dependent and correlated with the value o f the threshold. 

The same behavior o f coupling efficiency was found in dependence o f the power density 

for nanosecond and picosecond lasers: the mass ablation rate increases linearly with 

power density, then undergoes a regime change, followed by saturation. In order to obtain 

the maximum efficiency in mass removal, a study by Chan and Russo suggested the use 

o f power densities o f the order o f 1 GW/cm2 for a copper target [15]. Higher power 

densities produced constant mass ablation rate, due to the shielding o f the laser energy
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acted by the plasma itself. Stratis et al., studied the line intensity over some laser fluence 

range 0.6 and 1.2 GW/cm2 and found that it is linearly correlated to the laser fluence, 

which they also attributed to the increased ablation rate o f the material [16]. In our 

experiment, we studied the influence of laser fluence on the line intensity o f some 

spectral lines o f Cu. All data analysis was applied to the fifth frame in our data 

acquisition method. We noticed that there is a linear relationship between the line 

intensity o f some spectral lines of Cu in the laser fluence range ~ 50- 87mJ/cm2 (Fig. 

4.18).
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Fig. 4.18 Cu line emission as a function of laser fluence for different Cu lines.

4.2.4 Boltzmann Plot

Temperature is an important property of an analytical excitation, and it needs to 

be known to understand the excitation processes. It can be determined by the Boltzmann 

method from relative line intensities. The spectral line radiance equation for multiple
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lines, indexed i from the same element and ionization stage with the assumption of LTE, 

is:

. . IX  . 1 ,EiN . .heIn ,.
ln( - ^ )  = - - ( . - f )  + ln(— - L) (2)gjAj T k 4nZ

where 1 is the effective path length through the radiation source, nt is the particle number 

density, Z is the partition function.

I X
The quantity ln(—1—-)  is assumed the dependent variable and Ej/k the independent 

g ,A i

variable for a set o f lines from the same species and otherwise identical conditions, a

he In
linear relationship with a slope o f (- 1/T) and an intercept o f ln( L) results. The

4 nZ

spectroscopic parameters are given below in Table 3 as given in Ref. 17.

Table 3. Spectroscopic parameters for Cu lines.

Wavelength (nm) E (eV) 8m Amn (10-8 sec '1)

Cu 406 6.8790 6 2.1xlOA-l

Cu 465 7.7500 8 3.8xl0A-l

Cu 510 3.8230 4 2xlOA-2

Cu 515 6.2019 4 6xlOA-l

Cu 570 3.8230 4 2.4000x10A-3

Cu 578 3.7900 2 1.6500x10A-3

(Spectroscopic data are obtained from NIST database) [17].
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Using the following graphs, the plasma temperature was calculated to be in the range 

from 9750 k to 11,500 k. Line intensities from the fifth frame at laser fluences 60, 75, and

87 J/cm , respectively, were used to obtain the Boltzmann plots (Fig. 4.19).

Slope = -1.058Slope = -1.17

28

26

24

8 3 5 74 6 8

Slope = -1.197

3 4 5 6 7 8

E(eV ) E(eV ) E(eV)

Fig. 4.19 Boltzmann plots used for plasma temperature determination. By applying eq. 
I X

(2) such that ln(— L-) is assumed as the dependent variable and Ej/k is the independent
bA

variable, the slope is equal to (- 1/T (in Kelvin)).

4.2.5 Pulse accumulation effect

As a result o f the number o f laser shots, it is observed that the Cu lines’ intensity 

is always following the same behavior. It is highly fluctuating during the first two 

hundred laser shots, and then it is almost stable during the following laser pulses. This 

can be attributed to the high mass ablation rate, which happens as a result o f the laser 

energy deposition over the sample during the early laser shots. This produces a plasma 

that shields the laser energy to reach the target resulting in the almost stable behavior 

observed in Fig. 4.20. This result implies that, for quantitative analysis, it will be 

necessary to apply about two hundred laser shots to be able to get stable measurements. 

This result is similar to that presented by Hemmerlin et al. [18], who observed that the Fe

281.3 nm emission line becomes stable after 400 laser shots.
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Fig. 4.20. Cu line emission as a function of number of laser shots (one frame is 
equivalent to 3 pulses).

4.2.6 Spatially resolved spectra-expansion mechanism

Line broadening and self-absorption have been reported for laser-induced plasmas 

for short time decay with the use of time resolved experiments [19]. If self-absorption 

occurs, it should be noticeable at the high power density and the full width at half 

maximum (FWHM) of the emission line will change at the different axial positions, due 

to electron density change. The lines selected in our work show the same line width 

(within the -1  nm spectral resolution o f the spectrometer) at the different axial positions 

and the various power densities studied. Therefore, broadening is assumed to be 

negligible in the time-integrated emission lines studied here [7]. Fig. 4.21 shows the 

spatial evolution o f plasma temperature above the target. It can be seen that the plasma 

temperature changes as a function of axial position from the surface o f the target. For 

each position, the Cu time-integrated spectrum was obtained and was calibrated as 

previously explained in Sec. 4.2.2. Then, the normalized line intensity for Cu spectral 

lines have been plotted versus axial position as shown in Fig 4.22. The zero point 

corresponds to the closest position between the sample and the tip o f the fiber optic (-500 

pm).
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Fig. 4.21 Cu plasma temperature as a function o f axial position measured from the 
sample surface. The error is estimated as 10% due to the uncertainty o f the tabulated 
transition probabilities and the degeneracy and also due to the experimental errors.
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Fig. 4.22 Cu line emission as a function of axial position measured from the sample 
surface. The line intensity is linearly decreasing as increasing the axial distance away 
from the target in the direction of the laser beam.

As a continuation o f the previous work, we studied the effects o f several parameters, 

which affect LIBS measurements, such as ambient atmosphere and single pulse spectrum.

4.2.7 Pressure effect

Generally, the analysis at atmospheric pressure is characterized by the presence of 

a broadband background emission spectrum generated by atmospheric elements; 

therefore, many authors [20-22] preferred the use o f a vacuum chamber and different 

ambient gases in order to obtain better signal-to-noise ratios. At low ambient pressure (<1 

mbar), the ablated vapor can expand almost freely, and the outer part o f the plasma 

becomes colder than the core because o f the higher energy loss. When increasing the 

pressure to approximately 1 mbar, the confining effect o f the vapor by the ambient causes 

a reduction in energy loss and a more uniform distribution. The decay rates at late times 

of the plasma lifetime were reduced, as a consequence o f the confinement of the vapor 

plasma by the ambient gas, which prevents electrons or ion from rapidly escaping from

▲

o

■ Cu I 406 nm 
A Cu 1 465 nm 
o  Cu I 568 nm 
▼ Cu II 400 nm
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the observation point and facilitate the atomization of droplets and particles. With respect 

to the free expansion in vacuum, elastic and inelastic collisions occur between target 

vapor and ambient gas species. Thus, the plasma density decreases monotonically and, as 

an effect o f inelastic collision, the kinetic energy is partially transformed in excitation 

energy.

The experimental setup used to obtain the effect of the pressure on the element 

spectrum is demonstrated in Fig. 4.23. It is noticed that when comparing the spectra at 

atmospheric pressure with that at reduced pressure the spectrum main feature is the low 

continuum background. As the pressure is reduced, the collision frequency is decreased 

leading to the decrease o f the signal. On the other hand, as the material vapor is produced 

above the target surface, it produces a shock wave propagating towards the laser source; 

consequently, the plasma density is decreased resulting in the penetration of the laser 

beam to the target surface without any beam absorption loss. This produces the maximum 

mass ablation and hence, increases the signal (Fig. 4.24).

M irro r  I

M irro r  3

M ir ro r

Spectrometer

To pump

Vacuum chamber

Fig. 4.23. Schematic diagram for the experimental setup for LIBS using a vacuum 
chamber.
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Fig. 4.25 Time-integrated spectrum of Al, at -100  mtorr.
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4.2.8 Single pulse spectrum

In order to increase the signal-to-background ratio, it is suggested that data 

acquisition is done for an accumulated number o f laser shots [4], In order to monitor the 

signal and the plasma in a more stable method, an average of the spectra resulting from 

an accumulated number o f laser shots is applied to give a more reliable data. Multiple 

laser shot spectra could be stored by the SM3 2-Pro software, either as single frame or 

accumulation. When multiple LIBS spectra were stored as single frames, each individual 

spectrum, from a single shot, was stored within a file. When accumulation was selected, 

the multiple LIBS spectra were summed and stored as one spectrum. Using this mode, all 

the one-to-one shot fluctuations were lost. The single laser shot spectrum; Fig. 4.26 gives 

the same spectrum presented before for Cu but it is only a single laser shot spectrum. It is 

obvious that the signal to background (S/B) is relatively low.
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Fig. 4.26 Single pulse integrated spectrum of Cu in air.
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4.3 Multi-element experiments

Using our setup, we were able to identify the different elements of the steel alloy 

with some constraints due to the limitation o f the spectrometer used in our measurements. 

Thus, according to our available instrumentations, we were able to analyze steel alloy 

only qualitatively and consequently we had to direct our attention to focus our study on 

single and/or binary alloy samples.
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Fig. 4.27 Spectral line identification o f Ni alloy.

4.4 Picosecond LIBS

The use o f short laser pulses (on the order of picoseconds or shorter) has been 

recently applied to LIBS. They were reported to produce higher mass ablation rates, 

probably because they are not affected by the plasma shielding and also because the 

fraction o f the pulse energy loss by thermal diffusion in the sample is much lower than in 

the case o f nanosecond pulses [23]. For example, Rieger et al. [24] investigated the 

emission of laser-produced silicon and aluminum plasmas in the energy range from 0 . 1  to 

100 mJ using 10 ns and 50 ps KrF laser pulses focused to a 5-pm diameter spot. They 

showed that there is a little difference between 50 ps and 10 ns pulses in the plasma 

emission both in terms o f the intensity of the emission lines and in terms of lifetime of 

the emission for energies higher than 3 mJ. Differences become important only at very
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low fluences approaching the plasma formation threshold; this threshold is significantly 

lower for ps pulses. On the other hand, Eland et al. compared spectra o f glass, steel, and 

copper using 570 nm, 1.3 ps and 1064 nm, 7 ns laser pulses. The background was low 

enough that excellent LIBS spectra were obtained using the 1.3 ps laser pulse and a non

gated detector. They presented the temperature dependence on the time after the laser 

pulse and showed that the electronic temperature is higher in the ps regime and consider 

this result is rather insignificant, since it is not likely that either plasma is at 

thermodynamic equilibrium.

We obtained the integrated spectra for the same elements used previously, using 

picosecond laser with high frequency (800 Hz), shown in Fig 4.28. A comparison 

between the ps laser and those o f the ns laser results has been previously reported. It is 

obvious that the continuum background is less due to the shorter pulse duration and the 

high frequency o f the picosecond laser used in this experiment. In both cases, nanosecond 

and picosecond lasers, the same setup shown in Fig. 4.6, was used.
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Fig. 4.28 Nanosecond (left) and picosecond (right) spectra resulting from a focused laser 
beam on Al sample. It is clear that using the picosecond laser with laser pulse power ~ 
530 mW and 800 Hz. The high repetition rate and shorter pulse duration result in low 
background and high S/B ratio.
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CHAPTER V 

SPARK DISCHARGE LASER INDUCED 

BREAKDOWN SPECTROSCOPY (SD-LIBS)

Laser Induced Breakdown Spectroscopy (LIBS) is combined with a spark 

discharge to operate in a laser triggered spark discharge mode. This spark discharge laser 

induced breakdown spectroscopy (SD-LIBS) is evaluated for Al and Cu targets in air 

under atmospheric pressure. Significant enhancement in the measured line intensities and 

the signal-to-background ratios, which depends on the spark discharge voltage and the 

laser fluence, is observed in SD-LIBS when compared to LIBS alone for similar laser 

conditions. The measured line intensities increase with the applied voltage for both 

targets, and the ratio o f the measured line intensity using SD-LIBS to that using LIBS is 

found to increase as the laser fluence is decreased. For Al II 358.56, such intensity 

enhancement ratio increases from -50  to -400 as the laser fluence is decreased from 48 

to 4 J/cm2 at an applied voltage o f 3.5 kV. Thus, SD-LIBS allows for using laser pulses 

with relatively low energy to ablate the studied material, causing less ablation, and, 

hence, less damage to its surface. Moreover, applying SD-LIBS gives up to 6 -fold 

enhancement in the S/B ratio compared to those obtained with LIBS for the investigated 

spectral emission lines.

5.1 Introduction

Many conventional techniques of elemental analysis rely on the use of plasma 

discharges to excite the analyte. Then its composition can be identified and determined 

by atomic emission spectroscopy (AES) or by atomic absorption spectroscopy (AAS).
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One of the AES-based techniques is Laser Induced Breakdown Spectroscopy (LIBS) in 

which a laser pulse ablates a sample while the spectral emission from the laser-induced 

plasma is recorded and analyzed. The main advantage of this technique is the large 

number o f samples that can be processed in a short time with minimal sample preparation 

[1,2]. With an automated LIBS system, it could take only a few seconds to obtain the 

elemental composition of a sample. While other plasma-based techniques tend to have 

better accuracy, precision, limit of detection, and dynamic range than LIBS, most require 

extensive sample preparation, and some of them are limited to certain sample types [3]. 

On the other hand, LIBS has the ability to study any sample type including non

conducting samples, liquids, droplets, and aerosols [4]. Also, its ability to map the surface 

and depth composition, in addition to the fast output and relative ease o f operation, are 

important features that make it suitable for industrial settings and environmental and 

quality control operations [5]. Comparisons o f different elemental analytical techniques 

were previously given by several authors [6 - 1 0 ].

The main shortcomings o f LIBS are the limitation on the quantitative 

measurement due to insufficient sensitivity, matrix effects, and self-absorption [11-13]. 

The limited sensitivity arises from the characteristic continuum emission, which is non

element specific and acts to reduce the signal-to-background ratio (S/B). Several 

approaches were implemented to overcome the LIBS insufficient sensitivity by 

enhancing the S/B ratio, which can advance the use of simple, compact, and inexpensive 

spectrometers in field applications. Moreover, a reduction o f the needed laser pulse 

energy, while maintaining an acceptable signal and S/B ratio, would allow for the use of 

compact lasers for LIBS leading to the development of a system that can be readily
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deployed in industrial and environmental applications. Since the continuum emission 

decays at a faster rate than the line emission, the use of sophisticated gated optical 

spectrometers was suggested to obtain satisfactory S/B ratios after some delay from the 

laser pulse [14J. Other approaches to increase S/B ratio based on combining different 

analytical techniques were investigated by different groups [6,15]. For example, laser 

ablation has been coupled with additional excitation sources, such as inductively coupled 

plasma, microwave induced plasma, and hollow cathode discharge [16-18]. Improved 

precision and dynamic range have been obtained compared to simply using LIBS. 

However, a carrier gas, e.g. argon, is needed to transport the ablated sample to an 

additional excitation chamber, which adds to the size and complexity o f these techniques.

In this work, we re-configure an approach, previously introduced by several 

authors [6,15], in which a spark discharge is combined with LIBS, with no requirement 

o f a gas transport or a vacuum system. This approach is based on a laser-triggered spark 

gap in which a Q-switched laser beam is focused onto the sample placed either behind or 

in a mid-plane point between two spark discharge electrodes. The SD-LIBS is triggered 

by the plasma formed from the laser-ablated target. The spark discharge provides a low- 

cost analytical approach that enhances the emission line signal with better S/B ratio and 

allows for significant reduction o f the required laser pulse energy and consequently less 

sample surface damage. The results for A1 and Cu targets obtained using SD-LIBS are 

discussed and compared to those obtained using LIBS.

5.2 Experiment

The SD-LIBS experiment is performed in an atmospheric pressure environment 

without any special gas transport or vacuum preparations. A Q-switched Nd:YAG pulsed
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laser (Lumonics YM-200), -20  ns FWHM, operating at its fundamental wavelength, 

1064 nm, is used to ablate the surface of the sample and to produce plasma between the 

two electrodes o f a spark gap. A lens with 15-cm focal length is used to focus the laser 

beam on the surface of the sample to a spot size -300 pm, as measured with the sharp 

edge method. The laser-induced plasma of the ablated target then triggers the spark gap. 

When the SD-LIBS is used, the laser is operated in a single pulse mode. For signal 

accumulation in LIBS operated without the discharge, we sometimes operated the laser at 

a repetition rate o f 50 Hz for 200 ms to accumulate 10 pulses.

The spark gap consists o f two 99.95% tungsten cylindrical rods of 3.175 mm 

diameter placed 2 . 2  mm apart with their axis parallel to the surface o f the sample and 

located -3 .6  mm away from it as shown in Fig. 5.1 One o f the tungsten electrodes is 

connected to a 0.25 pF capacitor through a 500 kQ current-limiting resistor. The other 

electrode is grounded through a 2.5 m wire that provides some additional inductance in 

the circuit. The voltage difference between the two electrodes is maintained by using a 

high voltage dc power supply, which provides up to 10 kV. Upon the application of the 

laser pulse, a time-damped spark, synchronized with the pre-existing laser ablated 

plasma, produces an oscillating discharge voltage, which is measured using a high 

voltage probe. The spark discharge can occur without laser triggering when the gap 

breakdown voltage is applied, which depends on the gap distance [19]. Irradiating the 

sample surface with the laser beam reduces the voltage needed for breakdown, and the 

breakdown voltage can be as low as 0.5 kV. A grounded metal shield around the 

discharge is used to limit both the electric noise and the airflow near the gap.
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Fig. 5.1 The experimental setup used for LIBS and spark discharge assisted LIBS (SD- 
LIBS). A Q-switched Nd:YAG laser beam is focused on the target surface by a 15-cm 
focal length lens to form LIBS plasma between the two tungsten electrodes. Two modes 
o f operations are compared; conventional LIBS (when no voltage is applied between the 
two electrodes; V = 0) and SD-LIBS (with applied voltage V). (xi = 2.5 mm, X2 = 37 mm, 
X3 = 3.6 mm, X4  = 2.2 mm)

The sample is placed such that the laser-generated plume expands in the gap between the 

two electrodes. The voltage across the spark gap is raised below the spark gap self

breakdown voltage. The focused laser beam ablates the surface o f the target generating 

plasma that expands between the spark gap electrodes. Thus, the laser-induced plasma 

triggers the spark gap causing significant energy (up to several joules) to be deposited in 

the plasma containing the analyte, and subsequently produces a spark discharge. Two 

operation modes are compared: conventional LIBS, with no applied voltage, and SD- 

LIBS with different applied voltages, obtained using the same experimental setup shown 

in Fig. 5.1. The integrated emission of the formed plasma is directly transferred, without 

an imaging lens, to a spectrometer (CVI model SM240, 600 grooves mm ' 1 grating, 

spectral range 200-978 nm with a reciprocal linear dispersion of ~ 1 nm mm'1) using a 2-
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m long, 0.6 mm in diameter fiber optic bundle. Since the expansion o f the plasma is 

strongly confined by the surrounding air, the emitting region is localized to 

approximately 3 mm above the sample surface [20]. Thus, the fiber bundle is vertically 

positioned normal to the laser beam with its axis displaced -2 .5  mm from the surface of 

the sample and its input surface placed -37  mm away from the produced plasma. Such a 

position is chosen far enough from the LIBS plasma to obtain spatially integrated spectra 

from the plasma. Also, for SD-LIBS, this distance reduces the signal enough to avoid the 

saturation o f the detector. All measurements are taken at this fixed position o f the fiber 

optic. The data is then collected, saved, and analyzed using a personal computer. To 

obtain the temporal development of emission lines for both LIBS and SD-LIBS, a 

monochromator (1440 grooves mm ' 1 grating, slit width 100 pm) is used. The signal is 

collected by a built-in lens inside the monochromator placed -150 mm away from the 

plasma and then detected using a photomultiplier (PMT) connected to a 300 MHz digital 

sampling oscilloscope for data acquisition. The studied samples are placed on a manual 

vertical translational stage in order to expose a fresh spot for each measurement. Results 

for a 99.99% pure A1 and oxygen-free high conductivity (OFHC) 99.95% Cu samples are 

discussed.

5.3 Results and discussion

In the SD-LIBS, the plasma containing the analyte under test is formed in the 

laser ablation process. The initial formed plasma expands within the space between the 

spark electrodes through electron avalanche driven by the high electric field. The plasma 

produced by LIBS supplies the spark gap with sufficient electrons; therefore, the 

breakdown occurs at voltages less than the self-breakdown voltage o f the gap. The spark
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discharge expands by further avalanching and convection from an inner radial point to an 

outer radial point [21]. The plasma is confined within a high-density shell of neutral gas 

that traps ionizing radiation in a region of low E/N (electric field divided by gas density), 

thereby inhibiting further expansion by non-hydrodynamic means (electron avalanche). 

The electric circuit behavior in SD-LIBS, plasma emission, and plasma characterization 

for both LIBS and SD-LIBS are discussed in the following sections. Finally, we show 

that because SD-LIBS increases the signal and S/B ration of atomic and ionic lines, 

allows for the use o f low laser energies, and requires less ablation rate and hence less 

surface damage occurs.

5.3.1 Electric circuit characteristics

The analytical performance of the SD-LIBS is strongly dependent on the electric 

circuit parameters. Previously, the spark discharge was modeled as a combination of 

time-dependent resistance and inductance in series [22-24]. Experimentally, the 

properties o f the spark discharge depend on the circuit inductance, gas type, gas pressure, 

and the gap distance [19,22]. In our experiment, the observed fluctuating temporal 

behavior o f the discharge voltage and current, as shown in Fig. 5.2(a), suggests that the 

circuit is characterized by a high induction throughout the discharge. The 3.5-kV applied 

voltage across the two electrodes exhibits a sudden decay, in a fraction o f a microsecond, 

due to the spark discharge. It is then sustained for -60  ps, oscillating around zero voltage 

with maximum amplitude o f -500 V due to the presence o f plasma. Furthermore, the 

measured current shows a damped oscillating behavior with an absolute maximum of 

-300 A. Fig. 5.2(b) shows that the integrated light emission intensity is directly affected 

by the change in the deposited electric power [25]. The emission signal is dependent on
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the energy stored in the capacitor, the electric circuit parameters, and the electrode 

geometry. This behavior was also observed by Bredice et al., who studied the breakdown 

characteristics o f a solid target placed between two plates of a planar charged capacitor 

[26]. The peak power that resulted from our setup was -170 W, which decays to 50 W in 

4 ps, then oscillates while diminishing with time (Fig. 5.2(b)). In a previous study, a 

discharge peak power o f 2-3 kW, lasting for a time period of 10 ps, was used during the 

detection of Cu emission lines [27].
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Fig. 5.2 (a) The temporal shape o f the discharge voltage and current; (b) the time 
evolution o f the deposited electric power in the plasma and the emitted integrated light 
intensity for a laser fluence of 48 J/cm2 and an applied voltage o f 3.25 kV.
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5.3.2 Plasma emission

When LIBS is operated in air at atmospheric pressure, there are spectral ranges 

where the plasma emission lines are closely overlapped by spectral lines o f air 

components. Because o f the limited resolution of our spectrometer (~1 nm), it becomes 

important to avoid including in the analysis lines due to air constituents or tungsten lines 

arising from any possible erosion of the electrodes that might overlap with lines from the 

sample. To assure that no lines due to air constituents are interfering with those of the 

analyte, a small vacuum system operating at ~50 mTorr is initially used to obtain the 

LIBS spectra o f the studied samples and of the tungsten electrode material. The obtained 

spectra (Fig. 5.3 a, c and e) are then compared to those obtained at atmospheric pressure 

(Fig. 5.3 b, d and f). For the A1 and Cu samples, only the intense and well-isolated strong 

plasma emission lines are included in our analysis. Based on this, we identified that the 

A1 281.61, 309.27 and 358.65 nm lines and Cu 324.75, 327.39, 510.55, 515.32, and 

521.82 nm lines are not overlapping with lines due to air constituents or W lines that 

could come from potential erosion of the electrodes during the spark.
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Fig. 5.3 The integrated spectra for Al, W and Cu under a background of partial vacuum 
of 50 mTorr (a, c, e) and at atmospheric pressure (b, d, f). These spectra are used to 
determine the spectral lines o f Al and Cu that do not overlap with possible lines from 
either air constituents or the W electrode.
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Time integrated spectra o f Al, without introducing any delay from the laser pulse, 

are recorded. Single laser pulses of pulse energy in the range o f 3-34 mJ were used in 

both LIBS and SD-LIBS. The applied voltage of 3.5 kV used in SD-LIBS is below the 

self-breakdown voltage o f air at atmospheric pressure, which is -7  kV in our case (~3 x 

106 V/m [14]). A comparison of the Al spectra obtained using these two modes of 

operation at laser fluences of 4 and 48 J/cm2 are shown in Fig. 5.4(a) and 5.4(b). Using 

only conventional LIBS gives weak line signals, especially at low laser fluences, 

compared to those obtained with the SD-LIBS. When operating in the SD-LIBS mode, 

using a laser fluence o f 48 J/cm2, acts to enhance the aluminum line intensities, with 

respect to those obtained by LIBS, by factors o f -35, 15, 50 for Al 281.61 nm, Al I 

309.27 nm, and Al II 358.65 nm, respectively. While for a lower laser fluence of 4 J/cm2, 

operation in SD-LIBS mode causes an increase in line intensities by -150 times for the 

Al II 281.61 nm and Al I 309.27 nm lines and -400 times for the Al II 358.65 nm line. 

Thus, applying SD-LIBS with lower laser fluences introduces higher enhancements since 

the energy deposited in the spark discharge is basically independent o f that laser fluence 

and is dependent on the energy stored in the capacitor (C in Fig. 5.1) Thus, using SD- 

LIBS becomes more attractive when small laser pulse energies are available, such as 

would be the case in a compact mobile system. However, since the amount of ablated 

material depends on the laser pulse energy, sufficient energy needs to be available to 

ablate enough analyte into the spark discharge. Applying SD-LIBS to Cu samples, the 

emitted spectrum, obtained using a single laser pulse with a fluence o f 20 J/cm and an 

applied voltage o f 3 kV, is shown in Fig. 5.4(c). This SD-LIBS spectrum is compared to a 

LIBS spectrum obtained with fifty accumulated laser pulses o f the same laser fluence.
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Improvements o f ~80, 65, 800, 600 and 500 times are observed for the spectral emission 

lines of Cu at 324.75, 327.39, 510.55, 515.32 and 521.82 nm, respectively. It is clear that 

in the case o f SD-LIBS, the additional source of electrical energy stored in the capacitor, 

which is in the range o f several joules, increases the rate of collisional processes leading 

to improvement in the spectral emission intensity of the analyte signal when compared to 

the use o f laser alone.
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Fig. 5.4 Al spectral lines Al II 281, Al I 309, Al II 358, Al I 394, and Al I 396 nm observed in 
conventional LIBS (Ilibs) and spark discharge assisted LIBS with an applied voltage of 3.25 kV 
(Isd-libs); (a) laser fluence of 48 J/cm2, with each spectrum obtained with a single laser pulse; (b) 
laser fluence of 4 J/cm2, with Isd-libs is taken with one pulse while ILibs spectrum is a result of 
accumulation of 10 pulses (c) Cu spectral lines Cu I 324, 327, 510, 515 and 521 nm obtained by 
accumulating 50 spectra each with a laser fluence of 20 J/cm2 laser pulses in case of LIBS and a 
single 20 J/cm2 laser pulse with 3 kV applied voltage in case of the SD-LIBS.
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Figure 5.5 shows the Al line intensity as a function o f the applied voltage for the laser 

fluences o f 4 and 48 J/cm2, respectively. With the increase in the electrode potential, an 

increase in the line intensity is observed due to the increase in the energy deposited in the 

spark discharge. Increased energy deposition in the spark discharge affects both the 

plasma density and the plasma effective electron temperature, which depends on the 

reduced electric field E/N [28,29]. Although, the ablated material is increased at the high 

laser fluence, their transient time in the spark discharge is reduced because of the 

expected increase o f the plume speed with the increased laser fluence [30]. The reduction 

of the plume transient time in the discharge limits the increase in the line intensity at high 

laser fluences. Thus, the observed signal is not linear with the amount o f ablated plume. 

The effect o f plume transient time in the auxiliary discharge was noted previously [6,31]. 

The signal dependence on the laser fluence and applied voltage is complicated by the 

dependence o f plume speed on laser fluence, distance o f sample from the spark discharge 

electrodes, and ambient conditions. Moreover, the complex interaction o f the spark 

discharge filaments with the laser ablated plume could also repel part o f that plume 

causing a reduction o f the signal that is dependent on many parameters, such as the laser 

fluence and spark discharge conditions [6 ]. Optimization of plume coupling to the spark 

discharge can be accomplished by external timing o f the laser pulse and the discharge 

triggering time and by varying the electrode configuration and distance from sample [6 ]. 

This signal dependence on plume coupling to the spark discharge does not prevent SD- 

LIBS from being used for quantitative studies, as long as the laser and spark conditions 

remain unchanged for the studied sample and the calibration reference [6 ].
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function o f the applied voltage (Laser fluence -4  J/cm2 and -48  J/cm2). All lines follow 
the same trend of increase in their intensity as a result o f the applied voltage.

The S/B ratio affects the performance of an analytical technique, particularly 

when measuring near the limits o f detection [32], Due to the high characteristic 

continuum background of LIBS, significant efforts have been made to increase the ratio 

o f line emission, which is element specific, to that of the broad background, which 

contains no elemental information and constitutes noise. The enhancement o f such ratio 

can be obtained by several approaches. The most widely used approach is based on the 

observation that the background emission decays faster than the line emission [33-34]. 

Using a gated spectrometer to observe the plume a few microseconds after ablation, the 

S/B ratio is typically maximized. This approach, however, requires the use of expensive 

spectrometers and adds significantly to the size o f the experimental setup. Another 

approach is based on the confinement and the thermal insulation of the plasma plume by 

containing the sample in an environmentally controlled chamber, either in vacuum or in a 

background o f a noble gas [35,36]. This approach again adds to the size and complexity
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of the technique. It was recently demonstrated that a satisfactory S/B ratio is achieved for 

relatively low laser pulse energies, without the need of the gated detection, for 

nanosecond, picosecond, and femtosecond laser ablation [37]. The continuum radiation 

intensity is mainly controlled by the laser energy [28], not the pulse duration as 

previously reported [38].

In the current work, we demonstrate that employing SD-LIBS improves the S/B 

ratio compared to LIBS operated at the same laser and background conditions. Figure 6  

shows the variation o f the S/B ratio of both Al I 309.27 and Al II 358.65 as a function of 

the capacitor voltage in SD-LIBS. The threshold voltage after which enhancement of the 

signal and the S/B ratio takes place, apparent in Fig. 5.5 and Fig. 5.6, is due to the applied 

voltage threshold for breakdown to initiate the spark discharge. This breakdown voltage 

depends on the laser fluence used to ablate the target. Thus, the spark discharge occurred 

at 1.5 kV for 4 J/cm2 and 0.5 kV for 48 J/cm2. In obtaining the S/B ratio, the background 

value is determined by taking the minimum background along 40 pixels (-16 nm) in 

interference free region near the peak of the spectral line of interest. For Al, the atomic 

emission lines o f interest are in the ultraviolet (UY) part o f the spectra in which the 

background from either the Bremsstrahlung or the recombination processes is low 

compared to the visible and near-infrared parts o f the spectra [39]. Tungsten electrodes 

were chosen due to its low sputter rate, which ensures low probability o f tungsten 

spectral line emission. Figure 5.6 shows that in conventional LIBS (applied voltage = 0 

V) lower S/B ratios for the Al 309.27 and 358.65 nm lines are obtained for the lower 

laser fluence (4 J/cm2). This is consistent with previous observations o f the dependence 

o f S/B ratio on the laser pulse energy [37]. Operation in the SD-LIBS mode yields S/B
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values that increase with the applied voltage for both laser fluences. Using SD-LIBS 

gives up to 6 -fold enhancement in the S/B ratio compared to those obtained with LIBS 

for the atomic line, Al I 309.27, and the ionic line, Al II 358.65 nm. The more energy 

provided to the plasma by the spark discharge compared to the laser pulse, the better 

enhancement in the S/B ratio for the experimental conditions studied. This is due to the 

reduced continuum emission in the spark discharge compared to laser-produced plasma. 

A related observation was made by Rai et al., who combined LIBS with a magnetic field 

[29] and noted that the increase in the optical line emission was absent when the plasma 

was dominated by continuum emission as a result o f high laser energy. Also, application 

of a uniform electric field enhanced line intensities enabling identification o f the highly 

congested emission lines in the spectra, in addition to enhancing S/B ratio [26,28,40].
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Fig. 5.6 Signal-to-background ratio S/B of Al spectral emission lines Al I 309 and Al II 
358 nm as a function of the applied voltage (Laser fluence ~ 4 and ~ 48 J/cm2). Up to 6 - 
fold enhancement in the S/B ratio is obtained for both laser fluences compared to those 
obtained with conventional LIBS.
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The temporal evolution of spectral emission lines is element and atomic energy 

level specific. Fig. 5.6 shows the intensity o f the Al I 309.27 and Al II 358.65 nm for 

LIBS and SD-LIBS in which each measurement corresponds to the sum of plasma 

emission of 10 laser pulses for both cases. The temporal shift between the two Al lines in 

LIBS and SD-LIBS is made to better show the temporal development o f each line. Using 

LIBS, the ionic emission line, Al 358.65 nm, showed a faster decay profile compared to 

the neutral line, Al 309.27 nm, Fig. 5.6(a), which is affected by the temperature decay of 

LIBS plasmas. In SD-LIBS, the Al spectral lines decay time is considerably longer, with 

about the same peak intensity, as shown in Fig. 5.6(b). Generally, the temporal profile o f 

line emission depends on the dynamics of atomic and ionic emission, which could be 

described by the post-atomization and ionization of the ablated species in the hot plume, 

followed by the recombination and emission of the excited neutral atoms at later stages of 

the plasma evolution. The fluctuating behavior o f SD-LIBS temporal line profiles, 

particularly the ionic line Al 358.65 nm, is strongly dependent on the circuit parameters 

and the inductance of the spark, which is time-dependent [22]. Thus, the increase in the 

intensity o f line emission in SD-LIBS detected by the spectrometer is due to the increased 

emission time rather than peak intensity.
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Fig. 5.7 Comparison of the Al time profile spectral lines Al II 358 nm and Al I 309 nm 
using both LIBS (a) and SD-LIBS (b) with 48 J/cm2 laser fluence and 2 kV-applied 
voltage.

5.3.3 Plasma characterization

One of the spectroscopic techniques used for determining the plasma temperature 

is the line emission intensity analysis, provided that the plasma is in local thermodynamic 

equilibrium (LTE) and is applicable in cases of plasmas in LIBS and spark discharge 

[41,42]. The excitation temperature T can be determined using:

ln(M l 2A )
h h .  Si 4

-l

0 )

where E; and E2 are energies of upper transition levels o f two lines belonging to the same 

atomic species, 7/ and /? are the line intensity of the two lines, A/, g i and 2/ are transition 

probability, degeneracy, and wavelength, respectively, of one spectral line, whereas A2,
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g2 and A2 correspond to the same quantities for the other emission line o f the same 

species, and K is Boltzmann’s constant. The excitation temperature is calculated using Cu 

atomic lines Cu I 510.55, Cu I 515.32, and Cu I 521.82 nm at a delay o f 1 ps and 4 ps 

after the laser pulse for LIBS and SD-LIBS, respectively. Table 1 includes the 

spectroscopic parameters for Cu atomic emission lines, obtained from Refs. [43] and 

[44], Figure 5.7 shows that the excitation temperature exhibits a fast decay from -9500 k 

to -6000 k in both modes o f operation at 1 0  ps and 60 ps after the laser pulse for both 

LIBS and SD-LIBS, respectively. The decay in plasma temperature is due to the 

expanding and cooling o f the produced plasma with time. The deposition of energy stored 

in the capacitor, in the case o f SD-LIBS, gives rise to the creation of plasma that lasts for 

a longer time and has a larger volume compared to the LIBS plasma. The temperature 

calculation method is accompanied by large systematic errors due to uncertainty in the 

transition probabilities A 7 and A2, which are sometimes known only within 50% accuracy 

[38].

Table 1. Cu spectroscopic parameters used for the determination o f plasma temperature.

Wavelength (nm) E (cm'1) gi-gk A (10s s '1)

510 30783.7 6-4 0 . 0 2

515 49935.2 2-4 0 . 6

521 49942.1 4-6 0.75
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Fig. 5.8 The time resolved temperature o f (a) conventional LIBS; and (b) spark discharge 
assisted LIBS (SD-LIBS) using 8 -averaged scans o f Cu I 510, Cu I 515 and Cu I 521 nm 
(Applied voltage = 3 kV and laser fluence o f 48 J/cm2).

For electron density measurements, the Stark broadening profile o f an isolated

atom or singly charged ion is the most commonly used technique [41]. However, due to

the limited spectral resolution of the spectrometer used, it was not possible to apply this

technique in the present work. In SD-LIBS, the primary radiation emerging from the

initial laser plume could be neglected in comparison with the one produced by the

additional excitation from the spark discharge. Thus, the spectral characteristics are

mainly determined by the parameters of the spark [6 ]. Therefore, the electric circuit

parameters were used to estimate the average value of the electron density, ne, within the
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plasma [45]. Using the measured values of the applied electric field, E, and the current 

density, j ,  one can use Ohm’s law to calculate ne, such that:

n e = J / E M e e  (2)

where jue is the electron mobility which is a function of pressure, field strength, and 

plasma temperature. At constant gas density and applied field, the electron mobility can 

be related to the plasma temperature by [46]:

(3)

where C is a constant that depends on the electric field and pressure o f the plasma, and p 

is a constant exponent that has a value close to unity for N 2 or air plasma [46,47]. By 

knowing the value of the product juep a t  a known temperature, its value at any other 

temperature can be found using Eq. (3). For atmospheric pressure air plasma, juep  is 

approximately calculated to be 0 . 4 5  x 1 06 (cm2Torr / Vs) at room temperature [48]. Since

the measurements were made at times > 1 ps, the hot gas is assumed to reach a pressure 

comparable to the unperturbed atmospheric pressure [14,49,50]. The estimated temporal 

development o f the plasma electron density is obtained, based on Eq. (2) and (3), and the 

result is shown in Fig. 5.8. The electron density exhibits a decaying oscillating behavior 

due to the fluctuating electric power deposited in the spark discharge shown in Fig. 5.2.
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Fig. 5.9 Temporal behavior of electron density n« (cm'3) of Cu plasma induced by spark 
discharge assisted LIBS (SD-LIBS), 4 ps after the laser pulse. The oscillations observed 
in the electron density correspond to the development and dissipation o f electric power in 
the spark discharge, which are time and circuit parameters dependent.

To insure that the plasma is in LTE; a condition which must be satisfied for the 

determination of plasma temperature, the necessary LTE criterion that defines the lower 

limit of electron density is given by [29]:

ne > 1 .4 x l0 14r 1/2(eF)[AE,(eI/ )]3 (5)

where AE is the energy difference between the states, which are expected to be in LTE. 

For the observed lines, the largest energy difference is about 2.4 eV and the highest 

electron temperature observed was approximately 0.8 eV. When substituting in Eq. 5,

j  c  ”5

LTE is accomplished for an electron density greater than 10 cm' over the time scale 

investigated and for the range of obtained temperature in Fig. 5.8(b). Observing that the 

lowest value o f electron density is ~ 2 x l0 15 cm ' 3 (Fig. 5.9), we can safely predict that the 

assumption o f LTE is valid for the time considered.
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The calculated peak electron densities for SD-LIBS are in the same order of 

magnitude as those previously reported for some LIBS studies [33,38]. In addition, we 

have observed that the peak electron temperature was about the same for both LIBS and 

SD-LIBS. Thus, the noticeable increase in line intensity is due to the extended time scale 

o f the spectral emission lines in SD-LIBS and the increased plasma volume.

The following figure (Fig. 5.10) shows the SD-LIBS produced plasma size 

compared to that produced by LIBS, using different filters. It is obvious that the SD-LIBS 

plasma is of larger size compared to that produced by LIBS.

Fig. 5.10 Comparison o f the size o f the plasma produced by SD-LIBS compared to that 
produced by conventional LIBS. A clear increase o f the plasma size using SD-LIBS is 
shown. In the case o f the ND = 1, 10% of the originally produced plasma light is shown 
while for ND = 2.5 less than 1% o f the plasma light is transmitted and photographed.
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For accurate measurements, a line profile was applied to the SD-LIBS and LIBS 

produced plasma images in Fig. 5.10 with the use o f the 2.5 ND, which produces images 

with intensity under the saturation levels. This was shown in Fig. 5.11 and demonstrated 

that the plasma size was doubled using SD-LIBS. The plasma length in both x and y axes 

was measured as 90% of the whole bright length taking into account any errors due to 

stray or background light.
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Fig. 5.11 Line profile o f LIBS produced plasma compared to that produced by SD-LIBS. 
This shows that the SD-LIBS produced plasma increase by a factor o f ~2. ((a) and (b) 
represent the line scan for LIBS plasma both in x and y axes when using a 48 J/cm2 laser 
fluence, V = 0 and an ND filter while (c) and (d) indicate those for SD-LIBS plasma 
under the same conditions with V = 3.5 kV.
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5.3.4 Sample ablation

The surfaces o f the Al samples were examined using an optical microscope and a 

profileometer after performing LIBS and SD-LIBS. Figure 5.12 gives the depth profiles

o f Al samples as a result of accumulated five laser shots when using SD-LIBS with 4

2 #
J/cm laser fluence and 3.5 kV-applied voltage. The sample was divided into 14 equal

divisions where depth profile was performed at each line to check the maximum 

produced depth using the SD-LIBS technique.

Figure 5.12(a) shows the effect o f five laser pulses o f a fluence o f 48 J/cm2 on a 

surface placed in the focal position, while Fig. 5.12(b) shows the effect o f the same

' j

number o f pulses o f 4 J/cm under an applied voltage o f 3.5 kV. The laser-produced 

ablation, shown in Fig. 5.12(a), exhibits typical features of laser-surface interactions: a 

central crater surrounded by splashed, resolidified, and re-deposited molten material, 

while the heat-affected zone exhibits irregularities at the edges o f the crater. The crater 

depth in this case is -3 6  pm, as shown in the corresponding line profile. Laser surface 

ablation in SD-LIBS, shown in Fig. 5.12(b), produced a crater o f smaller area and a depth 

of only ~ 8  pm. About seventeen laser pulses with a fluence o f 48 J/cm in the LIBS 

configuration yield comparable line intensities to those using a single 4 J/cm laser pulse 

with an applied voltage o f 3.5 kV in the SD-LIBS configuration. The ablation rate can be 

roughly estimated from the optical microscope images and profileometer scans obtained 

in several sections across the damage area. The ablation rate is dependent on many 

factors that include the laser parameters, surface conditions, and laser absorption in the 

plasma [51].

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



159

(a)

(b)

H J !  s'l. in

200 300 fim

20)■KflMHMMHiif

200 300 F m

Fig. 5.12 Optical microscopy images and depth profiles of Al samples as a result of 
accumulated 5 laser shots for both modes o f operation; (a) conventional LIBS with 48 
J/cm2 laser fluence; (b) SD-LIBS with 4 J/cm2 laser fluence and 3.5 kV applied voltage. 
SD-LIBS produces less damage in the sample.

For a laser fluence o f 48 J/cm2, a rough estimate on the ablation rate is -0 .5  pg/pulse, 

while it was -5  times less for a fluence of 4 J/cm2. This rough estimation for ablation 

rates did not include the resolidified volumes resulting from the re-deposition o f the 

splashed target material. In order to examine the possibility that the plasma-surface 

interaction in SD-LIBS could be contributing to surface damage, surface images and 

depth profiles formed by 4 J/cm2 laser pulses along with a spark discharge of 3.5 kV 

applied voltage were compared to those obtained using the same number of pulses with
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the 4 J/cm2  laser alone. It was found that the areas and depths of the craters are about the 

same in both cases. Thus, the produced plasma due to the spark discharge has a negligible 

effect on the sample surface, for the used configuration. Similar results were also 

obtained for the Cu samples. Therefore, SD-LIBS allows for the use of significantly less 

laser pulse energy resulting in less surface ablation area and a shallower crater than those 

obtained by LIBS.

5.4 Summary

SD-LIBS o f A1 and Cu samples was compared to conventional laser induced 

breakdown spectroscopy (LIBS). Enhanced spectral line intensity and S/B ratio were 

observed. Also, significant reduction in laser energy requirement can be achieved in SD- 

LIBS compared to standard LIBS. The peak plasma temperature was about the same for 

both SD-LIBS and LIBS. The estimated peak plasma electron density in SD-LIBS is 

comparable to those reported for conventional LIBS. The noticeable increase in line 

emission signal is explained by the extended temporal evolution o f the line emission in 

SD-LIBS and the increase in the size of the plasma. Since SD-LIBS also allows for the 

significant reduction in the laser pulse energy, it causes less surface area damage and 

shallower craters. Although the initiation of the spark discharge with the laser plume 

simplifies the operation of SD-LIBS, it introduces signal dependence on plume transient 

time and spark discharge interaction with the plume. Optimization of SD-LIBS can 

include external triggering o f the spark discharge and electrode shape modification to 

achieve better energy coupling to the plume.
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CHAPTER VI

SELF-ABSORPTION LASER INDUCED BREAKDOWN 

SPECTROSCOPY (SA-LIBS)

Although mainly used for solutions, Atomic Absorption Spectroscopy (AAS) is, 

however, the most sensitive and practically reliable technique. AAS can be used for 

elemental analysis o f powders, solutions, foils, and wires. With atomic line sources, AAS 

is generally a single element detection method. Recent advances have been made to 

overcome this limitation. In AAS, continuum sources that extend well into the ultraviolet 

range are limited and not widely available. Another problem encountered in AAS is the 

generation o f a broadband spectral background. The background arises from absorption 

caused by residual molecules or molecular fragments in the atom source and by scattering 

from smoke and other airborne particulates. It is, thus, considered necessary to employ 

some form o f background correction schemes and different temperature programs for 

each element investigated. On the other hand, the considerations o f line shapes and o f 

spatial distributions make absorption measurements just as complex to interpret 

quantitatively as are optical emission (OE) measurements of self-absorbed emission lines. 

Furthermore, quantitative interpretation of absorption measurements requires the use o f a 

light source with known and controlled spectral properties. Figure 6.1 summarizes the 

typical configuration applied in the AAS experiment.

Therefore, the problem of self-absorption which is defined as the re-absorption of 

some spectral lines within the plasma emission causes the non-linear effect in the 

calibration curves that can be very critical in quantitative analysis using atomic
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spectroscopy (AS). Because o f the complex interaction mechanisms between the 

atoms/ions and the emitted radiation, the measured concentration, estimated based on the 

intensity o f some emission lines, would be significantly in error. For dense plasmas such 

those created by laser ablation, self-absorption may be crucial for some specific 

wavelengths. As the number o f emitting atoms increases, the probability o f self

absorption increases and there is no longer a linear relationship between the number of 

emitting atoms and the measured intensity. Therefore, one must avoid self-absorbed lines 

in determining the elemental concentrations and/or using any correction procedures that 

might compensate for it.

L ight source 
(Is)

Lens Lens Detector
A

1—1_

A nalyte
( I a)

Am plifier

M onochrom ator

R eadout

Fig. 6.1 Schematic diagram of a typical atomic Absorption Spectroscopy (AAS) 
experiment. Hollow cathode lamps are usually used as the light source (Is). The 
atomized sample represents the analyte (Ia) under investigation.

Several papers discussed different theoretical models that consider the self

absorption problem and correct its effect in order to obtain linear calibration curves. For 

instance, Lazic et al. studied the application of LIBS in the quantitative analysis of 

elemental composition o f soils with different origins [1], In their paper, they developed a 

model which takes into account the effects responsible for non-linearities in the
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relationship between line intensity and elemental concentration. Their model properly 

included line re-absorption and contributions from space regions with different plasma 

densities. The application of their model permits obtaining correlation coefficients 

between the LIBS measured and certified concentration o f each element analyzed. Their 

analytical method included the plasma modeling at local thermal equilibrium (LTE) 

based on average temperature and electron density values, as well as spectra 

normalization, introduced in order to reduce the effects related both to the substrate 

optical and thermal properties and to the influence of laser parameters on quantitative 

data. Their computational algorithm took into account only atomic species and their first 

ionization states, which is sufficient at the plasma temperature measured in their 

experiments. They generated calibration curves for each element o f interest measured on 

certified samples with different matrix composition. Their model was successively 

applied in analytical LIBS measurements allowing for the direct determination of a single 

element concentration in any sample, regardless o f its unknown matrix composition. 

Their LIBS method was tested on unknown samples and gave uncertainties in 

concentration varying from 15 to 40% over a large concentration range covering several 

orders o f magnitude. Their results are significant for some field application, such as on

board marine sediment analysis where a significant matrix variation with layer depth is 

common.

Gomushkin et al. developed a simplified theoretical approach for an optically 

thick inhomogeneous laser induced plasma [2]. Their model described the time evolution 

o f the plasma continuum and specific atomic emission after the laser pulse has terminated 

and interaction with a target material has ended. They assumed local thermodynamic
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equilibrium and applied the collision-dominated plasma model and standard statistical 

distributions. Their calculations were performed for a two-component SiN system. They 

introduced functions that describe the evolution of the temperature and the size o f the 

plasma. Their model included input parameters, such as the number o f plasma species or 

plasma pressure and the ratio o f atomic constituents, which were experimentally 

measurable. While its outputs were the spatial and temporal distributions of atom, ion and 

electron number densities, evolution of an atomic line profile and optical thickness and 

the resulting absolute intensity o f plasma emission in the vicinity o f a strong non

resonance atomic transition. Their model can be used to choose the optimal line for 

quantitative analysis and other applications, including prediction o f temperature, electron 

density and the dominating broadening mechanism.

The effect o f self-absorption on the shape o f spectral lines o f silicate plasmas 

created by laser pulses was studied by Amamou et al. who considered such plasmas to be 

homogeneous and at local thermodynamic equilibrium [3]. They derived expressions of 

correcting factors o f height and width of spectral lines. They theoretically described the 

effects o f self-absorption on both Lorentzian and Gaussian profiles. They also presented a 

method of determining the ratios o f transition probabilities and ratios o f optical 

thicknesses for the case o f Lorentzian profile of lines emitted by plasma in presence of 

self-absorption. They applied their method to multiple lines o f Si II emitted by a plasma 

created by laser in a silicate solid.

Another model o f the self-absorption effect in laser-induced plasma has been 

developed by Bulajic et al. [4]. Their goal was to provide a tool for automatic correction 

in the Calibration-free algorithm which they developed for standard-less analysis of
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materials by LIBS. As a test o f their model, the algorithm for self-absorption correction is 

applied to three different certified steel NIST samples and to three ternary alloys (Au, Ag 

and Cu) o f known composition. Their experimental results show that the self-absorption 

corrected Calibration-free method gave reliable results, improving the precision and the 

accuracy o f the CF-LIBS procedure by approximately one order o f magnitude.

Sherbini et al. [5] proposed a simple method for quantifying the effect o f self

absorption on atomic and ionic emission lines in LIBS measurements. Their method 

relied on the quantification o f the line width and on the evaluation of the electron density, 

which are easily measurable from an experimental emission spectrum. The validity of 

their method is restricted to the cases where the spatial (and temporal along the 

acquisition window) plasma inhomogeneities can be neglected (i.e. self reversal effect is 

not present). Considering the error associated to the self absorption evaluation, they 

found that it is mainly caused by the line width and the electron density measurement and 

is affected by the accuracy of the Stark parameter cos; this implies an optimization of the 

experimental apparatus and by using lines whose Stark parameters are known with good 

precision. In their test measurements, performed in air on pure aluminum samples in 

single and in double pulse configurations, they measured the electron density from the 

Stark broadening o f the optically thin Ha line at 656.3 nm. Under these conditions, they 

evaluated the self-absorption coefficient with a 30% uncertainty, which turns out to be a 

definite improvement compared to previous approaches. They have also shown that the 

calculated self-absorption coefficients can be used for improving the precision in plasma 

temperature determination, which is highly desirable in quantitative analysis using 

standard-less techniques.
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One way to make use o f the self-absorption is to use it as a tool for elemental 

analysis and let the plasma probe itself. In that content, the plasma is considered as a 

broadband light source that fulfills the requirement for resonance or near-resonance 

transitions for the element under study. In this study, in order to measure the self

absorption within the plasma, two approaches were investigated. One approach uses a 

metallic mirror behind the plasma such that the emitted radiation is reflected back into the 

plasma, leading to more pronounced absorption o f the emitted lines. The emitted 

radiation will be measured with and without the mirror. After appropriate adjustment, the 

intensity line decrease due to self-absorption which could be measured and related to the 

element concentration. The second approach depends on producing a system of plasmas 

analogous to AAS such that one spot is assigned as the light source and the. second 

plasma as the analyte. Therefore, the plasma is allowed to probe itself.

6.1 Theory of emission and absorption

Laser-induced plasmas are emission sources that generally present a high density 

o f atoms and ions. As a consequence, the self-absorption increases the line width and 

decreases the line height. The optical thickness and the corresponding saturation of the 

line height are functions o f two factors. First, the optical thickness depends on the density 

o f the emitting particles. Second, the optical thickness depends on the emission line 

considered. Generally, the intense lines are more affected by the self-absorption than the 

weak lines. The optical thickness and its influence on line emission are determined taking 

in account the plasma temperature, the electron density and the transition probabilities. 

One method used for the determination of the ratios of transition probabilities for
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multiple lines emitted by homogeneous and LTE plasma, taking into account self

absorption, is applied to plasma created by laser in a silicate solid [3].

For the case o f optically thin line emission for LTE and homogeneous plasma, the

total line radiance is given by I xhm = s XR where R is the path length in cm and s, is the

— 1 —0 — 1emission coefficient in J s m cm rad. The emission coefficient for spectral line is 

defined in term of the normalized profile o f emission Px of the line [3]:

h c  a N - ( ~ E A ns, = s„  —  =  A . g u —-e x p  — -  Px (1)
k d X 2X0 ul u O z { K T  J 1

with h the Planck’s constant, c velocity o f light, u frequency, X wavelength, X0 line- 

center wavelength, A ul transition probability from the line superior level u to the line 

lower level /, g u statistical weight of level u, N  z density o f ionization state z, O z 

partition function o f ionization state z, Eu energy o f state u, K Boltzmann’s constant and 

T temperature o f plasma.

The optical thickness at wavelength X is defined by xx = k xR,  where k x is the 

absorption coefficient in cm-1. Therefore optical thickness is dimensionless. The 

absorption coefficient for a spectral line is defined by [3]:

E,k - k  -  A £  ^  
1  v “ 8 tzc "lS ‘ 4>,

4 \T { f  T? \  f  £
exp

v v K T
-exp

v K T Px (2)

where E, is the energy of state /.

The line profile is due to the two main broadening mechanisms of the spectral 

lines. The first factor responsible for this broadening is the interaction o f the emitted 

species with surrounding ones. This pressure effect includes broadening by collision with
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foreign species, resonance broadening and Stark broadening. In this case, the spectral line 

shape is described by a Lorenz function:

where AXL is the Lorentzian width.

The second important factor causing the broadening is the Doppler effect 

indirectly related to the temperature of radiating species. When velocity distribution of 

these particles is Maxwellian, the spectral line shape has a Gaussian profile:

AXD is the Doppler width, T is the temperature o f the radiating atoms and p is the mass 

number.

To calculate the actual emission of a plasma source, the self-absorption inside the 

plasma in a homogeneous plasma, the spectral emission and absorption coefficients are 

independent o f x so the spectral radiance is given by:

p  1 AA.,,/2

n (^-^o) +(A^i /2)
(3)

exp -41og(2) (4)

(5)

(6)

and it can then be expressed as follows:

th in

(7)
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6.2 Optical Absorption Technique

The strength o f the optical emission source depends on the oscillator strength of 

the transition being observed and the population of the upper state o f the transition, which 

depends on electron density and temperature, collision rates, radiative transfer, and 

populations o f other states. If the population in the lower level o f the optical transition, 

being observed by OES, is highly populated, as often is the case for intense emission 

lines, then a significant fraction o f the emitted photons can be reabsorbed in the trapping 

plasma radiation before they reach the detector. The absorption depends on the oscillator 

strength and wavelength o f the transition. In these cases, radiation-transport calculations 

that take into account the line shapes of both the emitters and absorbers in the plasma, 

along with their spatial distributions, are required to gain a quantitative understanding of 

the net optical emission. The self-absorption phenomenon causes the optical emission 

intensity to depend nonlinearly on the population in the excited state being measured, 

which is the upper level o f the observed optical transition. In the case of Doppler- 

broadened emission lines, dependence on translational temperature arises.

Optical absorption measurements were previously performed using the plasma’s own 

optical emission as the light source [6 ], which is an alternative to OES for measuring 

excited-state populations. In this case, a light source tuned to an optical transition is 

passed through the plasma. Absorption is caused by the difference in populations o f the 

lower and upper levels o f the optical transition to which the light source is tuned. In many 

cases, it may be easier to calibrate quantitative fractional absorption measurements than 

to calibrate absolute emission measurements. However, the considerations o f line shapes 

and of spatial distributions make absorption measurements just as complex to interpret
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quantitatively as are OE measurements of self-absorbed emission lines. Furthermore, 

quantitative interpretation of absorption measurements requires the use o f a light source 

with known and controlled spectral properties. Optical absorption measurements are 

complimentary to OE measurements; however, the main advantage o f optical absorption 

measurements is that they can probe the densities of the most highly populated excited 

states, such as metastable and quasi-metastable states. Figure 6.2 shows the essence o f the 

technique for measuring optical absorption using the plasma’s own emission light as the 

optical source. The technique requires two windows at opposite ends o f a chord through 

the plasma. Light emitted in one direction by the plasma is modulated by a chopping 

wheel and reflected by a mirror back through the plasma. A detector measures the sum of 

the light emitted directly by the plasma and that reflected back through the plasma by the 

mirror. A filter or monochromator selects a particular line or band of interest. The level 

o f modulation on the detected light is indicative of the degree o f absorption of the 

chopped light beam. The modulation fraction /  was defined as the ratio o f the peak-to- 

peak amplitude o f the modulated ac signal to the maximum signal at the detector.

Plasma
Detector

Filter or 
monochromator

Chopping
■wheel

UTJTTL 1
i  -f 
o

Mirror

Fig. 6.2 Schematic diagram of a technique for measuring optical absorption using the 
plasma’s own emission light as the optical source.
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For dense plasmas such those created by laser ablation, self-absorption is crucial 

for some specific wavelengths. As the number of emitting atoms increases, the 

probability o f self-absorption increases, and there is no longer a linear relationship 

between the number o f emitting atoms and the measured intensity. Therefore, one must 

avoid self-absorbed lines in determining the elemental concentrations and/or using any 

correction procedures that might compensate for it. One way to keep away from such 

complexity is to use the self-absorption as a tool for elemental analysis and let the plasma 

probe itself. In that content, the plasma is considered as a broadband light source that 

fulfills the requirement for resonance or near-resonance transitions for the element under 

study. Self-absorption is used as an analytical tool in this study. In order to measure the 

self-absorbed within the plasma, a metallic mirror behind the plasma is used, such that 

the emitted radiation is reflected back into the plasma, leading to more absorption of the 

emitted lines. The emitted radiation will be measured with and without the mirror. After 

appropriate adjustment, the intensity line decrease due to self-absorption could be 

measured and related to the element concentration.

6.3 Experiment

A schematic diagram of the experimental setup is shown in figure 6.3. The laser 

beam from a 1064 nm Q-switched Nd :YAG laser delivering -35  mJ, pulse duration of 

20 ns and 50 Hz repetition rate was used to ablate the Cu target. The laser beam was 

focused through a 50 mm lens on the target in air. The target was adjusted to avoid 

surface damage and to make the laser pulse hit a fresh target surface using an x-y 

translational stage. A square aluminum mirror o f 1cm length, positioned -2  cm from the 

plasma boundary, was used. It was controlled by a flip holder which allows the data
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acquisition with and without reflection from the mirror. The plasma emitted light passing 

in the direction of the mirror will be reflected back into the plasma where self-absorption 

acts more significantly upon the double path length traveled by the light.

The emission from the plume was registered by a CVI spectrometer in 

conjunction with an optical fiber (core diameter 600 pm) placed at right angle to the 

direction of the plasma expansion. The detection system is covering the range between 

200 and 900 nm and an optical resolution of ~ 1 nm. For a time resolved experiment, a 

monochromator along with a PMT and an oscilloscope, previously specified, are used. 

The detection system is triggered by the Q-switched Nd:YAG laser to record the 

emission spectrum from the plume and the output data were averaged for eight and ten 

laser shots. The data acquired simultaneously by both systems are stored in a PC through 

SMPRO software or xls-format files for subsequent analysis.

S a m p le

M etallic F ib e r  o p tic

L a s e r  b e a m

C o m p u te r S p e c tro m e te r

Fig. 6.3 Schematic diagram o f the configuration applied in our experiment using the 
plasma’s own emission light as a broadband light source which probes itself to measure 
the optical absorption.
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For integrated spectra intensities (Table 1) and the temporal development o f the

selected spectral lines (Fig. 6.4) both show that by comparing the line-intensity for the

two spectral lines, some definite differences are clear. About double the intensity of Cu

330 nm was detected with and without the mirror, while -50%  of the intensity of Cul 327

nm has been reabsorbed when using a laser pulse fluence of 3.5 mJ/cm2. This can be

traced back to differences in the final transitions of the chosen spectral lines that are

referred to as resonance or non-resonance lines. During the first hundreds of

microseconds, the temporal evolution shows strong continuous background radiation

dominates and measurement of atomic and ionic lines with a good signal-to-noise ratio is

poor. Thus, under these experimental conditions at laser fluence o f 8  and 3.5 mJ/cm2,

resonant spectral lines which are more susceptible to self-absorption can be distinguished

and detected. The amount o f self-absorption could also be measured.

Table 1: Comparison of the integrated line and background intensities o f Cul 324 and Cul 
327 nm with and without the metallic mirror at laser fluence 3.5 mJ/cm2.

No
mirror

No
mirror

With
mirror

With
mirror

Net Line 
intensity

Net line 
intensity

Line
ratio

Background
ratio

nm I
(line)

I
(backgr.)

I
(line)

I
(backgr.)

No
mirror

With
mirror

324 1930 425 2190 606 1505 1584 1.052 1.425

327 1567 499 1852 729 1068 1096 1.026 1.4609
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Fig. 6.4 Temporal development o f Cu 330 and 327 nm with no mirror (red line) and when 
reflected by applying the mirror (black line) [a and b]. The intensity ratio of each line 
with the mirror to that without it is represented in c and d. It is clear that when using a 
laser fluence o f 8  mJ/cm2 the intensity ratio of Cu 330 nm is approximately doubled while 
that of Cu 327 nm is asymptotically reaching -1.5. This shows that Cu330 nm is not 
susceptible to self-absorption on contrary to Cu 327 nm

Therefore, we found that carrying out the experiment in air at atmospheric 

pressure, at different laser pulse energies, results in fluctuating values o f the line 

absorption with the accumulation of either eight or sixteen successive scans. This 

introduced complexity to obtain reproducible results that leads to the conclusion that 

working under controlled pressure conditions, which was previously applied to the 

known Optical Absorption technique by Miller et al. [6 ], upon which our work was
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based, has been of great assistance in order to increase the S/B ratio and obtain more 

reliable results.

6.4 Modification of previous experiment

The previous experiment inspired us to apply the next approach for the self- 

absorption-LIBS (SA-LIBS) in which we used the experimental setup shown in Fig. 6.5. 

The output o f 1064 nm Q-switched Nd-YAG laser beam (Lumonics YM-200), -20  ns 

FWHM, was directed by a set o f mirrors and was directly transmitted through a half wave 

plate and a thin film polarizer (TFP) to be focused on the target using a 50-mm focal 

length convex lens and to form a 400pm-FWHM spot size as measured with the sharp 

edge method. Thus, the formed plasma produced from one spot acts as the light source Is 

(light bulb, analogous to AAS). The reflected portion o f the laser beam from the TFP was 

re-directed through an IR mirror focused on the same sample, to act as the analyte; Ia- In 

this way, we followed the general idea of AAS but with the modification that our 

technique can be used for multi-element analysis and the requirement of exchanging the 

light bulb for different elements has been avoided. In other words, the plasma is probing 

itself.

The pulse profile and duration of the pulses was measured with a fast detector and 

it was checked that the optical components of the experimental arrangement (beam 

splitters, filters) did not significantly affect the duration of the pulses or its Gaussian 

shape. The laser energy, measured with a joule-meter, was varied using glass filters that 

introduced an easy method of changing energy and has been tested to show no effect on 

laser pulse profile.
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The analytical signal was detected when the geometrical focus was located on the 

sample surface. The focusing geometry could be changed and optimized by precise 

translation o f the lens and the sample holder with micrometer screws. The integrated 

emission o f the formed plasma was directly transferred, without an imaging lens, to a 

spectrometer (CVI model SM240, 600 grooves mm'1 grating, spectral range 200-978 nm 

with a reciprocal linear dispersion of ~1 nm mm'1) using a 2-m long, 600 pm in diameter 

fiber optic bundle. To obtain the temporal development of emission lines for both SA- 

LIBS, a monochromator (1440 grooves mm'1 grating, slit width 100 pm) was used. The 

signal was collected by a built-in lens inside the monochromator, placed ~150 mm away 

from the plasma, and then detected using a photomultiplier (PMT) connected to a 300 

MHz digital sampling oscilloscope for data acquisition.

Fig. 6.5 Schematic diagram of Self-Absorption LIBS (SA-LIBS) experimental setup.

Oscilloscope

PMT j

Monochromator

M
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The incoming laser beam is passing through a half-wave plate (X/2) and a beam 

splitter (BS) to be focused by a lens (L) on a target (T). The light intensity coming from 

the two produced plasma will be detected and analyzed using a monochromator, PMT 

and an oscilloscope. Analogous to AAS, one spot is denoted by Is (represents the light 

source) and the other spot Ia (represents the analyte spot).

The experiments were performed with brass Zn/Cu compacted powder disks 

prepared in our laboratories. Our choice o f such simple bi-elemental samples was 

because they are the next complicated matrices relative to matrices with only one major 

component. However, it was shown that due to the significant differences in vapor 

pressure o f the main components, Zn and Cu, and also due to structural differences, they 

are known to be difficult. The concentrations of both elements in the alloys are listed in 

Table 2. Both weight and weight error %  were calculated as the average value o f EDS 

output for three randomly chosen spots on each sample. In addition to the brass samples, 

pure zinc and copper samples were also used in this study.
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Table 2: Composition o f brass samples used in this study.

Element Weight % Wt.% Err

SAMPLE 1 Cu 0.66 +/- 0.27
Zn 99.34 -/-  0.57

SAMPLE 2 Cu 1.47 - /-  0.29
Zn 98.53 -/-  0.58

SAMPLE 3 Cu 3.35 +/- 0.48
Zn 96.65 +/- 0.80

SAMPLE 4 Cu 5.36 ■*■/- 0.56
Zn 94.64 +/-1.11

SAMPLE 5 Cu 8.31 +/- 0.57
Zn 91.69 +/- 1.44

SAMPLE 6 Cu 13.47 +/- 0.65
Zn 86.53 +/-1.62

SAMPLE 7 Cu 47.95 +/- 0.60
Zn 52.05 +/-1.87

6.5 Theory

The Beer-Lambert law, which assumes a linear relationship between the 

absorbance and concentration o f an absorbing species, generally applies to the atomic 

absorption spectroscopy (AAS); however, in our configuration some parameters are not 

constants, such as the number o f excited species present along the produced plasma or the 

plasma width traveled by the photons. We considered the molecules present in the analyte 

plasma as an opaque disk with a cross-sectional area, a , which represents the effective 

area seen by a photon of frequency w. If the frequency of the light is far from resonance, 

the area is approximately zero. If w  is close to resonance, the area is a maximum.
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I(A,)=Ils+a(A>Ia(A<)

Path length b = plasma dimension

Fig. 6.6 Schematic diagram of the idea of SA-LIBS configuration. The source plasma 
emitted light ( I l s )  is absorbed by the excited atoms while passing through the analyte 
plasma whose emission is I a  resulting in a detected emission intensity -  I l s +a ( ^ H a ( ^ ) -

Assuming that Io(A,) emitted from the source plasma is the intensity entering the 

sample (the second plasma representing the analyte) at x = 0, and Iz is the intensity 

entering an infinitesimal slab dz at position z along the width o f the analyte plasma, dl is 

the intensity absorbed in the slab, and I(A,) is the intensity o f light leaving the analyte 

sample. Thus:

dl / 1z = - cr * N(z) * dz (8)

For simplicity, we assumed that the excited species follow a Gaussian distribution and 

considered the plasma to have a constant width, b. By integrating Eq. (1), it gives [7]:

j y =-«ocexP.CT| e ' z2̂  (9)
T A / \

~bL
In—  = - n 0c expo j e - z2dz = - n 0cexpa — erf ( b ) ~ - o c ^ pn0(— - — - )  (10)

1 o 0 £  Z  ZD

I  I zCTa/tx oe

h
- - e Xp | - ^ _ ( — ------- _ ) j  (11)

where cexp. is a constant, no is the maximum density of the excited species and a  is the

absorption coefficient (cm2) which can be derived from [8]:
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where M  is the atomic weight, T the absolute temperature o f the plasma (K), Xq the 

wavelength (in m) at the centre o f the line, AJ: is in s '1, g  is the statistical weight o f the 

level which is equal to 2J+1 where J  is the total angular momentum quantum number of 

the level.

6.6 Results and discussion

Using the setup shown in Fig. 6.5, Cu and Zn targets were irradiated by a focused 

1064 nm laser beam such that the laser fluence deposited on the spot, which acts as the 

light source is ~ 14 J/cm2, while that of the analyte spot is -5 .7  J/cm2, the emission lines 

o f the produced plasma are dispersed and detected while passing through a spectrometer 

transferred and saved by SM-Pro software for further analysis. The spectra were acquired 

during an integration time = 20 ms with 50 Hz laser repetition rate, which results in a 

single laser pulse produced spectrum. The integrated spectra (Fig. 6.7(a)) were acquired 

using the brass compacted discs from which we have plotted the calibration graphs (Fig. 

6.7(b)) for the well-defined spectral lines with no overlapping with adjacent lines which 

was limited by our instrumental resolution. It is shown that these selected spectral lines 

show linear calibration graphs. On the contrary, different authors reported that brass 

alloys represent the worst case scenario in the sense of non-linear calibrations, which they 

attributed to the changes in mass ablation and fractionation [9-12]. Recently, Gaegan and 

Mermet and Russo et al. [9] have also investigated the non-linearity of the calibration 

graphs for brass samples ablated with lasers o f different wavelengths, energies and pulse 

durations. Their measurements showed clearly that the non-linearities could be addressed
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to differences in the mass ablation rate. Several factors are likely to play a role: different 

energy loss mechanisms like changes in reflectivity, thermal conductivity and electron- 

phonon coupling, structural changes due to different sample compositions and treatments.
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Fig. 6.7 (a) Integrated spectra of pure Zn, Cu and 5.36/94.64 Cu/Zn samples, (b) 
Calibration curves resulted from Self-absorption-LIBS technique using the integrated 
intensities o f different spectral lines of Zn.

The integrated spectral emission of Cu I 522 nm and Zn 481 nm has been plotted for the 

brass sample with 47.95/52.05 Cu/Zn concentration ratio as a function o f the laser pulse 

energy (Fig. 6.8). The emission lines of Cu I 521.8 nm and Zn I 481.0 nm were selected 

because both lines have comparable transition probabilities; the energy difference 

between the upper levels o f both lines is relatively small (~ 3700 cm '1) and neither o f the 

lines interfered with emission lines of other elements in the sample. This assures that our 

experimental parameters, especially the laser pulse energy, have not produced a 

saturation regime and plasma shielding has no effect on suppressing the increase o f the
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emission intensities. It is shown that the emission intensity for the selected spectral lines 

increases proportionally with the increase of the laser pulse energy in the range from -5 .9  

to 18 J/cm2.

3000

2500

d,2000

S  1500 
3 .5
c 1000
A

500 

0
4  6 8 10 12 14 16 18 20

Laser fluence (J/cm2)

Fig. 6.8 The emission intensity for the spectral lines; Cul 522 and Znl 481 nm as a 
function o f the laser fluence for the 47.95/52.05 Cu/Zn sample.

However, the experiment instrument capabilities are limited by the spectrometer 

low resolution that hindered the analysis of other spectral lines, an issue which directed 

us to perform the experiment with the temporal-resolved setup. The temporal profile of 

Cu I 324, 327 and 330 nm resulting from thirty two laser pulses are averaged and 

recorded using an oscilloscope triggered by the 20-ns-laser pulse and shown in Fig. 

6.9(a). The condition o f the deposited laser energy ratio o f the analyte to the light source 

spots was optimized to provide more pronounced self-absorption effects. The laser 

fluence deposited on the spot, which acts as the light source, was -12.7  J/cm2, while that 

of the analyte spot was -5 .7  J/cm2. Moreover, the background and continuum emission

(47.95/52.05) C u /Z n  sam ple

A

m'"
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. ■ ‘ ’ A’’

.A
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were recorded. The subtraction o f the continuum and background signal was checked and 

found to have no influential effect on the development and the line decay time of the 

investigated emission lines under the experimental condition. Thus, for the Cu 324, 327 

and 330 nm, there is no necessary consideration that should be taken to account for the 

background subtraction. Also the transmission of those mentioned emission lines as a 

function o f time and laser fluence incident on the spot acting as the light source are 

shown in Fig 6.9(b) and (c). It is shown that by the change o f the light source the 

absorption is approximately 70% for Cu 324 and 327 nm while its value is ranging 

between 25% for Cu 330 nm. This difference is due to the fact that Cu 324 and 327 nm 

are resonant lines, more subject to self-absorption resulting in a significant absorption 

and a decrease in their intensity under atmospheric pressure. The standard deviation of 

repeatability o f measurements, defined as the root mean square o f the deviation of the 

values from their arithmetic mean, was calculated as:

k 2
•s2 = ] ^ ( x ' - x ; ) Ik  (13)

i  =

where k (= 4, in our case) is the number of measurements, x , and x“ are the measurement

and its mean value for each z'th sample. For laser fluence 12.7 J/cm the standard 

deviation o f emission of 324, 327 and 330 nm are 4e-3, le-2 and 2e-3 respectively while 

for laser fluence 7.8 J/cm2 they are calculated for the same spectral lines to be 3e-3, 3e-3 

and 1.7e-4, respectively. These are too unnoticeable errors to be seen in Fig. 6.9(c).
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Fig. 6.9 Temporal development o f some spectral lines Cu 324, 327 and 330 nm (a) at 
laser fluence -  5.7 and 12.7 J/cm2 for the light source spot and the analyte spot, 
respectively, (b) Temporal development of their corresponding transmission, (c) The 
average transmission o f such lines over 1 ps (from 0.5 to 1.5 ps) as a function o f incident 
laser energy o f the light source spot.

The temporal development o f some atomic emission lines o f Cu is obtained for 

the two focused laser beams on the target individually (denoted as analyte intensity; ( I a )  

and light source intensity; (ILs) along with the emission of both spots together (Isoth)- 

Then, the latter emission (Ieoth) is compared to the sum of intensities emitted from each 

plasma separately ( I a  + I l s )  for the atomic emission lines o f interest. The current

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



191

technique was able to distinguish between resonant emission lines, which are highly 

suffering self-absorption, and the non-resonant emission lines. While in case of 

significant self absorption, IBoth < U  + Ils, whereas for lines which are not suffering self

absorption Ieoth = Ia + Ils- The emission of the spectral lines 324.4 nm, 327 nm, 328 nm, 

330 nm, 334 nm, 468 nm, 471 nm, 481 nm and 522 nm were obtained. The data 

acquisition and data analysis procedures are summarized as follows:

1. The light emitted from each spot; the light source, the analyte and the light 

collected from both spots all together were acquired at a specific wavelength 

using the monochromator, PMT and an oscilloscope.

2. Each measurement was an accumulation of 265 scans triggered by the laser pulse 

whose repetition rate is 50 Hz. The laser fluence deposited on the spot, which acts 

as the light source, is -  14.8 J/cm2, while that o f the analyte spot is -5 .9  J/cm2.

3. Each measurement was repeated for three times, saved and transferred to a 

computer for data analysis. The laser pulse energy was measured in the beginning 

and at the end o f each run.

4. The output data acquired by the oscilloscope was plotted for the emission of each 

spot (LS and Analyte) and the emission from both spots together (Both).

5. The calculation of the transmission defined as the ratio of the transmitted to the 

initial emission (Itrans. /Io) was obtained and plotted for each wavelength.

6. The values o f the transmission were integrated over a period o f time 1 ps, which 

leads to reasonable results (except for the emission calibration curve in which we 

presented the data over 2 ps, to allow us to compare our results to those obtained
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by some previous work). This was repeated for the three measurements and 

averaged to get the average transmission of certain spectral line over 1 ps.

7. The previous steps were repeated for all samples in order to construct the 

calibration curves based on the absorption (l-(Itrans. /Io)) or just the transmission 

(Itrans. /Io) as followed in our analysis.

Some raw data including the emission of Cu I 324, 327 and Zn I 481 nm for the three 

repeated acquisitions as a function of time for the 0.66/99.34, 1.47/98.34, 8.31/91.69 and 

13.47/86.53 Cu/Zn samples are shown in Fig. 6.10 to Fig.6.14, respectively. The laser 

fluence of the light source spot is -14.8 J/cm2, while that is incident on the analyte spot is 

-5 .9  J/cm2. This enabled us to deduce the calibration curves based on the transmission of 

some of the previously mentioned emission lines.
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Fig. 6.10 The emission intensity resulting from the three acquired measurements for the 
spectral lines; Cu I 324 and 327 and Zn I 481 nm as a function o f the time for the 
0.66/99.34 Cu/Zn sample.
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Fig. 6.11 The emission intensity resulting from the three acquired measurements for the 
spectral lines; Cu I 324 and 327 and Zn I 481 nm as a function o f the time for the 
1.47/98.34 Cu/Zn sample.
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spectral lines; Cu I 324 and 327 and Zn I 481 nm as a function o f the time for the 
8.31/91.69 Cu/Zn sample.
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Fig. 6.13 The emission intensity resulting from the three acquired measurements for the 
spectral lines; Cu I 324 and 327 and Zn 1 481 nm as a function of the time for the 13.47/ 
86.53 Cu/Zn sample.

Figure 6.14 displays the calibration graphs for Cu and Zn obtained from a SA-LIBS 

experiment measured at atmospheric pressure and laser fluence o f ~ 14.8 J/cm for the 

laser incident on the spot representing the light source and -5 .9  J/cm2 for the analyte spot. 

For each measurement, emission light was accumulated from 256 consecutive scans for 

the light source ILs, analyte IA and both spots together IBoth, which was initially triggered 

by the laser pulse The curves are highly non-linear and show decreasing Cu line 

intensities with increasing Cu content, which is similar to the trend reported by Gagean
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and Mermet [9], who studied the influence of different laser wavelengths on the ablation 

process in detail. Their detector was an inductively coupled plasma atomic-emission 

spectrometer. This non-linearity can be attributed to the structural changes in the alloys 

that result in different ablation rates for the samples with different Zn/Cu compositions 

under atmospheric pressure. The error bars representing the standard deviation are 

clearly shown and demonstrated in Fig. 6.14 for 324, 481 and 522; however, it is hardly 

noticed for Cu522 nm, since they are so small (~1.3e-3 and 1.5e-3).

0.20

324 nm 
522 nm 
481 nm

0.10

• s  0.05

0.00

80 90 10060 7050
Zn wt (%)

Fig. 6.14 Calibration curves for different Cu and Zn emission lines resulted from Self- 
absorption-LIBS technique (SA-LIBS) using the integrated intensities of those spectral 
lines over a time period of 2 ps (from 1.2 to 3.2 ps).

Another possible explanation to account for the non-linearity o f the calibration 

graphs is that the plasma conditions are influenced by differences of the ablated mass and 

by changes in the bulk stoichiometry. A study of the efficiency o f laser ablation was 

investigated by Borisov et al. [10], who used three different laser systems with 35 ps and
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6 and 30 ns at 532, 266 and 252 nm, respectively. In their work, the ablated material was 

transported to and detected in an inductively coupled plasma mass-spectrometer. Their 

measurements showed that non-linearity in calibration graphs during laser ablation of 

brass samples are independent o f the laser pulse length or wavelength and are most 

probably connected with changes in the mass ablation rate. They explained this behavior 

by structural changes that influence the melting temperature and the reflectivity o f the 

sample surface. Therefore, the mass ablation rate is a function of the Zn/Cu ratio. 

Another important observation is that there is a relation between the non- linearity of the 

Cu calibration and the thermal pre-treatments o f samples during their production. The 

same behavior was found in experiments with fs-pulses and direct detection o f the 

emission spectra o f a laser plasma. Therefore, the observed non-linearity o f the 

calibration plots for the two elements is not attributed to changes in the plasma 

conditions, but it is due to changes in the ablated mass.

Changes in mass ablation rate from sample to sample due to differences in the 

structure o f the material can be overcome by analytical approaches like internal 

standardization [9]. Therefore, using internal standardization o f the Zn to the Cu line 

intensity, linear calibration curves can be obtained (Fig 6.15).
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Fig. 6.15 Calibration curves for Zn signal normalized to the Cu line intensity resulted 
from SA-LIBS technique.

The transmission calibration curves for the samples listed in Table 1 are plotted in Fig. 

6.16 and 6.17. The standard deviation for laser pulse energy is 0.1159 and 0.0371 for 

both LS and analyte spots. It can be seen that the exponential fit applied to the calibration 

curves using the chosen wavelengths (k -  324, 327 nm) are obtained as a result of SA- 

LIBS approach and was assumed by equation 11. For X = 481, 472, 522 and 468 nm, an 

approximately unchanged absorption value was demonstrated that can be attributed to the 

origin of such wavelengths from the some atomic levels insusceptible to self-absorption 

(Fig. 6.18 and 19).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



200

(a) Cu 324 nm
0.9

0.7

1
§ 0.4H

0.3

0.2

0.0 0 8 10 142 4 6 12

Cu wt (%)

(b) Cu 327 nm1.0

0.8co
C/5
C/5

MM

a
§H

0.4

0.2 0 2 6 8 10 12 144

Cu wt (%)

(c) Cu 522 nm

c
o

g
0.7

144 6 8 10 120 2
Cu wt (%)

Fig. 6.16 The average transmission for the spectral lines of Cu (a) 324 nm, (b) 327 nm 
and (c) 522 nm as a function o f the Cu wt %. For 324 and 327 nm, the fitting equation is 
F = a*exp (-m*x) with a = 0.9859, m = 0.1189 for X. -  324 nm while a = 0.9907, m - 
0.1038, for X = 327 nm.
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Fig. 6.17 The average transmission for the spectral lines of Zn (a) 481 nm, (b) 471 nm 
and (c) 468 nm as a function o f the Zn wt %. For 328 nm, the fitting equation is f  — a*exp 
(-b*x) with a = 2.1525 and m = 0.0116.

The plasma temperature has been evaluated using the ratio o f the relative 

intensities o f spectral lines [13,14]:

/ 1 g lA lX2

§2-  ̂2̂*1
exp - (

E x E :
kT„ ■) (14)

In this equation, subscripts 1 and 2 refer to the two spectral lines o f the same element, 

respectively. The spectroscopic constants /„ g„ At and £, (/ = 1, 2) represent the line 

intensity, wavelength, statistical weight, transition probability and the energy of the 

excited state, respectively. These relevant spectroscopic constants are tabulated in Table

2. Te and k are the electron temperature and the Boltzmann constant, respectively. The 

Grotrian diagram showing the possible spectral lines o f both Cu and Zn, which we used
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in our analysis, is shown in Fig. 6.13 and 14. Two of the emission lines o f Zn(I), 4s4d 3D3 

—► 4s4p 3P2 at 334.5 nm and 4s5s 3Si —» 4s4p 3P2 at 481.0 nm have been used to 

determine the electron temperature under the condition o f local thermodynamic 

equilibrium (LTE) [15]. While for Cu sample, Cul 510, 515 and 522 nm have been used 

for temperature determination [16-17]. When evaluating the electron temperature by this 

method, it is important to verify that the plasma is not optically thick for the lines used. 

Systematic errors could also be present, and, thus, the temperatures are assumed to be 

extracted with ~ ±10% uncertainty, coming mainly from the uncertainties in the transition 

probabilities and the measurement of the integrated intensity ratios o f the spectral lines 

used in equation (4). The plasma temperature (Fig. 6.20) is concluded to be the same for 

both Cu and Zn species present in the plasma under the assumption of local 

thermodynamic equilibrium (LTE), which was also reported by different authors [18]. 

Table 3: Copper and Zn spectral line parameters used for the determination o f plasma 

temperature [15-17].

Wavelength (nm) E (cm-1) gi-gk Aki (10s s '1)

510 30783.700 6-4 0.02

515 49935.200 2-4 0.60

522 49942.100 4-6 0.75

334 62776.981 7-5 1.50

481 53672.240 3-5 0.70

472 53672.240 3-3 0.458

468 53672.240 3-1 0.155
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Fig. 6.18 Grotrian diagram of Zn showing the different prominent spectral lines o f Zn 

[15].
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Fig. 6.19 Grotrian diagram of Cu that shows the possible atomic transition of its spectral 

lines [17].
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Fig. 6.20 Temporal development of plasma temperature for Cu which was calculated 
using the spectral lines Cu I 510, 515 and 522 nm while the plasma temperature for Zn 
the Zn I 334 and 481 nm were used at laser fluence of -14.5 J/cm2 for the light source 
spot and -5 .9  J/cm2 for the analyte spot.

6.7 Summary

SA-LIBS of compacted brass samples was introduced as a new approach whose 

principle stems from the well-known Atomic absorption Spectroscopy (AAS) technique. 

Two closely produced plasmas were generated; one acts as the light source analogous to 

AAS; the other acts as the analyte. Thus, we let the plasma probe itself. Temporal 

development o f Cu spectral lines was initially obtained so that we could examine which 

lines are more susceptible to self-absorption. SA-LIBS showed that Cu 324 and 327 nm 

are considerably subject to self-absorption while Cu 330 nm is not, a result that agrees 

with those reported in literature. Non-linear calibration curves were also obtained, a 

problem which was previously demonstrated in several reports for brass samples and was 

attributed to the difference in ablation rate. Internal standardization o f emission lines is a 

method that results in linear calibration curves. Assuming that the concentration o f the

o  Cu 
□ Zn
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absorbing species follows a Gaussian distribution, we tried to solve the familiar Beer- 

Lambert's law for our specific experimental condition. Linear calibration curves o f the 

logarithm of the absorption and absorbing species concentration or equivalently 

exponential relationship between them have been obtained. The plasma temperature was 

about the same for both Zn and Cu species, which is reasonably accepted under the 

assumption of LTE.
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CHAPTER VII 

CONCLUSIONS AND FUTURE WORK

As a consequence o f the drawbacks of the current quantitative methods 

commonly used for routine analysis o f difficult solid materials or non-conducting solids, 

the development o f the existing techniques or searching for new methods was a logical 

demand. Some attention was focused on Laser Induced Breakdown Spectroscopy (LIBS) 

which is considered one of the most successful spectrometric methods based on emission 

spectroscopy due to its simplicity, quickness and its in-situ, real time characteristics. 

Various approaches for the optimization o f LIBS sensitivity were investigated in this 

dissertation, with first focusing on increasing its sensitivity, which included the 

enhancement o f the signal-to-background (S/B) ratio. Second, we reconfigured the LIBS 

experimental setup in such a way to replicate that of the Atomic Absorption Spectroscopy 

(AAS) since it represents the most sensitive technique compared to other spectroscopic 

methods. The first approach could be developed to introduce a low cost probe and a 

measuring tool to develop real-time, non-contact, distant measurement technique for the 

determination o f concentration o f any type of samples with the aid o f the commercially 

available portable low power laser sources. For the second approach, theoretical 

modeling work could be more extensively performed to investigate its application in the 

determination o f the trace elements.

7.1 Conclusions of the present work

Chapters II and III emphasize the research trends toward improving the figure of 

merit o f LIBS. This was followed by the physics outlines of the laser-surface interaction
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and the mechanisms for producing both the line and continuum emission o f the produced 

plasma. The mathematical principles of the analytical laboratory plasmas are outlined. 

Then characterization methods o f such plasma are summarized and how they relate to the 

concentration o f the analyte sample.

Chapter IV, V, and VI include a description of the LIBS instrumentation, system 

calibration and the analysis schemes for single and multi element samples, which were 

adopted for spectral line identification and selection. The spectral characteristics o f a 

number of considered samples were also presented and discussed in the context o f system 

optimization for analytical purposes. Results of test measurements for the consistency of 

our instrumentation were also presented. This was followed by investigating two main 

experimental approaches whose aim was to present new optimization method for LIBS to 

enhance its sensitivity and to benefit from the self-absorption method and use it as an 

advantage o f the technique. In Chapter V, the Spark Discharge assisted Laser Induced 

Breakdown Spectroscopy (SD-LIBS) of single-element samples in which a transient 

plasma propagating along the surface o f a solid matrix is enforced between a pair o f 

electrodes in air at atmospheric pressure was compared to conventional LIBS. Enhanced 

spectral line intensity and signal-to-background (S/B) ratio were observed. Also, 

significant reduction in laser energy requirement can be achieved in SD-LIBS compared 

to standard LIBS. The peak plasma temperature was about the same for both SD-LIBS 

and LIBS. The estimated peak plasma electron density in SD-LIBS is comparable to 

those reported for conventional LIBS. The noticeable increase in line emission signal is 

explained by the extended temporal evolution of the line emission in SD-LIBS and the 

increase in the size o f the plasma. Since SD-LIBS also allows for the significant
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reduction in the laser pulse energy, it causes less surface area damage and shallower 

craters. Although the initiation of the spark discharge with the laser plume simplifies the 

operation o f SD-LIBS, it introduces signal dependence on plume transient time and spark 

discharge interaction with the plume. Optimization o f SD-LIBS can include external 

triggering of the spark discharge and electrode shape modification to achieve better 

energy coupling to the plume.

Chapter VI embodied the results of a systematic study on the self absorption LIBS 

technique that aimed to use the plasma to probe itself. Time-integrated and time-resolved 

profiles o f the selected spectral lines were used to examine the characteristics of such 

approach in detail. Numerous spectral profiles were explored so that the optimal 

analytical lines were selected and criteria o f their use to perform calibration for 

quantitative analysis were examined. Non linear calibration curves are obtained that are 

attributed to the structural changes in the samples, which result in different ablation rates 

for the samples with different Zn/Cu compositions under atmospheric pressure. Using 

internal standardization of the Zn to the Cu line intensity, linear calibration curves have 

been obtained. The transmission curves were found to be exponentially proportional to 

the concentration, which is equivalent to the linear relationship between the logarithm of 

the transmission and the concentrations.

7.2 Future Work

The SD-LIBS is a simple technique and could be a robust method for 

environmental applications such as the analysis o f heavy elements in soil and could be 

used as a direct simultaneous trace quantitative analysis of non-conductive solids. In SD- 

LIBS, better signal-background ratios may be achieved by optimizing the instrument to
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observe emission either away from or in the discharge axis. Time-resolved spark 

spectroscopy should give a clearer picture of the discharge development with high 

temporal resolution. For the production of time-resolved spectra, an electronically 

controlled source operating with a high precision in time is needed. Recently developed 

CCDs allow measurements o f spectral intervals with time resolutions of ns. The 

differences in decay time between ionic an atomic lines can provide a good mechanistic 

insight into, and suggest additional practical applications of, the spark discharge-LIBS 

plasma. All these parameters will allow a more exact knowledge of its dynamics and 

density, which leads to fully exploit the spark discharge-LIBS plasma for accurate 

quantitative analysis.

A more comprehensive optimization o f spark spectrometry asks for detailed 

knowledge on the fundamental processes o f sample vaporization and signal generation. 

The spark source should be optimized in the physical ablation so that the maximum 

amount o f sample is vaporized with minimum ejection o f molten material. Although the 

thermal interaction o f plasma with sample may be reduced with state-of-the-art source, 

only separation o f the vaporization and excitation can lead to lower matrix effects and 

detection of less complex emission spectra. The future o f spark spectroscopy lies with the 

development o f a fully automated portable system, with data processing facilities, for on

line and in-situ analysis. Automated quantitative and semi-quantitative analysis routines 

using spectral databases, coupled with multivariate statistical analysis and spectral 

libraries, should lead to a broader range o f the technique’s applicability. A software 

expert can, for instance, integrate the optimal, appropriate number o f ablation shots for 

each element, spectral line, and sample matrix. The use of neural networks then becomes
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important. When considering future improvements, however, it should be borne in mind 

that any developments ought to be weighed against the risk o f reducing the technique’s 

simplicity.

While the experiments presented here are primarily ablation o f solids by focusing 

a laser beam normal to the assisted spark, it would be o f considerable interest to study 

ablation with the electric field in the direction of the laser beam. Such an extension would 

show potentials for a variety o f applications requiring real-time, non-contact, remote 

monitoring o f elemental analysis. The study of SD-LIBS, when combined with laser 

ablation using picosecond or femtosecond laser, would also be of interest.

A direct extension of the second experiment SA-LIBS would be a parametric 

study o f the formation and dynamics of the SA-LIBS plasmas. It would be of great 

interest to investigate these types of plasmas under different ambient gas environments 

with different target materials (e.g., semiconductors and insulators). A slightly different 

direction would be a study of laser pulse duration and wavelength influence on the 

initiation and expansion o f the laser ablation plasma. No such information, both 

experimental and theoretical, is available at the present time.
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APPENDIX 

Cu/Zn Samples used in this work

Preparation procedure for Cu/Zn samples

Equipment and materials needed:

1. Coming stirring /hotplate.

2. Glass vial with plastic lid.

3. Magnetic stirring beads.

4. Satorious GC 503 scale.

5. Buehler Specimen Mount Press with heater.

6. Syringe to inject argon gas.

7. Zn powder (Alfa Aesar stock # 10835, 6-9 micron).

8. Cu powder (Alfa Aesar stock # 43978, 0.2-0.3 micron).

Procedure:

• Using the scale, weigh the desired amount of Cu (e.g. 0409 g) and Zn (e.g. 

9.9036 g) separately. Total weight needed for a disc is ~ 10.0 g.

• Pore the Cu and Zn into glass vial with magnetic stirring bead cover with 

thin plastic lid and punch two holes in the lid with syringe. Fill the syringe 

with argon and inject into the lid of the glass vial.

•  Place the Cu/Zn sample on the coming stirring plate and clamp in place 

with rod and holder. Set stirring rate at 10. Stirring the sample at least one 

hour.

• Place the Cu/Zn sample in Buehler specimen mount. Tap the side of the 

mount to uniform Cu/Zn evenly. While placing specimen mounts cover
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on, carefully use the argon syringe to displace the air. Place holder and 

heater unit in press and apply 9000 lbs of pressure. Desired time for heater 

is 6 hrs and 12 hrs o f continuous pressure.

SPINCOATER FOR MIXING Cu/Zn PRESSED SAMPLE

• Sample (1)

Accelerating Voltage: 20.0 kV Magnification: 500
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Full scale counts: 63B3

5000-

4000-

3000-

klni - 30 - Zn k»V

Table 1. Quantitative results o f sample (1) -  spot 1

Cu 94 0.40 0.40 +/- 0.27 0.42 +/- 0.27
Cu 537 — — — — —

Zn 23541 — — — — —

Zn 55777 99.60 99.60 +/- 0.57 99.58 +/- 0.57
Total 100.00 100.00 100.00

Full scale 

7000-I

5000-

Table 2. Quantitative results o f sample (1) -  spot 2

Cu 233 0.97 0.97 +/- 0.26 0.99 +/- 0.27
Cu 551 — — — — —

Zn 24622 — — — — —

Zn 56211 99.03 99.03 +/- 0.57 99.01 +/- 0.57
Total 100.00 100.00 100.00
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55 Counts
zn

J . ------ r- ............... u
Hm • 30 • Zit k»V

Table 3. Quantitative results of sample (1) -  spot 3

Cu 144 0.60 0.60 +/- 0.26 0.62 +/- 0.27
Cu 647 — — — — —

Zn 24826 — — — — —

Zn 56498 99.40 99.40 +/- 0.57 99.38 +/- 0.57
Total 100.00 100.00 100.00

• Sample (2)

Accelerating Voltage: 20.0 kV Magnification: 500
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Full u n i t  counts: 6124

5000-

4000-

3000-

A
0 1 2 3 4 5 6 7

Mm .30 -L i keV

Table 4. Quantitative results of sample (2) -  spot 1

Element

Cu
Cu
Zn
Zn

Total

Net
Counts

111
959

23693
52367

Weight % Norm.
Wt.%

Norm. 
Wt. % Err

1.42

98.58
100.00

1.42 +/-0.27

98.58 +/- 0.58
100.00

Atom % Atom % 
Error

1.46 +/-0.28

98.54 +/- 0.58
100.00

Full sca le  counts: 5666 

6000-1 Zn

Table 5. Quantitative results o f sample (2) -  spot 2

Cu 379 1.73 1.73 +/- 0.31 1.78 +/-0.31
Cu 522 — — — — —

Zn 23288 — — — — —

Zn 49327 98.27 98.27 +/- 0.59 98.22 +/- 0.59
Total 100.00 100.00 100.00
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Table 6. Quantitative results of sample (2) -  spot 3

Cu 324 1.27 1.27 +/- 0.26 1.30 +/- 0.27
Cu 522 — — — — —

Zn 24943 — — — —

Zn 58693 98.73 98.73 +/- 0.56 98.70 +/- 0.56
Total 100.00 100.00 100.00

• Sample (3)

is^MHHE] 65636

‘ W P  .  -  V )  im i

Accelerating Voltage: 20.0 kV Magnification: 500
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Full seal* counts: 2271

15QQ-

500-

klm • 30 - Zn k*V

Table 7. Quantitative results o f sample (3) - spot 1

Element N et Weight % Norm. Norm. Atom % Atom %

Cu 292 3.10 3.10 +/- 0.49 3.19 +/- 0.50
Cu 374 — — — —

Zn 9655 _ _ _ — _ _ _ — _ _ _

Zn 19998 96.90 96.90 +/- 0.81 96.81 +/- 0.81
Total 100.00 100.00 100.00

Full seals counts: 2593

Mm - 30 - Zn keV

Table 8. Quantitative results o f sample (3) - spot 2

Cu 374 3.60 3.60 +/- 0.47 3.70 +/- 0.48
Cu 742 — — — — —

Zn 9100 — — — — —

Zn 21617 96.40 96.40 +/- 0.79 96.30 +/- 0.79
Total 100.00 100.00 100.00
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Table 9. Quantitative results o f sample (3) - spot 3

Cu 292 — 1.003 3.10 3.10 +/- 0.49 3.19 +/- 0.50
Cu 374 — 0.000 — — — — —

Zn 9655 — 0.000 — — — — —

Zn
Total

19998 -------- 1.109 96.90
100.00

96.90
100.00

+/- 0.81 96.81
100.00

+/- 0.81

• Sample (4)

Accelerating Voltage: 20.0 kV Magnification: 500
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Table 10. Quantitative results o f sample (4) -  spot 1

Element N et Weight % Norm. Norm. Atom % 
Counts Wt.% Wt.% Err

Cu 1381 5.27 5.27 +/-0.57 5.41
Cu 2187
Zn  22927
Zn  50769 94.73 94.73 +/- 0.57 94.59

Total 100.00 100.00 100.00

klm - 30 - Zn

Table 11. Quantitative results o f sample (4) -  spot 2

Cu 1351 4.99 4.99 +/- 0.55 5.13
Cu 4095 — — ___ . . .

Zn 22790 — — — . . .

Zn 52961 95.01 95.01 +/- 1.38 94.87
Total 100.00 100.00 100.00

Atom % 
Error

+/- 0.58

+/- 0.57

Atom % 
Error

+/- 0.57

+/- 1.38

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 12. Quantitative results of sample (4) -  spot 3

Cu 1653 5.82 5.82 +/- 0.55 5.98 +/- 0.56
Cu 4729 — — — _ _ _ —

Zn 23488 — — — _ _ _ —

Zn 53686 94.18 94.18 +/- 1.37 94.02 +/- 1.36
Total 100.00 100.00 100.00

• Sample (5)

15 65535

Accelerating Voltage: 20.0 kV Magnification: 500
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moo

Table 13. Quantitative results o f sample (5) -  spot 1

W B m
Cu 2433 8.08 8.08 +/- 0.53 8.30 +/- 0.55
Cu 4586 — — — — —

Zn 23067 91.92 91.92 +/-1.21 91.70 +/-1.21
Zn

Total
46058

100.00 100.00
—

100.00
---

4.500 k»VFull scal« counts: 5705 Conor 4.500 k»V
44 Com

4000-

Table 14. Quantitative results o f sample (5) -  spot 2

Cu 2345 8.55 8.55 +/- 0.59 8.78 +/- 0.61
Cu 5734 — — — — . . .

Zn 22986 — — — . . . —

Zn 46368 91.45 91.45 +/- 1.45 91.22 +/- 1.44
Total 100.00 100.00 100.00
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Mm - 3(1 Zn k»V

Table 15. Quantitative results o f sample (5) -  spot 3

Cu 2397 8.30 8.30 +/- 0.57 8.51 +/- 0.58
Cu 5887 — — — — —

Zn 22902 — — — — —

Zn 49370 91.70 91.70 +/-1.42 91.49 +/- 1.41
Total 100.00 100.00 100.00

• Sample (6)
' 5 ^ H K l j 6 5 5 3 5

Accelerating Voltage: 20.0 kV Magnification: 500
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Table 16. Quantitative results o f sample (6) -  spot 1

A l 274 0.63 0.63 +/-0.12 1.50 +/- 0.30
Cu 4064 14.19 14.19 +/- 0.62 14.41 +/- 0.63
Cu 8507 — — — _ _ _ —

Zn 19210 — — _ _ _ — . . .

Zn 38523 85.19 85.18 +/- 1.57 84.09 +/-1.55
Total 100.01 100.00 100.00

Puli teal* cannts: 4470 4.043 k«V

1000

3000-

2000

1000

0

him . Ili . S

Table 17. Quantitative results of sample (6) -  spot 2

Cu 3575 13.20 13.20 +/- 0.65 13.52 +/- 0.67
Cu 8996 — — — — —

Zn 19743 — — — — —

Zn 38126 86.80 86.80 +/- 1.62 86.48 +/- 1.61
Total 100.00 100.00 100.00
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Table 18. Quantitative results of sample (6) -  spot 3

A l 282 0.69 0.69 +/-0.13 1.64 +/-0.31
Cu 3493 13.03 13.03 +/- 0.65 13.23 +/- 0.66
Cu 8750 — — — _ _ _

Zn 19503 — — — — —

Zn 37673 86.28 86.28 +/- 1.62 85.13 +/- 1.60
Total 100.00 100.00 100.00

• Sample (7)

65535

Accelerating Voltage: 20.0 kV Magnification: 500
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Full scale counts; 5261

4000-

Table 19. Quantitative results of sample (7) -  spot 1

Cu 29465 49.26 49.26 +/- 0.59 49.97 +/- 0.60
Cu 45894 — — — — —

Zn 17836 — — — — —

Zn 23067 50.74 50.74 +/-1.89 50.03 +/-1.86
Total 100.00 100.00 100.00

Full scale coinHc 5188

Table 20. Quantitative results of sample (7) -  spot 2

Cu 28963 48.31 48.31 +/- 0.59 49.02 +/- 0.59
Cu 45709 — — — — —

Zn 18040 — — — — —

Z n 23925 51.69 51.69 +/- 1.87 50.98

001+

Total 100.00 100.00 100.00
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4000

3000

2000

1000

0

Idm -30  - Zn keV

Table 21. Quantitative Results o f sample (7) -  spot 3

Cu 25071 46.27 46.27 +/- 0.61 46.98 +/- 0.62
Cu 41478 . . . — — — —

Zn 17307 — — — — —

Zn 23257 53.73 53.73 +/- 1.92 53.02 +/-1.90
Total 100.00 100.00 100.00
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