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 This dissertation assesses a new measure of gender. In doing so, it addresses a 

glaring inconsistency between how sociologists conceptualize gender and how we 

measure it (i.e., with sex categories) in most quantitative sociological literature. 

Research that only measures sex effectively hides the variability in individual social 

identities that is related to sociological outcomes of interest. Unfortunately, most existing 

quantitative gender scales are impractical for use in large scale data collection.  In this 

work, I investigated the Gender Self-perception Scale (GSPS) as an alternative survey 

measure of gender using three projects. For the first project (chapter 2), I used the 

GSPS and sex measures to predict warmth and competence across two data sources 

Strong associations between sex and gender were found for both groups, but less so for 

competence than warmth, and gender (as measured by the GSPS) was not fully 

explained by sex. In the second project (chapter 3), I examined how people define 

gender, gender identity, and masculinity and femininity, and  how they think about two 

versions of the GSPS using cognitive interviews with 13 cisgender and 7 trans 

respondents. Results indicated similar understandings of gender by gender status, and 

an overall positive response to the GSPS. The GSPS appears to capture the degree to 

which the respondent fulfills social stereotypes, indicating that it may be most beneficial 

for interactional research. In the final project (chapter 4), I examined the relationship 

 



 

 

 

 

between sex, gender, and work-related outcomes within a high gender minority sample 

of employed respondents. Neither sex nor the GSPS were consistent predictors across 

the outcomes of interest, which may indicate a reduction in the impact of these 

characteristics within the workplace, at least for those privileged in terms of education 

and occupation as this sample was. Overall, these results point to changing gender 

norms and expectations, and variability in experiences that are lost when we reduce our 

analyses to only sex. More research is needed using the GSPS, but it is an option for 

researchers going forward who would like to measure gender in a parsimonious way.   
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CHAPTER 1 

PRESCRIPTION OR DESCRIPTION? MEASURING GENDER IN SURVEYS 

“The problem with gender is that it prescribes how we should be, rather than recognizing 

how we are.” Chimamanda Ngozi Adichie (2012) 

At the 2012 ASA meeting, I attended a panel on the Next Generation of Gender 

Scholars. Each of the panelists had prepared a short talk about where they thought the 

future direction of gender scholarship should go. Some talks were very personal, and 

others very broad, but one stood out to me, because it was the first time I had heard it at 

a sociological meeting. Lisa Brush stood up and said we need to work on measurement- 

we need better instruments.  

Why do we need better instruments? We have the male and female check boxes 

on almost every survey. However, these checkboxes are about sex, not gender, while 

we are often trying to say something about gender in our research. We can do better 

than to rely solely on an overly simplistic measure to describe the complexity that is 

gender. On the other hand, psychologists have been producing scales to measure 

gender quantitatively for decades, but they are often limited to specific aspects (such as 

conforming to feminine norms), or are made up of an enormously large number of items, 

making them overly burdensome for the survey respondent and impractical for 

researchers with limited space in their surveys.  

Sociologists usually take more of a qualitative approach to the study of gender, 

providing incredibly rich data, but it is burdensome to collect for both the respondent and 

the researcher. Among those whose primary research focus is gender, the burden is not 

a problem; it is a relatively small price to pay in order to understand such an important 

organizing factor in society. However, relying primarily on this type of scholarship and 

not having a less burdensome and more practical quantitative measure of gender 
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strongly contributes to the ghettoization of gender scholarship. That is, it ensures that 

serious gender scholarship that attempts to account for the complexities of gender only 

occurs within the sociology of gender and is not more widely integrated into sociology. 

Sociological research in general and research in the sub-disciplines of sociology will not, 

and cannot, take gender as an organizing factor seriously without a more practical 

measure because to do so would require them to devote considerable time and 

resources to the concept of gender at the expense of other concepts that drive these 

research fields. With limited resources, a researcher studying the environment, religion, 

or any other sub-discipline of sociology is very unlikely to devote multiple pages of a 

survey to a battery of gender items or to allocate funding to conducting and analyzing 

extensive in-depth interviews to understand the importance of gender to their research 

question. If gender is to be taken seriously within sociology as a whole, we need a 

measure that helps incorporate a more complex understating of gender, can be used in 

survey research, is somewhat flexible and can be adapted to specific research 

questions, but does not take up a lot of time for a respondent or a lot of space on a 

survey. This measure cannot and should not replace the important work, especially 

qualitative work, that is being conducted within the sociology of gender; but it is needed 

to compliment this work and, importantly, to help bridge the gap between gender 

scholars with complex understandings of gender and sociologists working in other areas 

who commonly reduce gender to an oversimplified control variable that captures only 

biological sex category.  

For this dissertation, I conducted a three-stage research project to investigate the 

use of a visual analog scale (a continuous scale using a line with polar statements at 

each end; Cella and Perry 1986) as a quantitative measure of gender. Each stage is a 

chapter with different research questions and goals, but all focus on trying to answer a 
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single overarching question: Can a visual analog scale (VAS) measure gender in a 

meaningful way? In the first project (chapter 2), I used primary and secondary data to 

assess the validity of an existing VAS, and investigated what respondent characteristics 

predicted placement on it. In the second project (chapter 3), I reported the results of 

cognitive and semi-structured interviews on how cis- and transgender respondents 

understand gender, gender identity, and masculinity/femininity, and their attitudes 

towards two versions of the VAS. Finally, in the third project (chapter 4) I examined 

whether sex and gender (measured using the VAS) differentially predicted job outcomes 

(e.g. promotion, benefits, harassment), and the results of an experimental treatment 

using the VAS. Next, I address the foundational research and theoretical motivation for 

these projects, before describing the projects themselves. 

Literature 

I begin with a definition and brief history of the concepts of sex and gender to help 

situate this research in the broader context of gender scholarship, and clarify why 

measures of gender are distinct from measures of sex. Today, sex is understood as the 

biological categorizations of male and female1. However, early research focused on sex 

                                                           
1 Even our measurements of sex are problematic. The medical establishment has developed a 

practice of “doctoring” bodies that fall outside of the norm, particularly in regards to 

appearance (Chase 2010; Coventry 1998; Eckert 1989; Fausto-Sterling 1985, 1997, 2000; Kessler 

1990; Lorber 2010). Some people are born with “undifferentiated” genitalia (approximately 1-2 

in every 100 births) – which means the medical professional cannot immediately determine the 

sex of the infant. Some of these children fall under the diagnosis of intersex, which means their 

physical attributes (internal and/or external) are not clearly male or female. These bodies are 

judged as needing repair to have a normal appearance, and to provide a label of either male or 

female (Fausto-Sterling 1985, 1997). The natural range of sex characteristics are forced into this 

dichotomy, making essentialist concepts of gender questionable while at the same time making 

them less likely to be questioned by erasing the obvious exceptions.   
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differences and sex roles (Chafetz 2006), which were understood to be based in 

biological differences (Bruce 1967; Komarovsky 1950; Winch 1967). In the 1960s and 

70s, as research on the social construction of sex grew (Bruce 1967), the term “gender” 

became part of the parlance to describe constructs related to sex, but not about sex 

categories themselves (Connell 2009). Sociologists were always interested in the 

socially constructed meaning of roles, but the use of sex to describe both bodies and 

socially constructed meanings promoted essentialist ideas. This is problematic because 

“essential” differences are by definition fixed and unchanging (Smiler and Gelman 2008). 

That is, that women and men had certain roles because they were women and men; the 

roles were a necessary consequence of their essence as men and women.  

In application, sex categories are very often used as a proxy for gender, 

operationalizing the assumption that the social self matches the biological and 

reinforcing essentialist beliefs about gender. Scholars of sex/gender know that this is a 

false assumption (Barrett and White 2002). Gender is more than just the meanings we 

give to bodies – it is a major organizing principle of social life (Ridgeway and Smith-

Lovin 2006; Schilt and Westbrook 2009). We have gendered bathrooms, jobs, tasks, 

roles, and consumption patterns – almost everything in the marketplace is available in a 

male or female version, either explicitly (like deodorant or diet products) or implicitly 

(such as salad [DeVore 2010] or cleaning products [Sharp 2008]). In everyday 

interaction, gender displays are often assumed to reflect the bodies, which are 

understood to be either male or female, under the clothes (Ekins and King 1999). The 

masculine (male) or feminine (female) traits associated with bodies are part of the 

structure that gender displays rely on (West and Zimmerman 1987). However, the 

gendiverse – the actual lived spectrum of gender (regardless of sex) that challenges the 

traditional gender binary - defies essentialist and traditional explanations of sex and 
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gender. While scholars of sex and gender know this, they are often limited in their 

research by available data that only measures sex, not gender. 

Doing gender is a popular theory used for examining the way gender reproduces 

inequality by normalizing social arrangements based on gender categories (West and 

Zimmerman 1987). West and Zimmerman’s conceptualization of gender is specific: “the 

activity of managing situated conduct in light of normative conceptions of attitudes and 

activities appropriate for one’s sex category” (pg. 127). This is somewhat different than 

Butler’s (1988) understanding of gender as a “stylized repetition of acts” (pg. 519) that is 

an unstable and illusionary performance, or something people can play with and take 

pleasure in (Schilt and Meadow 2012). Doing gender means creating difference, and 

reinforcing essentialist ideas, but does not challenge the binary gender system 

(Westbrook 2010), or allow for gender play (Schilt and Meadow 2012). Further, doing 

gender focuses more on the structural inequalities built into the system. The goal of this 

research is to account for people’s gender self-perception, which is obviously impacted 

by macro social structures and expectations, but may be more variable at the micro 

level. So while we are all socialized to accept the normative categories, and they shape 

our lives in ways we may not even realize, people push back (not necessarily by choice) 

and challenge gender norms. They may face sanctions for these challenges (West and 

Zimmerman 1987), but ongoing differences between assigned sex and one’s gender 

performance impact the resources available to them (Grant et al. 2011). Right now, 

much of the relevant social science literature looks at how resource allocations are 

impacted by sex alone, but it is very likely gender matters in this allocation too. Thus 

sociologists may be failing to understand how gender matters, not just sex.  
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Following the concept of gender as unstable (Butler 1988; Sanger 2010), I draw 

on the concepts of dramaturgy and expectation states theory to situate this work. 

Dramaturgy uses theater as a metaphor to understand how individuals create and 

maintain reality, particularly through interaction with others (Goffman 1959). Within this 

context, dramaturgy is most useful for its description of a performance framework and 

change in self-presentation.  Self-presentation may reflect sex categories, but is based 

on the aforementioned gender displays, and is what is used in interaction with others. 

Expectation states theory explains how status hierarchies emerge within groups who 

have a collective goal or task (Correll and Ridgeway 2006). While this theory is mostly 

used to describe the processes at play within work and school settings, we can consider 

many social interactions the result of shared goals. Most importantly, it provides an 

explanation for the impact of social norms and comparisons on evaluations of self and 

others (Berger and Webster 2006; Correll and Ridgeway 2006; Ridgeway and Smith-

Lovin 1999; 2006). These expectations, based on (presumed) sex and gender self-

presentation, shape inequality in our social lives.  

Real Life Consequences 

As researchers, we want to make sure we are representing people accurately, while 

protecting them from harm (American Sociological Association 1995). As part of our 

social responsibility, we aim to contribute to the public good. Unfortunately, there are a 

great number of negative outcomes associated with non-normative gender identities, 

activities, and displays. Legal protections for gender nonconformists vary by geographic 

location (DePillis 2015). Protections from discrimination based on gender identity or 

sexual orientation was added to a federal bill (Employment Non-Discrimination Act 

[ENDA]) in 2007 (Congress.gov n.d.), but has not been reintroduced in Congress since 
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failing to pass in 2013. In 2014, the U.S. Department of Education released new 

guidelines extending protections against sex discrimination in schools to cover “claims of 

discrimination based on gender identity or failure to conform to stereotypical notions of 

masculinity or femininity” (pg. 5). However, this is included under protections from sexual 

violence, and those best equipped to deal with bullying, violence, and harassment based 

on gender nonconformity may not recognize it as a form of sexual violence. There is also 

the issue of the recency of this and similar announcements: it does not erase what has 

happened in the past, takes time to be disseminated, and is evidence of the prevalence 

of the problem. Research has shown that there are higher rates of homelessness, 

suicide and suicide ideation, bullying, prejudice, discrimination, and lower self-esteem 

(Gordon and Meyer 2007; Grant et al. 2011; Greytak, Kosciw and Diaz 2009; Grossman 

and D’Augelli 2006; National Coalition for the Homeless 2009; Oswald 2002; Ploderl and 

Fartacek 2009; Pound vs. Lee Memorial Hospital 2003; Sandfort, Melendez, and Diaz 

2007; Seil 2004; Wright 2001) among gender minorities. A great deal of this research is 

on transgender or sexual minority populations, which is not to say that these groups are 

victims, but they are often failed by the institutions that are supposed to protect them 

(family, schools, medical practitioners, law enforcement, etc.; Grant et al. 2011; Greytak 

et al. 2009). A better understanding of the variability of gender in the broader population, 

as well as how it relates to social concerns such as education, health, and safety will 

help combat such negative associations, and contribute to the breakdown of gender 

inequality (Bem 1995; Connell 2010).  

Gender policing is not limited to gender minorities, and impacts supposedly 

neutral institutions, like the workplace. Workplaces are not immune to the effects of 

social privilege (Acker 1990, 2006; Kanter 1977; Kelly et al. 2010; Ridgeway 2009); 

rather, they are shaped by the people within, and the social privileges that come with 
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them. Most occupations are not sex or gender specific (i.e. the work does not require 

primary or secondary sex characteristics), yet gender is made salient in myriad ways, 

such as dress code differences (Levi 2007), “feminized” labor (Ridgeway and Correll 

2004), and differential standards for similarly situated men and women workers (Biernat 

2003).  

We see gender differences in job outcomes such as autonomy (Adler 1993; 

Briscoe 2004), promotion (Reskin and Padavic 2002; Yamagata et al. 1997), and raises 

(Tomaskovic-Devey 1993). We also see gender based discrimination and harassment in 

the workplace (Benokraitis and Feagin 1995; Grant et al. 2011; Konik and Cortina 2008). 

Researchers frame it as gender differences, but when you look at the work being done, 

what they are really studying are sex differences. Female/male is the only information 

they have from their data, so it is what they use. Yet qualitative work (see Connell 2010 

and Schilt 2006 for examples) and recent quantitative studies (Berdahl and Moon 2013) 

show that job outcomes depend on more than just sex categories.  

Measuring Gender  

Measuring gender is problematic in quantitative and large scale survey research. Even 

qualitative sociological research focused on other topics besides gender rarely asks for 

more than sex categories. As noted earlier, sex categories are a poor proxy for gender. 

However, in trying to measure gender, there is a problem of definition. When we ask for 

gender, what do we want to know? Gender intersects with so many domains of our 

social lives (as children, parents, workers, etc.; Connell 1987; Risman 1998), it is difficult 

to parse out exactly what we mean when we try to measure gender. Do we want to know 

to what degree an individual conforms to societally proscribed roles (as West and 

Zimmerman [1987] define it)? Or do we want to know about West and Zimmerman’s sex 
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categories- the identificatory displays that are read as membership in social categories? 

Do we want to know how people feel, how they appear to others, or contextual 

differences more in line with Butler’s (1988) unstable performances or Goffman’s 

dramaturgy (1959)? Gender is a very complex construct. 

Despite this difficulty, researchers outside of sociology have tried to measure 

gender in several ways, typically with multi-item scales. For the most part, these scales 

tend to focus on specific domains of gender, be incredibly long, and are only tested on 

undergraduate students. From psychology, Bem’s 60 item Sex Role Inventory (BSRI; 

1974) measures masculinity, femininity, and androgyny, and is still commonly used after 

almost 40 years. The BSRI was intended to capture the internalization of sex-typed 

desirable behavior for men and women, as well as how much people disassociate from 

these behaviors (i.e. androgyny). Levant et al. (2007) developed a 45 item femininity 

ideology scale that they describe as distinct from previous scales measuring gender 

roles. Mahalik et al. (2003) and Mahalik et al. (2005) developed different scales for 

conformity to masculine or feminine norms, attempting to capture cognitive, behavioral, 

and affective dimensions. They defined gender role norms as those that constrain and 

guide feminine and masculine behavior, meeting societal expectations. Each of these 

scales had eight or more subscales so they totaled over 100 items.  A communications 

based scale (the Perceived Masculinity Scale; Chesebro and Fuse 2011) followed the 

trend in length with 50 items said to measure eight dimensions. These lengthy scales 

focus primarily on behaviors and beliefs, which may or may not map onto the traditional 

sociological understandings of gender. The system of gender relies on shared cultural 

understandings, but is highly contextual, depending on social location (Ridgeway and 

Smith-Lovin 1999). To my knowledge, these scales have not been used in large scale 
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surveys to examine associations with outcomes that typically interest sociologists, such 

as social stratification processes.  

The instrument I use for this research is the Gender Self-perception Scale 

(GSPS), originally used in Jolene Smyth’s 2007 dissertation on farm women (see Fig. 1 

for the original version). Visual analog scales such as this are not often used in 

sociological research. They are most common in healthcare, where they are used to 

measure concepts such as anxiety (Davey et al. 2007) or pain (Gallagher et al. 2002; 

Myles et al. 1999). Medical research has found that VASs can be a replacement for 

longer indices, at least in some instances (Davey et al. 2007). Most of the research on 

VASs as a research tool has been focused on web-based applications (Couper et al. 

2006; Funke, Reips, and Thomas 2011; Studer 2012). The biggest problems with VASs 

identified in this research were related to technological limitations, such as respondents 

not having the necessary software to run the scale features. In addition, Couper et al. 

(2006) found higher item nonresponse and greater cognitive difficulty (as measured by 

response time and item nonresponse) with more complex constructs using the VAS 

versus other types of web-based scales they tested (e.g. radio buttons or Likert scales).  

The complexity of gender will likely differ across respondents. Gender minorities, 

and those who challenge gender norms, are more likely to have considered their place 

relative to gender expectations (e.g. Lucal’s [1999] “What It Means to Be Gendered Me: 

Life on the Boundaries of a Dichotomous Gender System”). This may result in less 

cognitive difficulty and respondent burden for questions about gender. Ironically, in trying 

to measure gender in an inclusive way, survey questions may become more difficult for 

people who are not gender minorities. The primary constructs being tested with the 

GSPS are more common, and hopefully understandable by all - masculinity and  
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Figure 1.1: Gender Self-perception Scale from the 2011 Nebraska Annual Social 
Indicator Survey 

 

femininity, as measures of gender generally associated with being male and female, 

respectively. Masculinity traditionally involves narratives of risk, adventure and 

accomplishment (Fausto-Sterling 2000; Messerschmidt 2000), and femininity involves 

narratives about attractiveness (de Beauvoir 1989), caretaking, and submission (Connell 

1987; Levant et al. 2007; Pascoe 2007). As Spence (1984) pointed out, people have a 

strong sense of masculinity and femininity, but may have trouble defining just what 

characteristics constitute these constructs. This leads me to believe that, regardless of 

gender minority status, respondents will be able to understand what is being asked of 

them.  

In Summary 

The following chapters are stand-alone articles reporting the results of three projects 

addressing my overall research question: Can a visual analog scale (VAS) measure 

gender in a meaningful way?  

Chapter 2 reports the results of an exploration of the use of the GSPS within 

larger populations using two sources of data (an opt-in web survey and a general 
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population mail survey of Nebraskans). Specifically, it addresses three research 

questions:  

 2.1: Is there variation in how people of different sexes respond to the GSPS? 

 2.2: Within these samples, how does the GSPS predict gender related 

constructs, compared to a measure of sex categories?  

 2.2: Given the way that gender intersects with our social lives, what respondent 

characteristics predict individual gender self-perception? 

 Chapter 3 reports the results of cognitive interviews about the development and 

content of a web-based survey with thirteen cisgender and seven transgender 

respondents. This chapter also included a new version of the GSPS that measures 

femininity and masculinity separately (referred to as GSPS2). Having two versions of the 

scale created an opportunity for comparison. Here, I step back from the original GSPS to 

address several concerns: 

 3.1: How do respondents understand the concepts of gender, gender identity, 

and femininity and masculinity when asked in a survey setting?  

 3.2: Are these concepts understood differently by cisgender versus trans 

persons?  

Regarding the two versions of the GSPS:  

 3.3: How difficult or easy are the scales?  

 3.4: Do respondents have a preference for one scale over the other? 

 3.5: Are there differences in scale preference by gender status (cis vs. trans)? 

 The fourth chapter demonstrates the practical application of the GSPS in a 

topical survey of work outcomes. With the exception of two surveys of trans 

discrimination (Grant et al. 2011; Lombardi et al. 2001), the data on actual gender 
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differences at work has been qualitative (see Connell 2010 and Schilt 2006). The 

remaining studies of “gender” differences actually operationalize gender as sex 

categories. Given the literature on work outcomes, I have two overall questions.  

 4.1: Do sex and gender measures differentially predict job outcomes? 

 4.2: Do the two versions of the GSPS operate the same?  

 Finally, chapter five summarizes the findings of the previous chapters and how 

they addressed the overall research question. The implications of results, their 

limitations, and future directions will be discussed.  
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CHAPTER 2 

BETTER THAN BOXES? TESTING AN ALTERNATIVE SCALE FOR GENDER 

RESEARCH 

Introduction 

At the 2012 American Sociological Association meeting, when asked about the future 

direction of gender scholarship in sociology, panelist Lisa Brush said we need to work on 

measurement (Brush 2012). Out of five panelists, Brush was the only one to talk about 

measurement, so it is obviously not the primary concern for the discipline as a whole. So 

why did Brush bring it up? Research on sex and gender is not stagnating, so better 

measures are not required for the field to grow. To understand why this call for better 

instruments was made, and why they are needed, we need to understand the methods 

used for measuring gender.  

 Gender is usually measured using one of three approaches. The qualitative 

approach, which sociologists often use, provides incredibly rich data, but is burdensome 

for both the respondent and researcher. Qualitative studies tend to be done on smaller 

groups, or with populations that are difficult to locate, or need to be protected in some 

way (i.e., with limited generalizability). Examples of this type of research include work on 

drag performers (Berkowitz, Belgrave, and Halberstein 2007; Rupp, Taylor, and Shapiro 

2010; Shapiro 2007), household labor in transgender partner relationships (Hines 2006; 

Pfeffer 2009), and transgender suicide attempt/ideation (Clements-Nolle, Marx, and Katz 

2006). In contrast, quantitative studies of gender tend to be completed by psychologists, 

who have been producing scales and indices for decades on the subject. Many of these 

scales are incredibly long and burdensome for the respondent (see Levant et al.’s [2007] 

Femininity Ideology Scale, and Mahalik et al.’s [2003] Conformity to Masculine Norms 

Inventory for examples).  As a result, they are often developed and validated on college 
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students and are rarely used in larger, general population surveys. The lack of 

application leaves a gap in understanding how these scales are related to other 

measures sociologists are interested in, such as family dynamics, health, and labor 

market outcomes. Most of the large scale general population surveys that sociologists 

use for research use the third approach, which is to only include a basic measure of sex 

category—that is, male or female—to represent gender (see Davies & McAlpine [1998] 

for a combination of family, health, and labor market outcomes using sex as a proxy for 

gender).  

As most serious sociology of gender scholars would agree, sex categories (often 

presented as check boxes: male or female) are not an appropriate proxy for gender 

measurement. They obscure much of the variation in gender and thus inhibit our ability 

to understand how gender really shapes social life. In order for the quantitative 

sociological study of gender to advance, researchers need a measure of gender (not sex 

category), that is somewhat flexible but does not take up a lot of time for a respondent or 

a lot of space on a survey. That is, they need a nuanced measure of gender that is 

practical to include in a survey of the general public where many other constructs are 

also being measured (i.e., it cannot be made up of 40+ items). In this paper, I investigate 

one such measure, the Gender Self Perception Scale (GSPS), as an alternative to sex 

category measures using two different data sources. 

Background  

Why is sex category a poor measure of gender? 

Most surveys ask for sex categorization as a proxy for gender, assuming that the social 

self matches the biological. Scholars of sex/gender know that this is a false assumption, 

particularly for people who identify as intersex, transgender, and/or other diverse 
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genders (Bem 1974, 1995; Butler 1988; Schilt and Meadow 2012; Westbrook 2010). The 

ability to measure identities outside of the binary is important, but so is measuring the 

gendiverse. The gendiverse refers to gender diversity amongst both trans persons 

(using trans as an umbrella term to encompass gender minorities) and cisgender people 

(those whose gender identity aligns with their sex assigned at birth). People may fulfill 

some gender norms, but challenge others in ways that impact the social world and 

sociological research, not to mention the impact on their own lives, and interactions with 

others. I argue that the reason we know so little about the varieties of gender identity, 

presentation, experience, and their outcomes is because of our reliance on measures 

based on essentialist ideas, which fail to capture gender diversity. 

Essentialist ideas about gender have long been a focus of sex and gender 

scholarship. In their generative article “Doing Gender,” West and Zimmerman (1987) 

argued that the enactment of gender reproduces gender inequality by normalizing social 

arrangements based on gender categories. Their conceptualization of gender is specific: 

“the activity of managing situated conduct in light of normative conceptions of attitudes 

and activities appropriate for one’s sex category” (pg. 127). It means creating difference, 

and reinforcing essentialist ideas. This is somewhat different than Butler’s (1988) 

understanding of gender as a “stylized repetition of acts” (pg. 519) that is an unstable 

and illusionary performance. A primary difference between these conceptions is the 

concept of scale. Butler is focused on individual distinctions and resistance to cultural 

norms. For West and Zimmerman (1987), as well as other well-known sociology 

scholars (Acker 1990, 2005, 2006; Connell 1987, 1990; Lorber 1994; Risman 2009), the 

individual perspective is of less sociological importance than the structural processes 

that help maintain them (although the importance of interaction supports both 
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perspectives). Yet so much (quantitative) research maintains binary understandings of 

gendered behavior, reinforcing the existing social controls (Johnson 2005).  

Theoretically, this work fits in between the structural models that guide so much 

of the sociological research on gender (Acker 1990; Connell 1987, 1990; Lorber 1994; 

Risman 1998, 2009; West and Zimmerman 1987) and the individual/interactional models 

asserted by Butler (1988) and Schilt and Meadow (2012). Supposedly neutral 

institutional practices (such as relying on binary gender measures) work to reify binary 

gender conventions, and prevent acknowledgment of a broader range of identities. Bem 

(1995) suggested proliferating gender categories would disrupt the current othering of 

those that fail at West and Zimmerman’s (1987) definition of gender. Structural theories 

may not be focused on identity, but change at the individual level can produce change at 

the macro level. The greater goal of this work is to make the ties between the levels 

explicit, and demonstrate the diversity of gendered experiences that challenge the binary 

system. To do this, we need measures that capture more than simplified, biological 

assignments. 

What is an alternative measure?  

Visual analog scales (VAS), which have not typically been used in sociological research 

(see Smyth 2007 for an exception), may provide an alternative way to measure gender. 

A visual analog scale is a continuous line with dichotomous end points that asks the 

respondent to designate their answer to a question by marking somewhere on the line at 

or between the two end points (Cella and Perry 1986). They are most commonly used in 

healthcare, to measure concepts such as anxiety (Davey et al. 2007) or pain (Gallagher 

et al. 2002; Myles et al. 1999). Medical research has found that VASs can be a 

replacement for longer indices, at least in some instances (Davey et al. 2007). Most of 
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the recent research on VASs as a research tool has been focused on web-based 

applications (Couper et al. 2006). Aside from some technical problems, such as 

respondents not having the necessary software to run the scale features, Couper et al. 

(2006) found higher item nonresponse and more breakoffs with more complex 

constructs using the VAS versus other types of web-based scales they tested. It is 

unclear whether gender is too complex of a construct for this measurement format. 

 The VAS used in this research comes from Smyth’s (2007) dissertation on 

farming/ranching women where she used it to examine the relationship between farm 

women’s daily activities and gender self-perceptions, but never validated it. Named the 

Gender Self-perception Scale (GSPS), its endpoints are “Completely Feminine” and 

“Completely Masculine” (see Fig. 2.1). Respondents are asked to place themselves (and 

possibly others) on the line where they think they fall between the two endpoints. The 

GSPS provides a quantitative measure of the respondents’ self-perceived gender, but 

can also capture comparative information such as how they see other family members’ 

gender and what they perceive as society’s ideal gender for men and women. Smyth 

called the differences between self and ideals “gender discrepancies” – how different 

from the societal ideal the person thinks they are. Smyth’s research was focused on 

(cisgender) women who live and/or work on the farm, but still reflected the complexities 

of gender by social locations. She found significant differences in both self- perception 

and discrepancies based on their daily activities. While this was a specific population, 

the nice thing about this scale is that regardless of the respondent’s sex or gender 

identity, they can still compare themselves to societal ideals, or these options can be 

altered or removed. The GSPS provides flexibility to fit the needs of the 

researcher/survey.  
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How can we assess this alternative measure? 

Given the goal of capturing gender diversity, the first assessment of the GSPS is to see 

if there is variation in how people perceive their gender. This addresses the first 

research question – is there variation in responses to the GSPS?  

A way to assess the utility of the GSPS is to analyze its predictive validity. That 

is, does it predict constructs that we think should be related to gender? The survey I 

used for this research included measures related to gendered stereotypes of warmth 

and competence. The stereotype content model (SCM; Cuddy, Fiske, and Glick 2008; 

Fiske et al. 2002) explains how stereotypes about people can be differentiated based on 

ratings of warmth and competence, particularly gender stereotypes. The SCM is 

predominantly used to describe impression formation in interactions with others. Warmth 

is linked to feelings of trust and sincerity, while competence is linked to the ability to 

pursue one’s desires, both of which align with the feminine and masculine scales of the 

Bem Sex Role Inventory (Bem 1974). In repeated studies, women who were seen as 

stereotypically feminine were rated higher in warmth and lower in competence, and 

those who were seen as less feminine were rated lower in warmth and higher in 

competence (Cuddy et al. 2008; Fiske et al. 2002). Similarly, men who were judged to 

 

Figure 2.1. The NASIS Gender Self-perception Scale 
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be successful were rated as being more competent, and less warm, but this was strongly 

linked to their occupation. Associations of warmth and competence with gender self-

perception (i.e. the GSPS measure) provide evidence of the validity of the GSPS as a 

gender measure. A significant association between gender self-perception and warmth 

and competence when controlling for sex category suggests the GSPS is yielding a 

more nuanced measure of gender than sex category alone. Further, an interaction 

between sex and gender (via the GSPS), as suggested by the warmth and competence 

literature, would indicate that the impact of one is dependent on the presence of the 

other. This led me to my first research question: how does the predictive power of the 

GSPS compare to that of sex categories? 

 As part of my investigation into the GSPS, it is important to understand the 

relationship between gender self-perceptions and respondent characteristics that are 

often associated with gender. Individuals who are more accepting of gender 

nonconformity (or liberal in other ways) may be more likely to perceive themselves 

outside binary gender norms. The most obvious association is with sex category, 

primarily for those who are fulfilling their “appropriate” (West and Zimmerman 1987) 

gender roles. Other characteristics associated with social conservatism may be related 

to stronger adherence to traditional gender ideologies (Cotter, Hermsen and Vanneman 

2011), such as age, education, income, and urbanity. We might expect that older 

respondents would hold more rigid views towards gender over time (Cotter et al. 2011). 

Greater education and higher income are associated with more egalitarian attitudes 

towards gender (Cotter et al. 2011). Women in rural areas face fewer sanctions for 

gender nonconformity than women in in urban areas (Kazyak 2012; Smyth 2007). 

Because of these expected associations, my second research question was what 

respondent characteristics predict individual gender self-perception? Conducting 
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analyses in these two different data sets allowed me to see whether the predictive 

validity of the GSPS differed between a general population sample and a sample with 

considerably higher prevalence of gender minorities. 

Data and Method 

To evaluate the validity of the GSPS, I used two data sources with different types of 

samples (general population vs. convenience). The two samples had different strengths 

and weaknesses for answering the research questions. The general population sample 

was better in terms of generalizability and comparisons to benchmarks (e.g. Census 

data), but did not measure gender minority status (e.g., transgender, intersex, 

genderfluid, genderqueer, etc.) for important subgroup analyses. The convenience 

sample did not allow generalizable statements about group representation (Kish 1965), 

but they did allow for targeted recruitment of characteristics (like gender minorities) 

missing from general population sampling frames.  

The first data source was the 2011 Nebraska Annual Social Indicators Survey 

(NASIS). The NASIS is an omnibus survey of Nebraska residents conducted annually 

since 1977 by the Bureau of Sociological Research (BOSR) at the University of 

Nebraska-Lincoln. In 2011, the NASIS was a twelve page booklet questionnaire that 

included questions about topics like water issues, fear of crime, and travel. The 2011 

NASIS was conducted as a mail survey administered to a sample of 2,498 Nebraskan 

households with a directory-listed telephone number selected by Survey Sampling 

International (BOSR 2011). As part of an experiment unrelated to this dissertation, each 

sampled household was randomly assigned to a different within-household selection 

treatment (last birthday, next birthday, oldest adult, or youngest adult (Olson, Stange, 
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and Smyth 2014)2. All of the within-household selection treatments specified that an 

adult age 19 or over should be the respondent since 19 is the age of majority in 

Nebraska. 906 sample members responded for an AAPOR Response Rate 1 of 36.3% 

(AAPOR 2011).   

The second source of data came from a convenience sample web survey of 

adults 18 and older fielded in October of 2014 using Qualtrics web survey software. The 

Work, Life, and Gender Survey (WLG) was designed to capture greater gender diversity 

than the NASIS general population survey. Participants were recruited mostly via 

Facebook; however, a brief description of the survey and a link were also shared on 

tumblr (personal), twitter (personal), reddit (r/SampleSize), three listservs (Sociology 

Department at UNL; the Organizations, Occupations and Work Section of the American 

Sociological Association [ASA]; and the Sex and Gender Section of ASA), and Craigslist 

in the 20 largest cities in the US (under Community: Volunteers). I also directly emailed 

seven LGBT centers in those cities (with one reply), and local connections. Due to skip 

patterns, no one received all possible questions, but there was a total of 149 across four 

topic areas: work, barriers (i.e., discrimination and harassment), gender, and 

demographics.  

The gender measure in this study was the GSPS. The GSPS is a line with 

“Completely Feminine” and “Completely Masculine” as the end points. Respondents 

were asked to rate people along the continuum. In the NASIS (Fig. 2.1 above), 

Respondents were asked to give their rating by writing letters along the one continuum 

for different people – themselves (A), their spouse/partner (D), society’s ideal woman 

                                                           
2 Analyses showed that within-household selection method was unrelated to the GSPS 
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(B), and society’s ideal man (C). In the WLG they were provided with a separate slider 

scale for each person they were asked to rate and they could drag and drop a marker to 

the point on the continuum that described the person (Fig. 2.2). This survey also asked 

for a fifth measurement: “How you think others view you”. The value of the self-

perception is created by measuring the number units (0-15) from the left side of the 

scale (completely feminine, in this version) to where respondents wrote their letter or 

dropped the marker. On the NASIS, the GSPS took up a space 2.75” high across a 

single page, and the units were specifically in (15) centimeters. In the WLG, the actual 

size of the scale varied by the device used to access it (e.g., computer, tablet, or mobile 

phone screen). The breakdown of how males and females responded to each of these 

surveys is shown in Table 2.1. The standard deviations were very similar across both 

surveys and sexes (identical for females and males in the NASIS).  

Table 2.1: GSPS by Sex and Survey 

  Female  Males  Average 

  Mean StD  Mean StD  Mean StD 

NASIS (n=753) 3.58 2.54  12.02 2.54  6.82 4.83 

WLG (n=253) 4.24 2.47   11.28 2.6   6.31 4.11 

 

The WLG also contained an experiment in which respondents were randomly 

assigned to either receive the GSPS presented as a continuous scale ranging from 

“completely feminine” to “completely masculine” (as all of the NASIS respondents 

received) or as two separate scales (“not at all feminine” to “completely feminine”, and 

“not at all masculine” to “completely masculine”). Overall, a total of 737 people opened 

the survey.  Of these, 59 dropped out at the welcome page, and another five did not 

answer the first question, leaving 678 who answered questions. Of these, 496 got to the 

GSPS, with 253 given the continuous scale and 240 given the two separate scales. Due 
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to the comparison between the two surveys, the separate scale responses were dropped 

from these analyses.  

 

Figure 2.2. The WLG Gender Self-perception Scale 

Both surveys included a series of questions related to gendered stereotypes. 

Eight items were measured on a four point Likert scale (Strongly Agree, Agree, 

Disagree, and Strongly Disagree) with the prompt “In general, I think of myself as a:” 

followed by Competent person, Compassionate person, Warm person, Forceful person, 

Independent person, Understanding person, Cheerful person, and Ambitious person. 

The four items associated with warmth (compassion, warmth, understanding, cheerful) 

were averaged to make a scale ranging from zero to four with an alpha of 0.83 in the 
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NASIS and 0.72 in the WLG. The four items associated with competence (competence, 

force, independence, and ambition) were averaged to make a scale ranging from zero to 

four with an alpha of 0.63 in the NASIS and 0.68 in the WLG. Higher values equaled 

more agreement for both warmth and competence scales, and both are negatively 

skewed, which was expected since they are desirable characteristics (Cuddy et al. 2008; 

Fiske et al. 2002). These scales were used as dependent variables for their strong 

associations with sex and gender. That is, the GSPS should significantly predict these 

scales if it is a good measure of gender. Descriptive statistics, including for the warmth 

and competence scales, are shown in Table 2.2. The survey instruments with the 

original wording can be found in Appendices A (NASIS) and G (WLG).  

Table 2.2: Descriptive Statistics            

      2011 NASIS (n=906)   WLG (n=253) 

      Mean/% 
St. 

Dev Min  Max   Mean/% 
St. 

Dev Min  Max 

Dependent Variables                   

 Warmth (scale) 3.37 0.47 1.25 4   3.27 0.45 2 4 

 Competence (scale) 3.13 0.45 1.5 4   3.07 0.48 1 4 

Focal Independent Variables      

  Female 61%   0 1   71%   0 1 
Demographic Characteristics      

  White 95%   0 1   90%   0 1 

  Age 55.36 16.91 19 100   31.65 9.99 18 66 

  Education                   

    HS diploma (or less) 22%   0 1   3%   0 1 

    Some coll/technical  35%   0 1   24%   0 1 

    Bachelor's degree  26%   0 1   34%   0 1 

    Master's degree + 17%         39%   0 1 

  Family income <$25,000  17%   0 1   22%   0 1 

  Married 69%   0 1   60%   0 1 

  Has children 34%   0 1   22%   0 1 

  Town 84%   0 1   82%   0 1 

  Employed 62%   0 1   80%   0 1 

  

The majority of the questions were the same between the two surveys. Of 

notable difference are sex and town. In the NASIS, sex was measured by a question that 
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asked “Are you: male/female” The WLG included multiple measures of sex and gender. 

Rather than use “What was your sex assigned at birth, on your original birth certificate? 

Female/male,” I used a question about survey behavior for truer comparison. It asks 

“Which of the following do you do when you are given a survey that asks: Are you: 

male/female.” Respondents could answer “answer male,” “answer female,” “leave the 

question blank and go on to the next question,” “leave the question blank and stop filling 

out the survey,” or “other” with space to write in their answer. This was coded like the 

NASIS (female=1), with the last three options (2.82%) coded as missing. It is possible 

that without the alternate options, more respondents would have answered male/female, 

but the NASIS included 3.42% of missing as on the simpler question. In the NASIS, town 

was captured by the question “Do you live on a farm, in open country but not on a farm, 

or in a town or city?” This question was not asked in the WLG. Instead, respondents 

were asked for their zip code, and Rural-Urban Commuting Area Code (RUCA) data 

(including population density and urbanization) was appended. If the area was 

designated as metropolitan, it was coded as town for the WLG.  

 The remaining variables were fairly straightforward in the NASIS and WLG. Race 

was based on two questions, ethnicity and a check-all that apply list of racial categories. 

Given the small proportion of minority respondents (5.3, 9.87%, respectively), I chose to 

compare only non-Hispanic whites to others. Age was calculated as the year of data 

collection minus birth year. Respondents were asked about the highest level of 

education they could attain. The response options included no diploma, high school 

diploma/GED, some college, but no degree, technical/associate/junior college (2yr, 

LPN), bachelor’s degree (4yr, BA, BS, RN), or graduate degree (master’s, PhD, law, 

medicine). Income was an ordinal variable with 12 categories (ranging from under 

$5,000 to $100,000 or above). The five categories under $25,000 were collapsed into a 
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dichotomous variable (=1). Current marital status was a nominal question with six or 

seven response options (depending on survey). Having children under the age of 18 in 

the home (=1) was constructed from a question asking respondents to indicate how 

many children they have in each of three age groups (5 and under, 6-12, and 13-18). 

Employment status came from a nine option check-all that apply question: “Do you 

typically work full-time, part-time, go to school, keep house, or something else?” 

 As expected with the two different sampling designs, and as can be seen in 

Table 2.2, the two samples were considerably different on a number of characteristics. 

Compared to NASIS respondents, the WLG respondents were almost 20 years younger 

(on average), almost twice as likely to be in the lowest income categories, almost a third 

less likely to be married or have children, and about 25% more likely to be working. The 

NASIS did not include any measures of gender or sexual orientation, but the WLG 

included several questions related to gender and sexual identity, and 87% of the sample 

identified as cisgender, and 65% identified as heterosexual. These numbers were far 

lower than most estimates (conservative estimates are 99% and 97% respectively; 

Williams Institute 2015). As is common with mail surveys of the general public, the 

NASIS completed sample also differed from benchmark measures of the state’s 

population (U.S. Census Bureau 2014). NASIS respondents were older, whiter, and 

more educated than state benchmarks. The WLG appears to suffer from the same 

issues, although specific benchmarks are not available. The respondents were 

overwhelmingly female, white, and highly educated.  

Analytic Plan 

Given that the dependent variables in these analyses were continuous, I used ordinary 

least squares (OLS) regression to answer my research questions. For the first research 
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question - how does the GSPS predict gender related constructs (i.e., warmth and 

competence), compared to that of sex categories – I regressed each outcome on sex 

and gender separately, then together and finally together including an interaction term 

between sex and gender. This produced four models for each outcome, for each data 

source (for 16 models in all). For the second research questions - what respondent 

characteristics predict individual gender self-perception – I regressed the GSPS on sex 

and the other demographic characteristics separately, then together, for a total of three 

models for each survey.  

 The NASIS data included sample weights to adjust for region, sex, and age bias 

in the sample (BOSR 2011), which I used in the analyses. The WLG was intended to 

capture information not included in state or national benchmarks, so weights were not 

available.   

The amount of item nonresponse (missingness) in the data was something to 

consider. Multiple imputations (completed using the ice command in Stata, with 20 sets) 

were completed, but the results did not differ in meaningful ways from the models using 

listwise deletion. Not using the imputed data did impact the sample size (and therefore 

degrees of freedom), but not as much when limiting the sample to those with some 

demographic data. That is, allowing variability in the number of cases from model to 

model sometimes produced different results than the method used here – maintaining 

case size across the analyses.  

The focus of this project is the GSPS, so missing data on the scale was 

problematic, particularly if related to the scale itself. Table 2.3 shows the item 

nonresponse for the GSPS, by survey. The differences in the surveys’ design and 

content may have impacted these data. The NASIS, as an omnibus survey, presented 
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questions about the environment and parenthood before presenting the scale. In 

comparison, the WLG was a topical survey, with many questions about sex and gender 

prior to the GSPS, effectively priming the respondents to the topic, and potentially easing 

the burden on them.  

Table 2.3: Item Nonresponse for the GSPS1 

  NASIS   WLG 

Complete 772   245 

N 906   253 

Missing 134   9 

% 14.79   3.54 

 

Findings  

Variation in Response 

The first question this research addresses is whether or not there was within sex 

variation using this scale. A table of means and standard deviations (like Table 2.1, 

shown above) is descriptive, but not illustrative. Figures 3 and 4 illustrate the variation in 

response by sex. In the NASIS, female responses were more varied than males, 

although males’ responses encompassed the possible range of the scale (0-15) and 

females’ did not (0-14). The modes were close to the ends. In the WLG, there were 

fewer respondents overall, but there was still greater variation than sex categories 

capture. For both males and females, the modes were closer to the center than for the 

NASIS respondents. Compared to the NASIS respondents, the WLG folks used a 

smaller range of the scale, with female responses ranging from 0-11 and male 

responses from 5-15. These differences are likely due to differences in sample size (the 

number of WLG respondents with complete sex and GSPS data is less than a quarter of 

the NASIS). 
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Figure 2.3: Gender Self-perception by Sex: NASIS 

 

Sex and Gender Predicting Warmth 

Table 2.4 shows the sex and gender measures predicting warmth for the NASIS. Model 

1 shows that sex was significantly associated with warmth, with women rating 

themselves a quarter of a point higher in warmth than men (t=7.3, p<0.001). Sex alone 

explained just over 11% of the variance in warmth. Model 2 shows that gender, as 

measured by the GSPS, also significantly predicted warmth (t=-6.2, p<0.001). Each 

additional centimeter (1/15th of the scale distance) respondents placed their mark 

towards the masculine end of the GSPS was associated with a 0.03 decrease in self-

ratings of warmth. The GSPS alone explained just over 9% of the variance in warmth.  In 

Model 3, both sex and gender were entered into the model simultaneously. Here only 

sex was significant (t=3.5, p<0.01) and adding gender to the model only explained an  
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Figure 2.4: Gender Self-perception by Sex: WLG 

additional 0.11% of the variance over what sex alone explained in Model 1. Finally, in 

Model 4, the interaction between sex and gender was added to the model.  While more 

variance was explained in this model than the one with no interaction (11.98% vs. 

11.54%), the interaction term was not significant.  In the NASIS, sex was a stronger 

predictor of warmth, and gender (as measured with the GSPS), had little or no predictive 

value above and beyond sex.  

Table 2.4: OLS Regression Predicting Warmth (4 item scale, α=0.83), NASIS (n=752)   

    Model 1   Model 2   Model 3   Model 4 

Intercept 3.19 ***   3.56 ***   3.26 ***   3.12 *** 

Sex (female) 0.31 ***         0.26 **   0.44 ** 

Gender       -0.03 ***   -0.01     0.01   

  xSex                   -0.02   

Adjusted R2 11.43%     9.25%     11.54%     11.98%   

  Difference from Model 1 R2  -2.18%     0.11%     0.55%   

† p=0.10, * p=0.05, ** p=0.01, *** p=0.001             
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The results from the WLG Survey (in Table 2.5) were somewhat different. Here, 

sex was only significant on its own (Model 1), and explained a relatively small amount of 

the variance in warmth (2.11%). Gender, alone (Model 2), operated in the same manner 

as in the NASIS (t=-4.2, p<0.001), but explained three times the variance that sex did in 

Model 1. Model 3 included both sex and gender, and only gender was significant (t=-3.7, 

p<0.001). So controlling for sex, each additional centimeter (1/15th of the distance) 

respondents placed their mark towards the masculine end of the GSPS was associated 

with a 0.04 decrease in self-ratings of warmth. Slightly more variance (0.41%) was 

explained with the addition of sex to gender. The interaction of the two in Model 4 was 

only marginally significant (t=-1.8, p<0.10), but the main effects were not significant. An 

additional 0.9% of variance in warmth was explained with this model. Thus, within the 

WLG, gender was a stronger predictor of warmth than sex, the opposite of what was 

found in the NASIS.  

Table 2.5: OLS Regression Predicting Warmth (4 item scale, α=0.72), WLG (n=225)   

    Model 1   Model 2   Model 3   Model 4 

Intercept 3.16 ***   3.46 ***   3.64 ***   3.25 *** 

Sex (female) 0.16 *         -0.15     0.29   

Gender       -0.03 ***   -0.04 ***   -0.01   

  xSex                   -0.05 † 

Adjusted R2 2.11%     7.05%     7.46%     8.36%   

  Difference from Model 1 R2  4.94%     5.35%     6.25%   

† p=0.10, * p=0.05, ** p=0.01, *** p=0.001             

 

Sex and Gender Predicting Competence 

Table 2.6 shows the NASIS models regressing competence on sex and the GSPS. In 

these analyses, neither sex nor gender alone was a significant predictor of competence 

(Models 1 and 2). When both predictors were included (Model 3), both sex and gender  
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Table 2.6: OLS Regression Predicting Competence (4 item scale, α=0.63), NASIS (n=752)  

    Model 1   Model 2   Model 3   Model 4 

Intercept 3.10 ***   3.12 ***   2.88 ***   2.65 *** 

Sex (female) 0.05           0.21 *   0.51 ** 

Gender       0.00     0.02 †   0.04 ** 

  xSex                   -0.04 * 

Adjusted R2 0.41%     0.00%     1.65%     3.09%   

  Difference from Model 1 R2  -0.41%     1.24%     2.68%   

† p<0.10, * p<0.05, ** p<0.01, *** p<0.001             

 

gained in predictive power. Sex was significant (t=2.56, p<0.05), and gender was 

marginally significant (t=1.83, p<0.10). Females rated themselves about 1/5th of a point 

higher in competence when gender was also taken into account, while each centimeter 

towards masculine end of the gender scale was associated with a 0.02 increase in 

competence. Together, they explained 1.65% of the variance in competence. Model 4 

shows the significant interaction (t=-2.09, p<0.05) of sex and gender, which is illustrated 

in Fig. 2.5. The interaction effectively canceled out the impact of gender for females,  

 
Figure 2.5: Predicted Ratings of Competence Based on Sex and Gender: NASIS 
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but not for males.  For males, self-rated competence changed based on their self-

perceived gender. Males who perceived themselves as more masculine also rated 

themselves as higher in competence. Adding the interaction almost doubled the 

explained variance for Model 4, but it was still quite low (3.09%). In these data, sex and 

gender together were stronger predictors of competence than they were individually. 

Again, the WLG results were different than the NASIS. The WLG models 

regressing competence on sex and gender are shown in Table 2.7. In these models, 

neither sex nor gender was a significant predictor of competence, on its own or in 

combination.   

Table 2.7: OLS Regression Predicting Competence (4 item scale, α=0.68), WLG (n=225)  

    Model 1   Model 2   Model 3   Model 4 

Intercept 3.06 ***   3.10 ***   3.05 ***   2.98 *** 

Sex (female) 0.03           0.04     0.11   

Gender       0.00     0.00     0.01   

  xSex                   -0.01   

Adjusted R2 0.35%     -0.40%     -0.80%     -1.23%   

  Difference from Model 1 R2  -0.05%     -0.45%     -0.88%   

† p=0.10, * p=0.05, ** p=0.01, *** p=0.001             

 

What Respondent Characteristics Predict Individual Gender Self-perception? 

The next set of analyses examined what respondent characteristics predicted gender 

self-perception. Tables 2.8 and 2.9 show the OLS coefficients predicting placement 

along the GSPS by demographic characteristics for NASIS and WLG respondents 

respectively.  Model 1 includes sex only, Model 2 shows all of the demographic variables 

except sex, and Model 3 shows all of the predictor variables together. 
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Table 2.8: OLS Predicting Gender Self-perception (NASIS, n=611)       

    Model 1   Model 2   Model 3 
    β SE   β SE   β SE 

Sex (female) -8.20 0.39 ***           -8.05 0.34 *** 
Age         0.03 0.02     0.00 0.01   
White         -2.26 0.90 *   0.24 0.67   
Education^                       
  Bachelor's         0.68 0.58     -0.03 0.35   
  Master's or higher         0.42 0.68     0.38 0.37   
Family income <$25K          -1.32 0.82     -0.02 0.62   
Married         0.10 0.72     -0.17 0.40   
Has children         -2.39 0.71 **   -0.31 0.46   
Town         -1.86 1.05 †   -0.85 0.57   
Employed         1.06 0.52 *   0.54 0.34   

Intercept 11.85 0.31 ***   10.18 2.47 ***   11.82 1.28 *** 
Adjusted R2 69.75%       11.56%       70.69%     

† p=0.10, * p=0.05, ** p=0.01, *** p=0.001           
^Reference categories: Ed - less than bachelor's 

 

As expected, Model 1 of Table 2.8 shows that sex was significantly related to 

gender self-perception (t=-21.1, p<0.001). The intercept shows the average GSPS value 

for males was 11.85. Subtracting the coefficient for sex (female) indicates the average 

GSPS value for females was 3.65. Almost 70% of the variance in gender was explained 

by sex. Model 2 shows the demographic variables regressed on gender. Non-Hispanic 

whites rated themselves as more feminine than their non-white counterparts (t=-2.5, 

p<0.01). Having children under the age of 18 in the household was associated with a 

2.39 unit move towards the feminine end of the scale (t=-3.35, p<0.01). This was 

consistent with the literature on people adopting more feminine characteristics after 

having children (Hawkins and Belsky 1989). Also consistent with the previous literature 

(Kazyak 2012; Smyth 2007), living in a rural versus urban area was marginally 

associated with an almost two unit move towards the masculine end of the scale (t=-

1.86, p<0.10). Being employed (versus not) was associated with a one unit move 

towards the masculine end of the scale (t=2.04, p<0.05). These variables explained 

about 11.6% of the variance in gender self-perception.  
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Model 3 shows the addition of sex to the other demographic variables. None of 

the demographic variables retained significance once sex was added to the model, 

although sex was still significant (t=-23.38, p<0.001). Even though Model 2 explained 

11% of the variance in gender without including sex, most of this effect was lost in Model 

3. Comparing the explained variance in Model 3 to Model 1 (70.69-69.75), only about 

1% of the variance in gender was explained by the other demographic variables, after 

controlling for sex. In the NASIS, sex was the greatest predictor of gender, effectively 

swallowing all of the variance associated with other characteristics.  

The WLG data is different, yet again, as shown in Table 2.9. Again, sex is 

significant in Model 1 (t=-17.98, p<0.001). The average value for males in this survey 

was 11.25 (approximately half a centimeter farther from completely masculine than in 

the NASIS), and the average value for females was 3.96 (about 0.3 centimeters farther 

from completely feminine than the NASIS respondents). The variance in gender  

Table 2.9: OLS Predicting Gender Self-perception (WLG, n=187)       

    Model 1   Model 2   Model 3 

    β SE   β SE   β SE 

Sex (female) -7.30 0.41 ***           -7.25 0.41 *** 

Age         -0.03 0.03     -0.02 0.02   

White         0.96 1.05     0.06 0.65   

Education^                       

  Bachelor's         1.45 0.78 †   1.15 0.50 * 

  Master's or higher         0.62 0.75     0.84 0.47 † 

Family income <$25K          -0.72 0.83     0.06 0.52   

Married         -0.22 0.71     0.24 0.44   

Has children         0.53 0.74     0.34 0.46   

Town         -0.32 0.81     -0.31 0.50   

Employed         0.56 0.80     -0.03 0.51   

Intercept 11.25 0.34 ***   5.29 1.90 **   11.26 1.23 *** 

Adjusted R2 63.41%         -0.75%       63.20%     

† p=0.10, * p=0.05, ** p=0.01, *** p=0.001           

^Reference categories: Ed - less than bachelor's 

   



44 

 

 

 

explained by sex alone was similar to that of the NASIS data – 63%. Education was 

marginally significant in Model 2, such that those with a four year degree were 1.45 

centimeters closer to the masculine end of the scale than those without a four year 

degree (t=1.45, p<0.10). None of the other demographic variables significantly predicted 

gender. In Model 3 when sex and the other demographics were entered together, 

education increased significance. Both people with bachelor’s (t=2.31, p<0.05) and more 

advanced degrees (t=1.79, p<0.10) perceived themselves as about a full unit more 

masculine than individuals with less than a four year degree. Sex also retained its 

significance in this model such that being female was associated with a large shift 

towards the feminine side of the scale (7.25 points, t=-17.52, p<0.001). Within the WLG, 

sex played a slightly smaller role than it did in the NASIS. The addition of sex in Model 3 

brought the explained variance to 63%. 

Discussion 

The questions tested here were aimed at better understanding the GSPS as a tool for 

measuring gender in surveys. Overall, I found that the GSPS captured variation beyond 

sex categories, explained some variation in gendered constructs (i.e. warmth and 

competence), but had little or no relationship with other gendered characteristics that I 

would expect. The replication of analyses with two different data sources demonstrated 

the complexities involved with using a new measure. Table 2.10 shows a summary of 

the research findings across both datasets. There was variation in both samples, but the 

analyses do not provide a strong foundation for claiming validity. It is unclear whether 

this lack of consistency in results is related to the scale itself or to differences in the 

samples. Truly answering this question requires further data collection, and suggests 

that there is value in looking beyond the simple boxes that sex categories alone require. 
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Table 2.10: Summary of Research Questions by Survey 

  NASIS WLG 

RQ1: Variation across surveys X X 

RQ2a: GSPS related to warmth X ~ 

RQ2b: GSPS related to competence X   

RQ3: GSPS related to other gendered 
characteristics  

~ ~ 

 The lack of consistency may align with the interaction of gender and the 

outcomes in society. For example, both sex and gender alone were predictive of warmth, 

indicating the continued ties between each and the norms of femininity – passivity, 

expressiveness, cooperation (Stets and Burke 2000). Masculinity is linked to narratives 

of risk, adventure and accomplishment (Fausto-Sterling 2000; Messerschmidt 2000, 

2003), which may necessarily involve competence, as the ability to get things done 

(Cuddy et al. 2008; Fiske et al. 2002). On the other hand, it can be argued that the ability 

to get things done is not a gendered construct in and of itself, which would explain the 

lack of significance in those models. The differences between the models may be 

explained as cohort difference. Sex and gender interacted in predicting competence in 

the NASIS, and not in the WLG, but there are some rather large differences between the 

groups, particularly when it comes to age. The association between masculinity and 

competence may be fading as women have made greater gains towards social equality. 

The interaction between sex and gender suggests that men are at greater risk of making 

such connections, but only in the older sample (although there were fewer men in the 

younger sample). More importantly, given the purpose of this research, the association 

between sex and competence is moderated by gender, reinforcing the importance of 

using more than sex categories in our research.  
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 It is possible that a better “boxes” measure – leaving room beyond just male and 

female, or a gender based alternative (e.g. man, woman, androgynous) – would operate 

similarly to the GSPS, but that was not available in this data for comparison.  

 The version of the scale used in the 2011 NASIS has been criticized for treating 

gender as an oppositional construct – as if femininity and masculinity cannot coexist. 

That is a limitation of the scale, but it is also unclear how respondents are interpreting 

the scale. Those who perceive themselves in the middle of the GSPS may see it as an 

absence of masculinity and femininity, or perhaps as equally masculine and feminine. 

Future work will examine how respondents interact with and understand the GSPS as 

well as test an alternative version of the scale that measures masculinity and femininity 

separately, but further research is needed on this topic.  

 Another criticism of the GSPS is the use of masculinity and femininity as the end 

points, when gender is such a multidimensional construct (Connell 1987; Mahalik et al. 

2003; West and Zimmerman 1987). This is a valid critique – the scale does attempt to 

capture gender in broad strokes, which may obscure refined dimensions of gender that 

those focused primarily on gender scholarship may want to understand. It is a 

compromise between the lengthy gender scales and the two box sex categories.  I do 

not discount masculinity and femininity as useful measures for the majority of 

respondents. As Spence (1984) pointed out, people have a strong sense of masculinity 

and femininity, but may have trouble defining just what characteristics constitute these 

constructs. They can recognize the qualities, but may be unable to pinpoint warmth, 

nurturance, and particular types of attire (dresses and heels, for example) as being 

feminine, or may disagree with this description. I leave the individual definitions of 

masculinity and femininity for future work and other researchers. 
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Limitations  

This was the first use of the GSPS with these types of populations, but the samples were 

limited in many ways. To begin with, the NASIS was a sample of Nebraskans, who on 

average tend to be socially conservative (Cohen 2012). They were older, whiter, and 

more educated than state benchmarks (U.S. Census Bureau 2014). This is likely due in 

part to using a listed telephone sampling frame for the mail survey, in a state where 

38.5% households had only cell-phones and no landlines and thus would not be listed 

(in 2011; Blumberg et al. 2012). We might expect different answers with a more 

representative sample, but there was still a great deal of variation along the GSPS with 

these respondents. The differences found here are therefore conservative tests of the 

scale.  

The WLG sample suffers in other ways, beyond the differences from national 

benchmarks. Due to the recruitment method and the lack of a sample frame, I cannot 

generalize from this data. However, given the absence of information regarding gender 

minority status in benchmarks and sample frames, and limited resources for data 

collection, there is little alternative. It is frustrating that the different types of respondents 

from these surveys could not be captured in a single survey, allowing me to rule out 

differences from data collection. Sex explained between 64% (WLG) and 70% (NASIS) 

of the variance in gender (measured by the GSPS), which meant that there is still at 

least 30% of the variance unexplained. This suggests that the GSPS was picking up 

something separate from sex categories alone.    

As a paper and pencil survey item, the GSPS is somewhat laborious. To begin 

with, the limited usage of VASs mean that the task is likely unfamiliar to respondents. In 

practice, they must fit multiple ideas into a small space, and perhaps decide how to 
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indicate multiple answers for one “location” (that is, if they think A [self] and C [society’s 

ideal woman] have the same value, how to communicate that).  Further, they have to 

apply (potentially) complex constructs to a simple measure – writing a letter on a line.  

This has the potential to become messy or confusing (see Fig. 2.6 for examples of 

different response types). The complexity of the concepts is also an issue in a web 

based survey like the WLG, but it has different issues, such as potential technical issues 

(e.g. not having the software needed; Couper et al. 2006). While higher item 

nonresponse and breakoffs have been found using web-based VASs, this is a problem 

in the paper survey, as well. In the NASIS, there was higher item nonresponse than in 

the WLG (see Table 2.2), but there did not appear to be breakoffs because of the GSPS, 

at least not with returned surveys. This is easier to observe in the WLG, where the data 

is collected without them completing the survey. Just over 2% of the respondents 

answered the question prior to the GSPS, but not the question after.   

 

Figure 2.6: Examples of Different Responses to the GSPS in the NASIS 

 

Data entry staff are also impacted by the mode of the scale. The messiness of 

the NASIS (as pictured in Fig. 2.6) is then passed on to those doing data entry. Hand 

coding with a ruler is time consuming, and involves making subjective decisions, given 
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responses like some shown in Figure 2.6. Gender inventories that take up several pages 

may be easier for coding, but the length is a tradeoff for both staff and respondents, 

perhaps requiring just as much labor for both, while also taking up valuable survey real 

estate. Given these issues, the web version may be a better choice for using the scale 

when it is appropriate for the target population.  

Besides the practicalities of data collection, there are issues with the measures of 

and correlates with gender within these data. Under ideal circumstances, I would have 

used validated gender scales (e.g. the Conformity to Feminine Norms [Mahalik et al. 

2005] and the Conformity to Masculine Norms [Mahalik et al. 2003] Inventories) for 

predictive and criterion validity assessments, but they would have greatly increased the 

burden for respondents. The majority of these measures are longer than desirable for 

most surveys (the Mahalik inventories would add a minimum of 178 questions), so are 

unlikely to be used in the future for this purpose. The stereotype content model (Cuddy 

et al. 2008; Fiske et al. 2002) was still useful, even though my findings highlight the need 

for adaptive measures of gender (i.e. being able to recognize change over time).  

Conclusions 

The work here captures a range of how the GSPS would perform amongst different 

populations, and how sex is associated with gender. Researchers who want to include 

gender measures in their surveys, but have limited space should consider the GSPS as 

a supplement to the sex category boxes. Is the scale better than such boxes? In some 

ways, but it is mostly complementary, adding another level to our understanding of 

gender dynamics in the social world. The greater practicality of the GSPS (compared to 

long, multi-item indices) increases the likelihood that researchers in fields outside of 

gender scholarship will take gender differences seriously. The findings presented here 
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are just the beginning of the investigation, and further work is needed on the scale. Just 

as important are the development, testing, and use of additional quantitative gender 

measures that capture the breadth of actual behaviors and interactions. As gender 

becomes less rigid, gender minorities gain more recognition, and our understandings of 

gender continue to evolve, the need for better measures will continue to grow.   
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CHAPTER 3 

SCALES AND STEREOTYPES: COGNITIVE INTERVIEWS WITH THE WORK, 

LIFE, AND GENDER SURVEY 

Introduction 

In almost all quantitative research, gender is measured as a binary construct: either 

male or female. This is problematic for many reasons, but here I focus on two issues. 

The first is that researchers who reduce the varied gendered experiences of the 

populace to only two categories, male and female, effectively dismiss or ignore gender 

minorities (those that do not conform to gender norms) whose diversity of gender 

experiences do not fit into these categories. The second, is whether or not the general 

populace will be able to understand and use measures of gender that capture more 

complexity than male/female sex category. When it comes to the measurement of 

gender, these two issues are highly relevant, as we need to both capture gender 

diversity and have measures that are easy to understand for respondents who do not 

think about gender on a regular basis. Through cognitive interviews, this research 

directly asks respondents about how they define gender and their attitudes towards and 

difficulties with a new gender scale.  

Gender is not a clear cut concept (Factor and Rothblum 2008; Grant et al. 2011), 

and the relationships we assume between gender and other characteristics (e.g. family 

dynamics, work outcomes, health disparities) may not hold beyond the sex categories so 

often used as a proxy for gender. In reality, people exhibit a broad range of gendered 

behaviors and traits (regardless of sex) that can influence their social interactions – in 

both positive and negative ways. This diversity in gender is not captured in the typical 

gender measures used in surveys, but may be very important for understanding the 

influence of gender on sociological outcomes of interest. Failing to include measures of 
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gender diversity in surveys may also act as social closure, alienating people who do not 

cleanly fit the male/female dichotomy and contributing to the reification of biological 

essentialism. The reality is that we rarely ask people about how we categorize them, 

particularly about characteristics that are treated as “natural” and unchanging. This study 

directly asks respondents across the spectrum of gender about gender and its 

measurement.     

Background 

Measuring Gender 

The measurement of gender is problematic in quantitative and large scale survey 

research. Even qualitative sociological research focused on other topics besides gender 

rarely asks for more than sex categories.  Sex categories are a poor proxy for gender, 

conflating a medical decision at birth with one’s lived experience. There is an additional 

problem of definition. When we ask for gender, what do we want to know?  Gender 

intersects with so many domains of our social lives (as children, parents, workers, etc.; 

Connell 1987; Risman 1998), it is difficult to parse out exactly what we mean when we 

try to measure gender. Do we want to know to what degree an individual conforms to 

societally proscribed roles (as West and Zimmerman [1987] define it)? Or do we want to 

know about West and Zimmerman’s sex categories- the identificatory displays that are 

read as membership in social categories? Do we want to know how people feel, how 

they appear to others, or contextual differences more in line with Butler’s (1988) unstable 

performances or Goffman’s dramaturgy (1959)? Despite this difficulty, researchers 

outside of sociology have tried to measure gender in several ways.  

Gender scales are still being developed and used in fields outside of sociology. 

For the most part, these scales tend to focus on specific domains of gender, and the 

results are incredibly long batteries of items that are generally only tested on 
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undergraduate students. From psychology, Bem’s 60-item Sex Role Inventory (BSRI; 

1974) measures masculinity, femininity, and androgyny, and is still commonly used after 

almost 40 years. The BSRI was intended to capture the internalization of sex-typed 

desirable behavior for men and women, as well as the distancing from such qualities. 

Levant et al (2007) developed a 45-item femininity ideology scale that is supposed to be 

distinct from gender related interests, gender role stress, gender-typed personality traits, 

or global sex role behaviors (all items they define as dimensions of gender). Mahalik et 

al. (2003) and Mahalik et al. (2005) developed different scales for conformity to 

masculine or feminine norms, attempting to capture cognitive, behavioral, and affective 

dimensions. They defined gender role norms as those that constrain and guide feminine 

and masculine behavior, meeting societal expectations. These scales had eight or more 

subscales, totaling over 100 items each.  A communications based scale (the Perceived 

Masculinity Scale; Chesebro and Fuse 2011) followed the trend in length with 50 items 

across eight dimensions. These lengthy scales focus primarily on behaviors and beliefs, 

which may or may not map onto the traditional sociological understandings of gender. 

The system of gender relies on shared cultural understandings, but is highly contextual, 

depending on social location (Ridgeway and Smith-Lovin 1999). To my knowledge, 

these scales have not been used in large scale surveys to examine associations with 

outcomes that typically interest sociologists, such as social stratification processes. 

Luckily, these scales are not our only option.   

Visual Analog Scales 

A Visual Analog Scale (VAS) is a line with polar defined endpoints that allows the 

respondent to answer on a continuum (Cella and Perry 1986). VASs are commonly used 

in healthcare, to measure pain (Gallagher et al. 2002; Myles et al. 1999) or anxiety 

(Davey et al. 2007), replacing longer indices. Because of the flexibility with content (the 
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end points and prompts can be tailored to the research needs), much of the research on 

VASs has been focused on their use in web surveys (Couper et al. 2006; Funke, Reips, 

and Thomas 2011; Studer 2012). The increasing number of internet accessible devices 

poses a problem for survey tools that rely on specific formatting (like VASs). Beyond 

potential technological limitations, research has found that greater complexity of the 

construct being measured using the VAS is related to higher item-nonresponse and 

longer response times, compared to other scale types (Couper et al. 2006).  

Visual analog scales are not often used in sociological research. An exception is 

the Gender Self-perception Scale (GSPS) used by Jolene Smyth (2007) for her 

dissertation. The original GSPS, which was administered in a mail survey and in face-to-

face semi-structured interviews consisted of a line 150mm long, with endpoints defined 

as “completely feminine” and “completely masculine,” and four people (self, 

spouse/partner, society’s ideal woman, and society’s ideal man) to place on the line. The 

web version, developed for this research, is shown in Fig. 3.1 and includes a fifth prompt 

asking respondents to indicate “where others view you”.  The complexity of completing 

this task will likely vary across respondents. People who challenge gender norms have 

likely put more thought into their gendered self, relative to social expectations and thus 

may find completing the scale easier than those who have not thought much about their 

gender and society’s expectations. On the other hand, the constructs being measured 

with the GSPS are common, and hopefully easily understood by all. Masculinity and 

femininity are difficult to break down into required parts, but people generally have a 

strong sense of what they are (Spence 1984). 

It has been suggested that it is overly simplistic to conceptualize femininity and 

masculinity as oppositional (Schippers 2007), as in the original GSPS. As a result, a 
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second version of the GSPS, where femininity and masculinity are measured separately, 

was created (see Fig. 3.2). Compared to the first version, it doesn’t treat masculinity and 

femininity as oppositional (e.g., a person can be high on or low on both masculinity and 

femininity at the same time); however, it may be seen as more burdensome by 

respondents. In this chapter I examine the usability of both the original and new versions 

of the GSPS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: GSPS1 in the Work Life and Gender Survey 
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Cognitive Interviews 

I examined how people understand gender and how well the GSPS scales worked for 

them using cognitive interviews. Cognitive interviews can take many forms, but a 

common method involves think-aloud interviewing with a single individual while they 

complete the questionnaire (Willis 1999, 2005). In a think-aloud interview, the participant 

is asked to complete a task (in this case, a survey), and explain how they are making 

their decisions. For example, for a question like “Do you still live in the same residence 

as you did two years ago?” an ideal respondent would describe out loud how they are 

thinking about residences and time, any part of the question and answer process that is 

unclear, and how they are arriving at their final answer. Verbal probing or semi-

structured interviewing may be completed during the task (as done here), or at a later 

Figure 3.2: GSPS2 in the Work, Life, and Gender Survey 
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time, such as at the end of the questionnaire. The interviewer records the process, and 

these recordings are analyzed to better understand what is or is not working within the 

questionnaire. For example, if the interviewee struggles with the meaning of a word,  has 

several different ways of interpreting a question, or interprets the size of a text box as 

how important the researchers consider their answer, clarifications can be added and 

formatting changed to assist the cognitive response process (Tourangeau, Rips, and 

Rasinski 2000; Willis 2005).   

The cognitive response process is a model for how individuals answer survey 

questions. It is a five step process, including perception, comprehension, retrieval, 

judgment, and editing/reporting (Dillman, Smyth, and Christian 2009; Jenkins and 

Dillman 1997; Tourangeau et al. 2000). One must find the information being asked 

amongst other design features (perception), understand the question that is being asked 

(comprehension), retrieve the relevant information from memory or records (retrieval), 

use the retrieved information to generate a response (judgment) and provide the 

information in the desired format (reporting). Difficulties with any step can result in 

measurement error or nonresponse error including item-nonresponse (missing data) and 

unit non-response (refusals or break-offs). Cognitive interviews provide an opportunity to 

see how respondents go through the response process for the measures being tested, 

and make adjustments to the stimulus before fielding the materials. Since a primary 

concern with this research is that the gender measures be both inclusive and easy to 

understand, this step was very important. It also allowed, via probing, a chance to 

directly ask respondents about their understanding of concepts used in the survey.  
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Research Questions 

The research questions guiding this research can be separated into the general 

(concepts) and the specific (utility). In general, I wanted to know: 

1: How do respondents understand the concepts of gender, gender identity, and 

femininity and masculinity when asked in a survey setting?  

2: Are these concepts understood differently by cisgender versus trans persons?  

In addition, given the overall focus on the GSPS scale, it was important to understand 

how people utilize the scale in its different forms. To this end, I asked the following: 

3: Do respondents have difficulty using the scales?  

4: Do respondents have a preference for a scale that measures masculinity and 

femininity as opposites along a single continuum or a scale that measures them 

separately, and why?  

5: Do the difficulties and preferences of the respondent differ by their gender status?  

Method 

Participants.  

In the summer of 2014, participants were recruited using an advertisement to complete a 

think-aloud cognitive interview while completing a web-based survey. The ad was 

shared via facebook, local listservs, and fliers posted around the University of Nebraska-

Lincoln campus. There were two versions of the flier – one more general and the other 

directed towards gender minorities (see Appendix B). Both versions included a 

description of the survey (including the $25 compensation), and tear-off strips with my 

email address for arranging participation. Twenty participants responded to the 

advertisement and were able to schedule a time within the data collection period (basic 
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demographic descriptive statistics are shown in Table 3.1). Thirteen participants 

identified as cisgender (five women and eight men), and seven identified on the trans 

spectrum: two transmen, two transwomen, one agender, one genderfluid, and one 

genderqueer person. They ranged in age from 19-59, although the cisgender 

respondents were younger on average (M=27.5, range 19-55) than the trans 

respondents (M=31.9, range 21-59). All but one of the respondents lived in Nebraska.  

Due to the small number of respondents, the relatively small community of gender 

minorities in the area, and some shared knowledge of the respondents, I limit the 

reporting of individual characteristics in this research. For the same reason, I will refer to  

Table 3.1: Demographic Descriptive Statistics 

    Mean/% 

Female (assigned at birth) 45% 

Gender identity matches birth certificate 75% 

Gender Identity: Woman  25% 

Gender Identity: Man  40% 

Gender Identity: Transman  10% 

Gender Identity: Transwoman  10% 

Gender Identity: Agender  5% 

Gender Identity: Genderfluid  5% 

Gender Identity: Genderqueer  5% 

Age 28.50 

Latino/Hispanic 5% 

Race: White  60% 

Race: Asian  25% 

Race: Multiracial  15% 

Student 45% 

Married 20% 

Heterosexual 45% 

Education: HS diploma  15% 

Education: Some college  25% 

Education: 2 year degree  5% 

Education: 4 year degree  30% 

Education: Graduate degree  25% 
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those who were not cisgender as “trans” rather than using a more specific description 

when discussing patterns in the results.  

Materials 

The respondents were asked to complete a web survey with 123 possible questions 

(including all of the skip patterns). The survey was programmed into Qualtrics, a web 

survey software. It was completed using a Dell laptop with a 15.6” screen, using the 

Firefox web browser. When the respondents arrived, the first question of the survey was 

available on the screen so they did not have to find it on the web or log in.  

 The survey consisted of four thematic sections: work, barriers (harassment and 

discrimination), sex and gender, and demographic information. The majority of the 

questions were in an expected format – closed-ended response options (nominal and 

ordinal, Likert-scale response options) and open-ended questions. A notable exception 

was the GSPS scale, which was made up of a series of visual analog scales. Two 

versions of the GSPS were included. The first scale (which was shown in Fig. 3.1, and 

hereafter referred to as GSPS1) had “completely feminine” and “completely masculine” 

as endpoints of a single continuum. The second scale (hereafter referred to as GSPS2) 

was made up of two separate continuums, one for masculinity and a separate one for 

femininity. The top half of the scale is shown in Fig. 3.2. The endpoints were “not at all 

masculine” and “completely masculine.” The bottom half was identical, except that the 

word masculine was replaced with feminine. In application, respondents would only 

receive one scale (either the GSPS1 or the GSPS2), but to get feedback on both 

versions, interviewees in this study saw them both.  

Cognitive interviews are adaptive, responding to problems with the stimulus as 

they arise, and making changes while data is still being collected (Willis 1995, 2000). 
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One of the benefits of this process is that “improvements” based on early interviews 

have a chance to be tested to avoid unintended negative effects. Within this context that 

means that the survey the first participants saw was different than the one the last 

interviewees saw. Willis (1995) recommends completing changes in batches – after a 

certain number of interviews. I addressed technical issues and typos as they were 

caught, but made changes based on the interviews after the first four interviews, then 

again after the next eleven, and the last batch after the last five. Some of these changes 

were small (e.g. emphasizing words that respondents were skipping over, or reordering 

nominal response options), while others involved adding information to the question 

stem, or adding response options where they seemed necessary, such as “never 

thought about it before” on certain gender questions.  

One edit directly impacted the GSPS, and was related to the mode of the survey. 

The original GSPS was completed with pencil and paper, and the endpoints were 

150mm apart. The task in the web survey – a slider bar (as shown in Fig. 3) – had a 

default setting that included numbers across the top of the first slider, as well as 

horizontal grid lines. The Qualtrics design literature did not include information on how to 

change/remove the numbers (although I was able to remove the grid lines), so the first 

respondents saw Figures 3.1 and 3.2 with the numbers 0-150 (in ten point increments) 

along the top from left to right. After respondents commented that 150 was more difficult 

for them than percentages would be (0-100), I changed the range to 0-100 (after the 

third interview). During this time, I also contacted Qualtrics to find out how to remove the 

numbers, and was able to remove them after the fifth interview. When any numbers 

were present, more respondents explained their answers in terms of percentages. Once 

the numbers were removed, this was far less common.   
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Procedure 

Most of the respondents came to a lab in a building on the university campus. The 

exception was one interview that was conducted in the respondent’s campus office.  The 

lab was a room roughly 12’x12’, with no windows, several desks with computer monitors, 

and a table moved to the middle of the room. Besides my note-taking materials, the table 

held an audio recorder, laptop, mouse, box of tissues, two bottles of water, a pen, and 

two copies of the informed consent.  

When they arrived, I greeted the respondents, then asked them to read and sign 

the informed consent. I answered any questions they had, and gave them both the 

compensation (in an envelope) and a copy of the informed consent to keep for 

themselves. I then went through the protocol (shown in Appendix C), which included 

going through the interviewee training questions (Dillman et al. 2009; Willis 1999, 2005), 

and explaining the cognitive response process (Dillman et al. 2009; Jenkins and Dillman 

1997; Tourangeau, Rips, and Rasinski 2000) in lay terms, so the respondents 

understand the types of information the interviews are meant to yield. The training 

questions ask the respondent to answer simple questions (e.g. think about where you 

live – how many windows are there?), but out-loud, explaining how they get their 

answer. Besides providing an opportunity to guide the respondent through the task and 

illustrate the different ways people may answer the same question (e.g. where did you 

start counting? Did you include any windows inset in doors or sliding glass doors?), it 

gets them comfortable talking, helps them understand the information being sought, and 

the reason for their time and effort.   

After completing the training, I placed the laptop and mouse in front of the 

respondent, and started the audio recorder. They then started the survey while I followed 
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along on a paper copy and took notes. When appropriate, I asked probing questions to 

help clarify their comments (e.g. “in what way?” “can you explain how you decided on 

that answer?”), and to address my specific research questions (discussed in detail 

below). When they finished, I completed my questions, and answered any they had, 

before thanking them for their time. The average interview lasted 48 minutes, but they 

ranged from 20 minutes to two hours and 15 minutes long (this does not include time 

spend with informed consent or training questions).  

My Role 

As the interviewer, the respondents had to interact with me. I am not a gender minority, 

and my appearance may have influenced the responses I received. I am a fat, queer, 

cisgender woman, with visible tattoos/piercings, and unnaturally colorful hair (early 

respondents saw bright pink and lavender hair, while the later ones saw something 

closer to blonde). I did not perceive any reticence based on my appearance, but since I 

did not have a confederate assisting me, I had no other interactions to compare our 

exchanges to. Given my appearance, it is likely that respondents would feel more 

comfortable sharing more liberal attitudes, but less comfortable espousing conservative 

viewpoints.  

Coding  

During each interview, I followed along using a paper copy that included question 

numbers, and the follow-up probes I was using for items of specific interest. As 

respondents made comments or gave specific feedback, I took hand-written notes on a 

legal pad. Each interview started on a new page, and were coded with the random 

number assigned each respondent and the date and time. As recommended by Willis 

(1995, 2000), whenever the interview schedule allowed (which was in all but 2 cases), I 
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typed up more detailed notes immediately after the interview, including the material from 

the hand-written notes. These notes included overall impressions of the interview, 

information voluntarily shared that was not part of the survey but was relevant to their 

understanding of gender, and notes about the survey design. For example, my notes for 

the first respondent included that they suggested a “not thought about it before” 

response option as well as my thoughts on the applicability of that option for other 

questions.  The detailed notes were the primary source of data for thematic coding; 

however, when the notes seemed unclear, the recordings were revisited. All quotations 

in this text came from the recordings.  

 The format of the cognitive interviews is adaptive, so not all questions were 

asked of everyone, but they were asked of most. In particular, the earliest respondents 

had fewer probes. Also, some probes were not as successful as others, not because of 

the question itself, but because of how the respondent answered it. For example, several 

respondents defined gender and/or gender identity using sex categories. While this 

response provides an answer to the question, and helps me understand what they are 

thinking about, it lacks detail or context. Because I am most interested in what people 

are thinking about when they answer the question, I chose not to do additional probes in 

cases like this. Not only was the answer fairly clear, but probing may have resulted in 

changing the original or later answers, or making respondents feel like their answer is 

wrong. I asked clarifying questions when necessary to help me understand, or when the 

answer did not seem to address the question asked. 

The focus of this chapter is the answers to five probes about gender and 

responses to the GSPS scale that were asked in the barriers and sex and gender 

sections of the survey. The first question that mentioned gender was in the barriers 
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section –How much has your gender helped your pursuit of job opportunities?” After this 

question, I asked the respondents “When you read ‘gender’ in that question, what did 

you think of?” The next probe came after the question, “Which of the following best 

describes your gender identity?” Here I asked, “When you read ‘gender identity,’ what 

comes to mind?” After respondents completed the GSPS, I would stop them and say, 

“Before we continue, I would like to ask you some questions about the tasks you just 

completed.” I then asked the respondents “What comes to mind when you read 

femininity?” and “…and for masculinity?” I also asked about the difficulty of the task, and 

their preference for one form over the other (since they all completed both GSPS1 and 

GSPS2, and in the same order). I asked, “Of those two scales, did you prefer one over 

the other? The answers to each of these questions were gathered together for 

comparison and coding.  

To code the probe answers, I copied the answers from my typed notes into a 

table (see Appendix D). The rows were defined by respondent number, and the first 

columns contained their gender minority status (cis/trans), and their sex (if cisgender). 

These were followed by a column for each probe. When complete, I printed the table, 

and used color coding to designate different themes. I expected to find some conflation 

between sex and gender (e.g., defining gender as sex categories), so that is the first 

thing I coded. Then I systematically went through each column (and repeated the 

process iteratively), using different colors to circle different blocks of text such that those 

with the same theme were the same color. When themes seemed to be addressing the 

same issue, I combined them (e.g. roles/actions). I did not treat each answer as mutually 

exclusive, so some individual responses had up to three themes. When I was done 

coding, I then counted the number of cells in each column that fit each theme, and broke 
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each down by gender status. The themes and differences by gender status are 

described in the next section.  

Results 

I separate the results into two sections: the concepts and the utility of the scale. The 

research questions addressed in the concept section are:  

 1: How do respondents understand the concepts of gender, gender identity, and 

femininity and masculinity when asked in a survey setting?  

 2: Are these concepts understood differently by cisgender versus trans persons?  

Concepts:  

“What does gender mean to you?” 

All of the participants were asked about how they understand gender when it was first 

mentioned in the survey (after the question “How has gender helped your job 

opportunities?”). This was the first structured probe of the survey, and occurred 

approximately after the first third of survey, depending on whether the respondent was 

employed and other skip patterns. There was a great deal of overlap in themes, with 

many respondents talking about multiple aspects of gender. Overall, I coded five 

themes: references to biology, interacting with others, identity, use of ‘lingo,’ and work-

related definitions.  

Thirty-five percent (6/20) used sex categories (male and female) to define 

gender, and the majority of these responses (83%) came from cisgender respondents. 

The flip side of this is the rejection of biological definitions, as with two (trans) 

respondents who specifically said “Not linked to their biology,” and  “I assume it meant 

gender identity, not biological sex, although that is also nebulous” (trans).  
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A similar number of participants (7/20) described gender in interactive ways – as 

a performance, presentation, perception, or relative to others. This was more in-line with 

the understanding of gender scholarship, although only two of my respondents 

discussed studying gender. One respondent talked about both gender as performance 

and sex categories, which suggested to me that they do not hold an essentialist view, 

but do not have the language to communicate a different perspective. Their answer to 

this probe was:  

”Well, with gender, cuz of me, I know that gender is who you identify as, what 

you identify as, not only whether you identify as female… So I pretty much 

answered ‘em how …they … how they perceive gender. Because I know that the 

way I perceive gender is different than how someone else perceives gender may 

not be the same” (cis man). 

This respondent was also one of the six respondents who talked about identity in their 

explanation. One third of these used identity in conjunction with the biological description 

of gender. Out of the six, only one gave the exact same answer to the gender identity 

question that was asked approximately (depending on skip patterns) eight questions 

later, implying that they think about gender and gender identity differently, even when 

using the same language. Alternately, this may have been a subtraction effect – since 

they had already talked about identity and gender, they did not need to talk about it 

again.  

Gender labels, or ‘lingo’ (my word, not theirs; i.e. cisgender, transgender) were 

part of the definitions for three of the respondents. None of the trans participants used 

these words to define gender, instead it was three cisgender folks (two men and one 

woman). Of these, one mentioned studying gender, but the others made no mention of 

their education or interests in the same way.  



73 

 

 

 

Unsurprisingly, given the placement of the first probe and that the survey began 

with questions about employment, three people (two cisgender, one trans) made specific 

references to work when defining gender. Each talked about a different aspect of gender 

and work. One talked about gender stereotypes in hiring (cis man: “I know that there are 

jobs that mostly look for males, and jobs that mostly look for females”), one talked about 

underrepresentation of women in certain fields, and pay discrimination (cis woman: “Um, 

when I …as a woman in xxxxx, I always think of that as there are not that many females 

in xxxxx, females being underpaid, that kind of thing.” 3), and the third talked about 

hiring discrimination (trans: “Um…mainly just think about men versus women. Because I 

know that there is discrimination in hiring processes for women…”). It was impossible for 

me to tell if these answers would be the same in a different context.  

Overall, there were some clear differences by gender status. More cisgender 

respondents used sex to define gender, and used gender labels (e.g. cisgender and 

transgender) in their descriptions, while more trans respondents talked about identity 

and rejected biological definitions. The use of biological terms seemed to be a defining 

line by gender status. Given the similar divide in using labels (or “lingo”), it was possible 

that (some) cisgender respondents using biological language just lacked the vocabulary 

to talk about gender in other ways. This has repercussions for how we ask questions 

and collect data related to gender.   

                                                           
3 Details of response hidden to protect the respondent 
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“When you read gender identity, what comes to mind?” 

Again, all of the respondents were asked this probe. This prompt came after the 

respondents were asked about their own gender identity. Perhaps because of being 

asked about gender earlier, the answers were not as complex, but varied more (there 

was less overlap of themes). This resulted in only four themes: interacting with others, 

labels/change, sense of self, and seeing gender identity as the same as gender. In 

addition to the themes, there were two responses that could not be categorized 

(discussed at the end).  

A quarter of the interviewees talked about interacting with others in describing 

gender identity, like this respondent: “I think of it in terms of gender performance. I 

perform a female, feminine, woman identity” (cis woman).  Of these five, all but one used 

the same language choices for both gender and gender identity: performance/ 

performativity, presents/presentation, perceive/perception. Two of these people were cis, 

and another two were trans. Another trans person was the only one to mention 

recognition (i.e. acknowledgement from others) while defining gender identity, which I 

expected to hear more often, given the marginalization of gender minorities in many 

areas (Grant et al. 2011), importance of recognition in the process of “doing gender” 

(West and Zimmerman 1987) and popular culture usage (Hache 2014; Harris Perry 

2012). 

Another quarter of the sample (as there was no overlap) used labels or change in 

gender to describe gender identity. One respondent called them “qualifiers” – the labels 

we use to express our identities: “cisgender, trans, genderqueer, gender fluid.” Two 

people mentioned changing your sex or gender when defining gender identity. For 

example:  
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”I think of myself as a male, because that is everything I know. But I know 

a lot of people consider themselves transgender, and I’ve always thought 

of that as you don’t like being male or female, or you are in the process of 

switching your sex, and that is pretty much how I think of it.”(cis man) 

Like the example above, three more respondents talked about their sense of self in 

describing gender identity. Beyond describing their own sense of self, the others also 

explicitly discussed their perceptions. Another said “the internal sense of what you are” 

(trans) while the last said “who you identify yourself as” (cis). 

Finally, three respondents described gender identity as the same as gender. One 

trans respondent said gender identity is “the same as gender. The two can be used 

interchangeably.” They were the only trans person to say so. One of the cisgender 

respondents answered simply that it is the same as gender, while the other described it 

“as how you identify as male or female,” which was how they defined gender. This both 

challenges gender scholarship and illustrates the messiness of using such terminology. 

If we insist on defining gender as the managing of self in light of social norms (West and 

Zimmerman 1987), and gender identity as an internal thing (Hines, Brook, and Conway 

2004), we run the risk of confusing our respondents, or misinterpreting their responses 

due to the conflict between these two ideas (public versus private).    

There were two responses that stood out as extraordinary. The first, from a 

cisgender person, was that their first thought when reading gender identity was about 

gender identity disorder, but then they realized it did not say that. This seems to reflect 

their privilege in not having to think about their gender identity on a regular basis. The 

other response was a rejection of the phrase “gender identity.” They described it as 

“sloppy,” failing to be applicable for all: 

 “It’s like…uh… when you talk about identity, I…I think it kind of appeals 

to the notion that there is a higher thing that you identify with – like a 
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conviction. Like in a sense that with a political party or a nation…or 

religion. When it is a matter of gender, like this, it’s not really a matter [or 

conviction]. You might possibly identify that way, too…” (trans) 

From this quote, you can see that this person sees their gender as a fact, not something 

that is changeable or that needed to be believed in. While these responses are different, 

they both reflect a view of the world that is not malleable. It is possible that both of them 

see variation in gender identity as a psychological concern, but the trans person does 

not consider it in need of “fixing.”  

 Unlike the definitions of gender, there were not clear distinctions in definitions of 

gender identity by gender status. This was in part due to the greater variability of 

responses, but it also reflected the overall pattern of participants comparing oneself and 

others (interaction, labels, etc.). This shared idea of gender identity should have made 

the measurement of gender identity easier, but differences in language use or 

conceptualization may have slowed the response process for some respondents, as 

they thought it through.  
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“What comes to mind when you read femininity/masculinity?” 

This question was asked after completion of the GSPS scales (or at the end of the 

survey) and the answers did not vary much. The responses were categorized into four 

related camps: stereotypes, characteristics/adjectives, roles/actions, and the media.  Six 

people (three cis and three trans) specifically mentioned “stereotypes” in their answer, 

while five more (five cis and 1 trans) described adjectives associated with femininity 

and/or masculinity (e.g. girly, manly). Four (all cis) described roles, but none discussed 

roles alone. Two (one cis, one trans) spoke only of media, although another three (two 

cis, one trans) used media in conjunction with other aspects. Some felt conflicted by 

their definition:  

 “I’m thinking about…well I think when I’m viewing society’s ideals … I’m viewing 

it as sort of stereotypes, or tropes that we think of in the media. Feminine 

portrayal, right? So I’m thinking more about, unfortunately, Scarlett Johansen 

than like bell hooks. But that is just what I am thinking about society’s ideals. 

When I am thinking about how other people view me, again, I go based more on 

looks than…because I am viewing gender as a performance rather than an 

innate sort of identity.” (cis woman) 

It was possible (and even likely) that these responses were influenced by asking them to 

rate societal ideals in the GSPS, effectively priming them to think about ideals. The 

quote above was not a typical answer, though, and the specific discussion of “ideals” 

was not common. Like the above example, 32% of respondents asked talked about 

more than one of these themes.  

The range of descriptions of femininity and masculinity was not very broad. As far 

as roles/actions, femininity was limited to carework (homemakers, housework) and 

vanity (spending time on self-care), while masculinity was defined by occupations 

(workers, breadwinners, manual labor) and athleticism (bodybuilders, playing sports). 

Roles and adjectives were combined by some respondents, like the following:  
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“[femininity] I guess, I think of like of society’s perceptions of the female 

like doing housework or dressing girly, or not doing dirty things outside, 

and raising children …[masculinity] Not as emotional, um, I guess. More 

just like, decisive, kind of like the leader, Um I guess like, more like 

aggressive, and like, and like, more action oriented versus like a feeling 

oriented.” (cis woman) 

This example used roles to define femininity, and adjectives to define masculinity, which 

was not always the case. Overall, a broader range of adjectives were used to describe 

masculinity compared to femininity. ”Girly” was used by two more respondents to 

describe femininity, and with a fourth talked about caring about beauty and dressing up. 

In comparison, besides the adjectives used above, masculinity was described as manly, 

and tough. All of these adjectives were given by cisgender respondents. For the most 

part, the trans respondents used broader concepts to define femininity and masculinity. 

One trans respondent said:  

 “There was not anything in particular. More like vague notions of what 

those mean. I mean, it is bit more of an abstract thing, so, nothing actually 

really came to mind, just vague feelings of what those mean [“Okay, so 

did you think of like, stereotypes, or…?”] A mix of stereotypes and actual 

behaviors. Sort of where social expectations of people of various genders 

lie, and the ah, social archetype of masculine and feminine. Somewhere 

between those things.” (trans) 

While unwilling to be more specific, this was illustrative of the difficulty of defining 

masculinity and femininity (Connell and Messerschmidt 2005; Schippers 2007; Spence 

1984). This respondent, while completing the GSPS, easily discussed their femininity 

and masculinity relative to a friend, so the difficulty is clearly not with understanding (or 

even applying) the concepts. The issue seemed to be with thinking of the concepts 

within the larger society, perhaps due to how their own gender mis/aligns with broader 

social norms.  
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There were some standout responses from these common themes. One cis 

respondent (a religion scholar) said they thought about religious ideals – what is 

considered virtuous for men and women. A trans respondent said they thought of hetero 

extremes, where deviations are criticized. Another trans respondent said “I think it’s 

bullshit that we assign genders to actions.” Far more common (26%) were answers 

about the media – either broadly (e.g. “media portrayals”) or specifically (e.g. “old spice 

commercials”).   

The subtle differences in response to femininity and masculinity were not 

structured by gender status. There were far more similarities across the groups. For 

example, a trans respondent said this:   

“I guess, femininity…I think of….I don’t know… I don’t know how to 

describe it. Um, I feel like I’m kind of queer as a guy, so that feels like it is 

associated with femininity. Um, and the masculinity, I think of as some, 

some physical. Like large, muscular, some things like that. But also like 

aggressive, or things like that, or stoic, and things like that. I’m definitely 

more emotional, and things like that.” (trans) 

Other than the self-reflection, this answer was similar to the earlier example of roles and 

adjectives. Both respondents had a more developed idea of masculinity than femininity, 

but they also communicated tentativeness about the concepts. It should be noted here 

that neither had issues completing the associated scale. This supports Spence’s (1984) 

assertion that people can recognize the concepts, but have trouble breaking them down 

into individual parts.  

In answer to my first research question, there was variability in how respondents 

understood (or at least articulated) gender and gender identity. There was more overlap 

of themes in defining gender across different respondents (average of 1.7 themes per 

respondent). The conceptualization of gender identity was more distinct, but with fewer 
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themes. Here, I saw a break into more unique responses. Although there were a couple 

of extraordinary answers, overall the definitions of femininity and masculinity were 

different than either gender or gender identity, but with underlying similarities.  This led 

me to conclude that the GSPS was capturing the interactive components of gender – 

how well respondents fulfilled social stereotype for men and women. This comparison 

between social selves aligned with the idea of gender as a performance. The overall 

similarities by gender status in defining masculinity and femininity demonstrated this. 

This answered my second research question. 

Utility:  

In this section, the respondents reported on how they use the GSPS scales. The 

research questions addressed are:  

3: Do respondents have difficulty using the scales?  

4: Do respondents have a preference for a scale that measures masculinity and 

femininity as opposites along a single continuum or a scale that measures them 

separately, and why?  

5: Do the difficulties and preferences of the respondent differ by their gender status?  

“Would you say this is a difficult or easy task?” 

After completing both scales, the respondents were asked about the difficulty of the task. 

The bulk of the interviewees (45%) described the scales as difficult. From the 

respondents that elaborated on their answer, the main difficulty seemed to come from a 

disconnect between their own self-perception and how they perceived societal ideals. 

This might have been a reporting issue (how to answer), or it may have been due to 

context effects from the questions about society’s ideals.  One said kind of difficult, 

another moderately, and a third said very difficult. Thirty-five percent (7/20) said the task 

was easy – one respondent said: “I would say it was …it was easy. I wouldn’t say it 
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was…I mean, it was clear, it was interesting. I like thinking about this sort of thing” 

(trans).  

Four people gave answers that did not fit into these categories. One person said 

“I didn’t like it,” while the others said it was both difficult and easy, or specifically in-

between. For example, one said “I would have to say in-between. Like I said, I don’t like 

society’s ideal, but I recognize what it is.” Only one respondent talked about the 

multidimensionality of masculinity and femininity as the reason for their answer: 

“I would say it was a difficult task. [“Can you tell me why?”] Uh…largely 

because it takes um, a very wide, uh, multidimensional sort of qualities 

and tries to press them down into a single scales, and you are trying 

judge yourself and others. And it’s just, I think, very arbitrary in some 

ways” (trans). 

This was the only respondent to explicitly mention multidimensionality (which aligns with 

the gender scholarship on the measurement of gender). This respondent’s answers to 

my questions stood out from the others in many ways, which makes it easy to write them 

off as an anomaly. However, if we were to pretend this sample was representative, one 

out of seven (or even out of twenty) is enough to be a cause of concern for gender 

measurement. It should be noted that they did provide answers to each scale, but they 

spent more time on them than most respondents, indicating the additional burden. This 

needs to be considered for future usage.  

 At the beginning, due to a programming issue, the scales had numbers (1-150) 

across the top of the slider. Until the numbers were removed, they were used by some 

respondents in deciding their answer (e.g. “I would say I am 20% feminine”). One 

respondent during this period said they would prefer a one to five scale, or a Likert-type 

scale (strongly agree to disagree):  
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“Kind of [difficult]. It was difficult to pick one number out of ten, if it were 

like 5 I think it would be easier to choose.... Just because there are so 

many choices, that was more difficult to like, think, for it to feel fitting. 

Because if there are fewer choices, it would feel more fitting, I feel…I 

would prefer choices instead of a sliding scale” (cis woman). 

This respondent was the only one to suggest a completely different format than the ones 

presented.   

Overall differences in difficulty are shown in Table 3.2. The trans respondents 

were fairly evenly split between describing the task as easy or difficult. The exception to 

this described it as moderately difficult, which was similar to cisgender answers. In terms 

of difficulty, gender status did not appear to be an issue.  

Table 3.2: Difficulty with GSPS by Gender Status 

  Cisgender Trans 

Easy  6  (46%) 3  (43%) 

In-between  3  (23%) 1  (14%) 

Difficult  4  (31%) 3  (43%) 

Total  13 7 

 

“Which version do you prefer?” 

The last probe I asked about the scales was if they had a preference for the continuous 

version, or the two separate scales. A majority of the interviewees preferred the two 

separate scales (47%), like this respondent:  

“I liked the where they separated feminine and masculine versus on the 

same. [“Why?”] Um, because it made me consider one thing specifically 

versus both at once. Because like when I was looking at the ones that are 

feminine and masculine, I was like how feminine am I? and then I like 

need to decide how feminine I am in relation to masculinity” (cis woman).  

Others were more succinct: “I feel the two scales is far more accurate” (trans). There 

was a clear difference in answer by gender status related to the continuous scale. Seven 

of the respondents (six cis and 1 trans) expressed a preference for the continuous scale. 
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Most of the cisgender respondents did not elaborate on their choice, but this trans 

respondent did:  

“I liked the continuous one. [“Just easier? Or it captures more…?”] Yeah, 

it’s easier. I think it’s easier for me to conceptualize than um than sort 

breaking it down by feminine and masculine, and sort of isolating in those 

ones” (trans).  

This aligned with another respondent who liked the continuous scale because they 

envisioned some neutrality within the continuum, to capture androgyny.  

While three of the respondents did not have a clear preference, it was a 

sometimes complicated process. For example, this respondent communicated their 

conflict with the scale:  

“For the sake of ease for me doing it, it is much easier for me to do the 

masculine on one end and feminine on the other. But also for gender 

dichotomies, I don’t want that. Um… yeah, I guess, which one I would 

rather complete is different than the one I think is the right one to use” 

(trans). 

This respondent was obviously struggling with a conflict between the cognitive response 

process (burden through comprehension, retrieval, and judgment) and personal 

ideologies. Other trans respondents talked about the same issues, but had a preference 

for the separate scales (the GSPS2). The others described them as the same (cis) or did 

not have a preference for one scale over the other.   

The utility of the GSPS was the focus of research questions three through five. 

Many of the respondents found the task cognitively difficult. The problem seemed to be 

primarily an issue of reporting. The interviewees understood what was being asked of 

them, and they had an idea of their own femininity/masculinity, but fitting this information 

onto the scale was an issue. There did not seem to be a consensus about what was 

difficult about the task. As noted in the findings, some thought it did not allow for 
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androgyny, or did not capture enough, while others disliked the breadth of options. Even 

those that thought the scale was easy had issues mapping themselves onto it. This was 

then related to their attitudes towards the scales.  

The cisgender respondents did not have a clear preference for one scale over 

the other, overall. This was not the case for the trans respondents, where 70% thought 

the two separate scales was superior (even if they also liked the GSPS1). Based on this 

information alone, the GSPS1 may not go far enough in capturing gender variation due 

to the oppositional structure of the scale. This answered the last research question, 

whether there were differences by gender status. 

Discussion 

A primary concern when starting this research was that expanded gender questions 

would be insufficient to capture the trans experience, or would be unclear to those who 

do not think about gender in their daily lives. These cognitive interviews illustrated 

neither to be true. There were clear gender status differences in the language used to 

define gender, and femininity/ masculinity, but it seemed that the biggest divide between 

the trans and cisgender respondents was the available vocabulary to articulate their 

response. Most respondents used the terms in similar ways in the context of the 

cognitive interview (outside of the prompt). For example, one respondent said the 

following while completing the GSPS1:  

 “I have more masculine behaviors, but more feminine sort-of 

performance and dress. So I sort-of speak more masculine-ly, but when 

people view me, my gender performance would be more feminine than 

anything” (cis woman). 

Not every respondent was as clear about their cognitive processes while completing the 

survey, but the narratives were similar.  
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The results here support Spence’s (1984) argument that people’s “personal 

senses of masculinity or femininity appear to be phenomenologically real, even though 

their meaning remain unarticulated, and to be relatively independent of any given class 

of masculine or feminine attributes and behaviors” (pgs. 78-9). She went on to describe 

how difficult it is for even well-educated adults to explain what they mean by these 

terms. Even though every respondent completed three scales that referenced femininity 

and masculinity, labeling themselves twice on each, few made references to themselves 

when I asked about what came to mind. From these data then, it seemed that when 

people answer the GSPS (regardless of version), they were indicating how much they 

fulfilled social stereotypes for women and men. This seemed to be where much of the 

cognitive difficulty comes in. 

The differences in concept and utility of the scale seemed to vary by gender 

status, although all were able to answer them. Given these responses, I might have 

expected to find more survey break-offs among those with a gender minority status. On 

the other hand, including measures that better capture gender diversity may be novel 

enough that trans respondents would be willing to answer a more burdensome question. 

  There are limitations to this research. First, this was a small sample of 

respondents – only 20 – on a college campus in a medium sized, Midwestern city. The 

data was collected over the summer, when fewer students were on campus. This was a 

benefit in some ways, as the respondents were more diverse than they might have been 

if I had recruited during the fall or spring semesters.  

 The method of cognitive interviews is such that the final survey instrument, 

including all feedback, may never be tested. That was the case here, as the sample size 

and time limitations meant fewer rounds of revisions. There was also some feedback I 
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was unable to address, as it went against the spirit of the research. For example, one 

respondent had a strong aversion to the use of gender neutral pronouns, and critiqued 

the word choices every time they came across the pronouns. Occasionally, feedback 

from one respondent conflicted with feedback from another, and I made executive 

decisions on which change to make, if any. The overall response from my participants 

was positive towards this research. Obviously, they are subject to self-selection effects 

(the recruitment materials clearly stated that it was a survey on gender), and there was 

also compensation involved.  While all of these issues need to be taken into account, the 

data provided was very helpful in understanding how measures of gender are 

understood within the survey context.  

 Given what these data say about the concept of gender and the utility of the 

GSPS, I have to conclude that the GSPS is not an all-purpose measure. It would be best 

for research that has an interactional component, such as work addressing prejudice 

and discrimination, social closure, deviance, and mental health. It would be less useful 

for research focused on other aspects of gender (beyond masculinity and femininity), or 

that desire objective measures. As gender is a social concept, an objective measure 

does not exist, but researchers should use caution when using sex categories in their 

research. First, we need to acknowledge that sex is not an objective measure, and that 

sex is NOT the same as gender. More importantly, we need to be thoughtful about the 

connections we are trying to make between gender and other outcomes. If we are most 

interested in something that changes based on social interaction, “knowing” what is 

under someone’s clothes is not very helpful. Further, we need to consider that the data 

we collect, and the way we collect it, has ramifications beyond our research goals. 

Binary sex categories are a type of closure against gender minorities, and also reinforce 

a particular worldview – that humanity can be divided into two categories. As this 
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research showed, including room for diversity can have positive results, for both gender 

minorities, and non-minorities.  
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CHAPTER 4 

SEX AND GENDER AT WORK 

Introduction 

In recent years, there has been a call for greater focus on the quantitative measurement 

of gender (Brush 2012; Westbrook and Saperstein 2014). Part of the frustration with 

existing gender scales is that they are not used in “big data,” restricting our 

understanding of various social outcomes (e.g. health, family, work, etc.) to their 

relationship with sex categories. These outcomes, which are of interest to a broad range 

of social scientists and policy makers, may be influenced by more than just the biological 

characteristic of sex, but we lack practical measures to determine whether this is true for 

the general population. This research uses a new gender measure, the Gender Self-

perception Scale (GSPS), to investigate the relationship between job outcomes and sex 

and gender.  

 The GSPS is a visual analog scale (a continuous scale using a line with polar 

statements at each end; Cella and Perry 1986) with endpoints reflecting a range, in this 

case, along dimensions of masculinity and femininity. In this research, I use an 

experimental design to assess two versions of the scale – one that treats masculinity 

and femininity as opposite ends of a single spectrum, and one that measures them 

separately. While these measures might not be ideal in terms of gender scholarship, 

focusing on one aspect of gender instead of multiple facets (Butler 1990), they do take 

up a minimum amount of space on a survey, increasing the likelihood that the GSPS 

could be added to surveys that are not otherwise focused on gender. In as much as 

existing gender measures take up considerable survey space and thus are not practical 

to implement in many cases, being able to measure gender with a more compact 

measure like the GSPS would decrease the ghettoization of gender research, allowing 
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other fields of sociology (e.g. crime, stratification) to include more than sex categories in 

their research. To understand why there is a need for more gender measures, within and 

outside of gender scholarship, one has to understand the current status of gender 

measurement in sociology.  

Background 

Gender measurement is facing renewed interest among sex and gender scholars. In 

2012, Lisa Brush called for a renewed focus on gender measures at the Annual 

Sociological Association (ASA) meetings. At the 2014 meetings, Westbrook and 

Saperstein (and their subsequent Gender and Society article in 2015) critiqued the lack 

of development of sex and gender measures in surveys. The problem has been 

recognized, and research is being done. What is the problem exactly? There is a 

disconnect between qualitative and quantitative gender research. Qualitative research 

(most popular amongst gender scholars), provides incredibly rich data that allows for 

greater detail and exploration of gender than surveys and similar methods can capture. 

This research is usually on a small scale, but it is burdensome to collect for both the 

respondent and the researcher. Quantitative research can produce generalizable 

information, but often uses sex categories as a proxy for gender, since that is what is 

available in most large scale data sets. While these methods should be complementary, 

they are focusing on different, but related things: sex and gender. Measures of sex 

simply do not capture the complexities of gender that impact individual lives.  

Contemporary scholars understand that sex and gender are not the same. Sex 

refers to biological characteristics (Fausto-Sterling 1985, 1997, 2000; Lorber 2010), 

while gender refers to the social meanings associated with bodies (Connell 2009) – or at 

least the assumption of the body (Ekins and King 1999). These associations/ 
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assumptions are a major organizing principle of social life (Ridgeway and Smith-Lovin 

2006; Schilt and Westbrook 2009). The masculine (male) or feminine (female) traits 

associated with bodies are part of the structure that gender displays rely on (West and 

Zimmerman 1987). These displays are then utilized in our interactions with others (Ekins 

and King 1999). Although often treated as a binary (as masculine/feminine or 

male/female), people’s lived experiences of gender (regardless of sex) are often more 

nuanced, reflecting a spectrum of identity.  

A major institution in most people’s lives is their workplace. Jobs impact people’s 

identities, creating meaning in their lives (Beagan et al. 2012). Workplaces are not 

neutral institutions, immune to the effects of social privilege (Acker 1990, 2006; Connell 

2010; Kanter 1977; Kelly et al. 2010; Ridgeway 2009; Schilt 2006); rather, they are 

shaped by the people within, and the social privileges that come with them. Most 

occupations are not sex or gender specific (i.e. the work does not require primary or 

secondary sex characteristics), yet gender is made salient in myriad ways, such as 

dress code differences (Levi 2007), “feminized” labor (Ridgeway and Correll 2004), and 

differential standards for similarly situated men and women workers (Biernat 2003). We 

see gender differences in job outcomes such as autonomy (Adler 1993; Briscoe 2004), 

and promotion (Reskin and Padavic 2002; Yamagata et al. 1997). We also see gender 

based discrimination and harassment in the workplace (Benokraitis and Feagin 1995; 

Grant et al. 2011; Konik and Cortina 2008). The quantitative researchers frame it as 

gender differences (like the Fortune article), but when you look at the work being done, 

what they are really studying are sex differences. Female/male is the only information 

they have from their data, so it is what they use.  
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There have been many advances over the last 30 years, in which at least half of 

all women worked outside the home (Women’s Bureau 2014), but sex based disparities 

persist in the workplace. Part of this inequality comes from a lingering sense of the “ideal 

worker” (Acker 1990) – someone (a man) who is freed from domestic concerns like 

caregiving, or household labor, and is focused on the job. However, being focused on 

the job is not enough to close the gender gap, as gendered characteristics are 

differentially valued. Masculinity is associated with more perceived authority and 

competence (Schilt 2006), and workers in male-dominated fields who describe 

themselves with “masculine” traits have more workplace power, pay, and job 

satisfaction, regardless of sex (Jagacisnki 1987). Masculinity and femininity, as 

measures of gender separate from sex, are therefore linked to actual job outcomes, yet 

we lack measures in most data to capture these or other aspects of gender. 

Research Questions 

In this paper, I examined how sex category, measured as male and female, and gender, 

measured using the GSPS, were associated with workplace outcomes. In particular, my 

research questions were: Do sex and gender measures differentially predict job 

outcomes? Specifically, do sex and gender operate differently when predicting job 

autonomy, promotion, harassment at work, and discrimination avoidance tactics? And 

when randomly assigned to one of the two versions, does the GSPS operate the same 

way?  

Data 

The data for this study comes from the Work, Life, and Gender (WLG) Survey, a web 

survey fielded in September and October of 2014. The survey was administered to a 

convenience sample. Participants were recruited mostly via Facebook; however, a brief 
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description of the survey and a link were also shared on tumblr (personal), twitter 

(personal), reddit (r/SampleSize), three listservs (Sociology Department at UNL; the 

Organizations, Occupations and Work Section of the American Sociological Association 

[ASA]; and the Sex and Gender Section of ASA), and Craigslist in the 20 largest cities in 

the US (under Community: Volunteers). I also directly emailed seven LGBT centers in 

those cities (with one reply), and local connections.  

The survey consisted of four sections: work, barriers (harassment/discrimination), 

sex and gender, and demographics. A total of 737 people clicked the link to access the 

survey, with 92% of those (678) answering the first question. There were breakoffs 

through the survey: 565 completed the first barriers question, 552 answered the 

harassment questions, 506 answered the first sex question (253 completed the GSPS1, 

243 completed the GSPS2), and 478 answered the first demographics question (472 

answered the last).  

Since I was looking at job outcomes, I only included workers in this dataset 

(n=520). One respondent said they were employed, but said they work zero hours a 

week (they were dropped from the analyses, n=519). To avoid cross-cultural differences, 

I limited the analyses here to respondents from the USA (-47). Also, because of the 

strong relationship between education and work outcomes, I dropped everyone with 

missing education data (-196). To capture organization characteristics, I appended 

Bureau of Labor Statistics (BLS) data (described in more detail below), including the 

percent female in the occupation. Missing cases on this variable were also dropped, 

since this variable is in all of the final models (-140). Only three of the respondents did 

not answer the job title question, but there is incomplete information for some 

occupations. Namely, if a field has less than 50,000 workers, it does not meet the BLS’s 
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publication criteria, and gender (and race) differences are not reported (BLS 2015a). It is 

not appropriate to guess what these values would be, and the WLG did not include 

enough job related questions that could be used to differentiate the range of jobs present 

in the data (from animal trainers, to lawyers, to web developers). For these reasons (and 

others discussed later), I chose not to use imputed data. These eliminations left me with 

a total sample of (n=291).  

Following Census designations (United States Census 2013), 45% of the 

respondents were from the midwest, 28% from the south, 15% from the west, and 12% 

from the northeast (a map of coverage is included in Appendix F). The respondents were 

33 years old on average, most likely to be non-Hispanic white (89%), and very highly 

educated (41% had a master’s degree or higher). Table 4.1 shows the descriptive 

statistics for the final analytic sample.  

This research looks at four different job outcomes (job autonomy, promotion, 

gender based harassment, and discrimination avoidance tactics) that previous literature 

has found sex differences in. Each outcome is predicted by both sex and gender as the 

independent variables, before controls are added. Beyond the independent variables, 

the models vary depending on the previous literature, as covariates are included as 

controls in the models. This results in a greater variety of variables being used (and 

described below) than is the norm. Consistent between models are the sex and gender 

variables, which are the focus of this research.  

Dependent Variables: The four outcomes examined here are job autonomy, promotion, 

gender based harassment, and discrimination avoidance tactics. Three questions were 

used to measure job autonomy using a Likert scale ranging from strongly agree to 
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Table 4.1: Descriptive Statistics (n=291) 

    Mean 
Std. 
Dev. Min Max 

Dependent Variables (work outcomes)         

  Autonomy scale 3.97 0.97 1 5 

  Promotion  0.33   0 1 

  Gender harassment at work  0.15   0 1 

  Discrimination avoidance tactics 1.07 1.35 0 5 

Independent Variables (sex & gender)         

  Sex (female=1) 0.75   0 1 

  Gender (GSPS1) 6.41 4.08 0 15 

  Gender (GSPS2-masculinity) 5.95 3.88 0 15 

  Gender (GSPS2-femininity) 8.27 4.14 0 15 

Control Variables (work characteristics)         

  Management/Professional  0.72   0 1 

  Work hours 38.36 13.34 2 80 

  Has workplace power  0.30   0 1 

  Satisfied with job  0.77   0 1 

  Years on the job 4.71 6.52 0.08 50 

  Possibility of future promotion  0.35   0 1 

  Works full-time  0.71   0 1 

  Percent female in occupation 55.10 22.03 1.80 97.80 

Control Variables (demographic characteristics) 

  Age 32.61 9.69 18 74 

  White (non-Hispanic)  0.89   0 1 

  Marital: Never married  0.32   0 1 

  Marital: Married  0.61   0 1 

  Marital: Previously married  0.07   0 1 

  Has children  0.28   0 1 

  Heterosexual  0.65   0 1 

  Cisgender  0.89   0 1 

  Education: Less than 4 year   0.22   0 1 

  Education: Bachelor's degree  0.37   0 1 

  Education: Graduate degree  0.41   0 1 

  Income below $25,000 a year  0.16   0 1 

  Experienced harassment before  0.74   0 1 

 

strongly disagree: “I have the freedom to arrange my work as I see fit,” “I can decide on 

my own how to go about doing my work,” and “I have opportunity for independence and 

freedom in how I do my work.” These questions were adapted from Hackman and 
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Oldham (1980) and Morgeson et al. (2005) after one of the original questions from 

Morgeson et al. was found to be repetitive and problematic in pre-testing (perhaps due 

to the word “autonomy”4. Responses for these three items were averaged (range from 1-

5) to create the dependent variable (α=0.87). Overall, the respondents reported a great 

deal of autonomy (average of 4).  

The promotion question was taken from the Employee Retention and 

Advancement Project (Hamilton 2012), and asked respondents if they had been 

promoted to a higher position or job title while working at their primary job: yes, no, not 

applicable. Seventeen percent of respondents answered not applicable to this question. 

Yes answers were coded as 1, and all other responses were coded as 0. About 33% of 

the respondents had been promoted at the time of the survey.  

The harassment questions were adapted from the National Transgender 

Discrimination Survey (NTDS; Grant et al. 2011). To reduce respondent burden for those 

that did not experience it, I first asked if they experienced verbal harassment, physical 

harassment (e.g. being pushed or shoved), and physical assault (e.g. being punched or 

kicked), as well as being threatened with physical harm (not originally asked in the 

NTDS, but came up in pretesting). These questions were presented together on a single 

screen. If they said yes to any one of these, they were asked if that experience was 

about gender. The response options were “yes”, “no”, and “yes, and for other reasons.” 

                                                           
4 Morgenson et al. (2005) used the question “I have significant autonomy in determining how to 

do my job.” In pre-testing, several respondents commented that this and the second question 

(“I can decide on my own how to go about doing my work”) were the same. Hackman and 

Oldham (1980) defined autonomy as “the degree to which the job provides substantial freedom, 

independence, and discretion to the individual in scheduling the work and in determining the 

procedure to be used in carrying it out” (pg. 258). I chose to use the question “I have the 

freedom to arrange my work as I see fit” as an alternative to Morgenson et al.’s (2005) question.  
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For experiences related to gender, they were asked how often they experienced it 

(rarely, sometimes, frequently), where it occurred (open-ended) and when it occurred 

(from within the last month to over 5 years ago). The open-ended data for where it 

occurred were hand coded into a dichotomous variable, where 1=they had experienced 

gender based harassment at work (0-they had not experienced gender based 

harassment at work). This variable showed that almost 17% of the respondents said 

they had experienced one (or more) of the behaviors because of gender, and also at 

work.  

Five questions were adapted from the NTSD (Grant et al. 2011) to measure how 

many tactics were used to avoid discrimination at work. The first four questions asked 

about not seeking a promotion or raise, changing jobs, staying in a job they’d prefer to 

leave and hiding their personal life at work (with yes or no response options). The last 

question asked if they had done anything else to avoid discrimination or harassment at 

work, and gave them room to write in what that was. These were all yes/no questions, 

and yes (=1) answers were summed, so the final variable indicated how many actions 

someone has taken (up to 5) to avoid discrimination at work5. Forty-seven percent of the 

respondents had not used any tactics, while 3% had used five.  

Independent Variables: The sex question used for these analyses is from a question 

on survey behavior: “Which of the following do you do when you are given a survey that 

asks: Are you Male or Female?” The response options were answer male, answer 

female, leave the question blank and go on to the next question, leave the question 

blank and stop filling out the survey, or other (with room to elaborate). This question 

                                                           
5 Analyses were completed without the “other” category (range 0-4), and the results were very 

similar, and did not change the overall findings.  
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provided information that was comparable to many other surveys that only ask about 

sex. This was an unconventional way to measure this, but aligned with the question 

used in most research. The respondents were also asked what their sex assigned at 

birth was (76% female). Fewer than 3% of the respondents to the WLG survey showed a 

change from sex assigned to their survey behavior, but an additional 3.8% said they 

would not answer male or female on the survey. These respondents were dropped from 

the analyses (via listwise deletion), as they would be without the additional questions.  

Respondents used visual analog scales to provide gender ratings.  They were 

asked to rate themselves, how they think others view them, their spouse/partner, 

society’s ideal woman and society’s ideal man. Respondents were randomly assigned to 

provide these ratings using one of two visual analog scales in which the endpoints 

varied. In the continuous version (GSPS1, in Fig. 4.1), respondents used single scales 

that ranged from “completely feminine” to “completely masculine.” In the separate 

version (GSPS2), respondents used two scales, one ranging from   “not at all masculine” 

to “completely masculine”, and scrolled down to the second set, where the endpoints 

were “not at all feminine” to “completely feminine” (shown side by side in Fig. 4.2). The 

respondents did not see any number labels, but each were coded from 0-15 (from left to 

right). Only the first line of each (yourself) was included in these analyses, providing a 

single number from 0-15. Less than 4% of respondents did not answer the first line of 

their respective scales.  
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Control Variables (Work Outcomes): The first two variables, occupation type and 

percent female in the occupation, were created using responses to open-ended 

questions asking for job title and industry. The open-ended answers were coded using 

the Bureau of Labor Statistics (BLS) Standard Occupational Classification (SOC) 

system. The resulting six digit number groups workers by broad occupation, plus major 

and minor groups (BLS 2015b). Schieman and Plickart (2008) used these data to create 

five categories of occupation (managerial and professional specialty; technical, sales, 

and administrative support; service; precision production, craft, and repair; and operators 

or laborers). In these data, the management and professional occupational groupings 

were the most common among the WLG respondents (72%), followed by the technical, 

 
Figure 4.1: GSPS1 in the Work, Life, and Gender Survey 
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Figure 4.2: GSPS2 in the Work, Life, and Gender Survey 
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sales, and administrative support (21%). Each of these were coded as a dichotomous 

variable (=1, all else as 0) and both included in the models. The percent female working 

in occupation, from the Current Population Survey (CPS) Labor Force Statistics (BLS 

2015a) data was merged to match the SOC codes. The data reflect employment 

information from 2013, the most recent available at the time. Not every occupation was 

represented in the CPS data, and others were incomplete due to the small 

representation size of the population (missing=14.9%). Those with missing data were 

dropped from the analyses.  

Job satisfaction was asked with the question: “How satisfied or dissatisfied are 

you with your primary job?” with five-point Likert-type response options (very satisfied to 

very dissatisfied). Due to the skewed responses (76% reporting satisfied or very 

satisfied), this variable was recoded into a dichotomous variable, where satisfied and 

very satisfied were coded as 1 and all other categories were coded as 0.  

Respondents were asked if their job included a possibility for future promotion. 

As a yes/no question (with a don’t know option), yes answers were coded as 1, no and 

don’t know answers coded as 0.  

Workplace power was measured using three questions from Elliott and Smith’s 

(2004) study on race, gender and workplace power: “At your primary job, do you 

supervise another employee who is directly responsible to you?”, “Do you influence or 

set the rate of pay received by others?”, and “Do you have the authority to hire or fire 

others?” Following Elliott and Smith (2004), workers who answered yes to only the first 

question were coded as supervisors, and those who answered yes to the first question, 

and yes to either pay or hiring/firing were coded as managers. Everyone else was coded 

as workers (the reference category). This was then coded as a dichotomous variable 
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(workplace power), where individuals with supervisory or managerial powers were coded 

as 1 and all others were coded as 0.  

The number of work hours was measured with the question “During the average 

week, how many hours do you usually work? (NOT including the time you travel to and 

from work).” The range for this variable was 0-80. Respondents were also asked how 

long they worked at their primary job (in months or years, as appropriate). These 

answers were transformed into years on the job ((years*12+months)/12). The answers 

ranged from 0-50, and aligned with the ages of the respondents.  

Respondents were asked about the highest level of education they had attained. 

The response options included no diploma; high school diploma/GED; some college, but 

no degree; technical/associate/junior college (2yr, LPN); bachelor’s degree (4yr, BA, BS, 

RN); or graduate degree (master’s, PhD, law, medicine). Thirty-six percent of the 

respondents in this sample had a four-year degree, with an additional 41% having a 

graduate or professional degree. Due to this skewed distribution, the lower education 

levels were collapsed into one category representing education less than a four-year 

degree. This category and the higher categories of bachelor’s and more than a 

bachelor’s were entered as dichotomous variables in the analyses with bachelor’s being 

the reference category. 

Control Variables (Demographic Characteristics): As mentioned previously, the age 

variable was created by taking the difference between the survey year (2014) and each 

respondent’s birth year. Race was based on two questions, ethnicity and a check-all that 

apply list of racial categories. Given the small proportion of minority respondents 

(9.87%), I chose to compare only non-Hispanic whites to others (i.e., white vs. 

nonwhite). Current marital status was measured with a nominal question with seven 
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response options (married; in a civil union/domestic partnership; not married, but living 

with a partner; divorced; widowed; separated; never married), plus an “other: ___” 

choice. Eight “other” responses were collapsed into the seven categories (e.g. 

engaged/single/serious relationship=never married). These response options were 

collapsed into never married, married (and cohabiting, the reference group), and 

previously married, and included in the models as dichotomous variables. Having 

children under the age of 19 in the home was constructed from four items, one of which 

asked if they have children and the others asking them to report the number of children 

they have in each of three age groups (5 and under, 6-12, and 13-18). If they said they 

had children (the feeder question), and entered a value into any of the age categories, 

they were coded as 1. All else were coded as 0, including the 5% that had children, but 

answered zero for each age category. Household income was measured with an ordinal 

question with 12 response options (ranging from under $5,000 to $100,000 or above). 

From this, an indicator variable for having a low-income job was created by assigning a 

value of 1 to anyone falling in the five categories under $25,000 and a zero to those 

reporting making more than $25,000.  

Sexual orientation was measured with a direct question: “What is your sexual 

orientation?” Respondents were given six nominal response options (asexual, bisexual, 

heterosexual/straight, homosexual/gay/lesbian, pansexual, or queer), plus an “other: 

___” choice. These were collapsed into a dichotomous variable where heterosexual was 

assigned a value of 1 (65%) and all others were assigned a value of zero. A cisgender 

variable was created from four survey items. The first asked about sex assigned at birth, 

on their original birth certificate. The second question asked whether they still identify 

with their sex assigned at birth. The third question was a check-all that apply question: 

“Which of the following best describes your current gender identity?” If the respondent 



106 

 

 

 

reported they still identified with their sex assigned at birth, only selected either 

female/woman or male/man6 as their current gender identity, and that selection 

“matched” their sex assigned at birth, they were assigned a 1 on the cisgender variable.  

Otherwise they were assigned a zero. The last question was open-ended: “How would 

you describe your gender identity?” (bold in the original). These answers were checked 

against the cisgender coding to make sure their self-described identity did not conflict 

with the coding. There were a broad range of open-ended answers, and investigator 

discretion was used to determine conflict. Question two (identification with sex at birth) 

was an issue for some respondents (e.g. answering “sometimes” to question two, but 

asking “why are there more than two?” for current gender identity). It is unclear whether 

this was due to measurement error or the proximity of the radio buttons. The majority of 

the issues were coded as not cisgender due to variability in answers (e.g. multiple 

gender identities selected, transpersons currently identifying as cis post-operatively, 

none of the above answers, etc.).  

Analytic Plan  

After restricting data to those in the USA with complete employment (full-time, part-time, 

student, etc.), education, and occupation data, missing data on the variables of interest 

ranged from 0-2.75%. The largest source of missing data had come from the percent 

female working in an occupation (14.87%). With these limitations, sex had the most 

                                                           
6 These options (which were included with intersex, transgender: female to male (FTM), 
transgender: male to female (MTF), genderqueer, and none of the above) were previously used 
in the National Transgender Discrimination Survey (Grant et al. 2011). They used the sex 
assigned at birth question and male/man and female/woman to code respondents as trans (as I 
did here). I also included a question (which was on the same screen) that asked “How would you 
describe your gender identity?” (bold in the original). This gave respondents an opportunity to 
communicate their identity however they wish, while also providing me with the data to code.  
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missing cases (2.75%), followed by income (2.06%) (a tiny fraction, according to Cohen 

et al. 2003).  

That is not to say the missing values do not have an impact. To determine their 

impact, I completed multiple imputations (20) using the ice command in STATA. Besides 

running models with complete data, I also individually included an indicator for 

imputations for each variable in a set of models. Comparing the models that were limited 

to the complete data (effectively listwise deletion), and the models with imputed data, 

there was little difference – with one notable exception: there was a change in the impact 

of sex in several models. Although the imputed proportions for sex were less than a half 

percent different from the complete cases, the imputed models produced coefficients for 

sex that were quite different than in the unimputed models – sometimes more than twice 

as large, or more than twice as small.  Beyond this concern, I found that (when using the 

imputation indicators) the imputed values for age were significantly related to one of the 

outcomes. There were also issues with a key control variable in the work related 

literature: the percent female in occupations (as discussed earlier). All of these factors 

led me to choose list-wise deletion for these analyses.  

Although the two experimental versions of the GSPS scales were randomly 

distributed to respondents by the Qualtrics software, there were still some differences 

between the two groups. T-tests by scale type on the variables of interest, showed three 

variables that differed in meaningful ways: type of job (management/professional), 

percent female in occupation, and marital status (Table H.1 in Appendix H). Workers in 

the GSPS1 sample were more likely to be in management or professional fields (t=-1.80, 

p<0.10), and were more likely to be married (t=-1.91, p<0.10) than those who received 
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the GSPS2. The GSPS2 respondents were more likely to be in feminized fields than 

their GSPS1 counterparts (t=2.06, p<0.05).  

For each outcome of interest, I used regression using the appropriate link 

function. I use ordinary least squares regression to predict autonomy7. Two of the four 

outcomes were dichotomous, and I used logistic regression to predict these (promotion, 

and experiencing gender harassment at work). The last outcome was a count variable of 

the number tactics used to avoid discrimination at work. I used negative binomial 

regression for these models due to the structure of the data and over-dispersion (when 

the conditional variance is greater than the conditional mean; Cohen et al. 2003). All 

models were run for males and females, with the exception of gender based harassment 

at work, which too few men (2) reported experiencing.  

The models for each outcome are shown in the same order, with the sex and/or 

gender variables alone, and then with controls. Since the focus of this chapter is the 

GSPS, I do not discuss the controls in the results section. Each model includes the 

available R2 statistic for each model, and the overall fit statistic. I also report marginal 

findings (p<0.10), as the sample sizes are relatively small.  

Job Outcomes 

Autonomy 

Autonomy is important for everyone.  It is related to employees feeling that they have a 

personal responsibility for work productivity (Hackman and Oldham 1976; Morgenson, 

                                                           
7 The autonomy outcome violates the OLS assumption of normality of the residuals. Various 

transformations were tested, but the relationships between sex and the GSPS scales and 

autonomy did not change.  
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Delaney-Klinger, and Hemingway 2005). The more autonomy one has, the more they 

feel that they personally make a difference. But workplace autonomy is gendered.  Adler 

(1993) states that women have lower job autonomy than men, which is not meant to 

imply that women take less responsibility for their work. Autonomy is related to 

workplace power and authority (Adler 1993; Briscoe 2004; Schieman and Plickart 2008; 

Smith 2002),   which may be a trade-off for greater work flexibility (Briscoe 2004). 

Considering the continued expectation for women to have responsibility for carework 

(Douglas and Michaels 2004; Glass 2000; Reskin and Padavic 2002), and the social 

closure processes that exclude women and minorities from jobs with greater autonomy 

(Tomaskovic-Devey 1993), the gender gap in job autonomy (Adler 1993) is not 

surprising. 

 The previous research on autonomy has focused on a variety of work related 

characteristics, including establishment features (e.g. union membership and size) and 

administrative performance reviews. It was not practical to ask respondents about 

organizational/review characteristics in the WLG, so controls in these analyses are at the 

individual level. The type of job one does (e.g. management, sales, transport) is related 

to how much autonomy a worker perceives, with workers in management and 

professional fields reporting the most autonomy (Adler 1993; Morgenson 2005). Those 

who worked more hours, had more education, more work power (being a supervisor or 

manager), and greater job satisfaction reported greater autonomy (Briscoe 2004; 

Morgenson 2005; Schieman and Plickart 2008). Schieman and Plickart (2008) also 

found that having children in the household was positively related to feeling responsible 

in the workplace. They found that age was negatively related to autonomy, but mixed 

results for race. Once they accounted for work conditions, economic security, and trust, 

blacks reported more personal control than whites, but the opposite was true for 
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Hispanic and Asian-American workers. Due to the small numbers of these groups in the 

WLG, I do not examine these differences. I also include marital status and personal 

income (as low income or not) as controls, following the previous literature (Briscoe 

2004; Schieman and Plickart 2008). 

Autonomy: Findings 

Table 4.2 shows sex predicting autonomy with and without controls for the different 

samples (everyone, GSPS1, and GSPS2). Contrary to previous research, males and 

females did not differ in their autonomy at work. Alone, sex was not a significant 

predictor of autonomy, either for the whole population, or within the GSPS groups. Using 

the model fit statistics (F-test), I found that that the sex coefficient was not significantly 

different from zero.  

The GSPS1 is introduced in Table 4.3.The first models are the GSPS1 alone (Models 1 

and 2), then the GSPS1 and sex (Model 3 and 4), and finally the interaction of sex and 

the GSPS1 (Model 5 and 6), with each set of focal variables entered alone and then 

followed by the addition of controls.  Gender (as the GSPS1) was not significant when 

entered alone or with sex in Models 1 through 4. However, the interaction of sex and 

gender (in Model 5) was significant (t=2.34, p<0.05), as were the main effects of both 

sex (t=-2.29, p<0.05) and gender (t=-1.71, p<0.10).  This interaction is graphed in Figure 

3, and explained just over 5% of the variability in autonomy. Previous literature finds that 

males have more autonomy than females (Adler 1993), but these results indicated the 

amount of autonomy depended on the gender of both males and females. Within these 

data, highly feminine males had the highest autonomy, followed by highly masculine 

females, highly masculine males, and then highly feminine females. This type of 

variability cannot be captured by sex categories alone. However, the interaction and 
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main effects of sex and gender lost significance once the control variables were added 

(in Model 6).   

Table 4.2: OLS Regression Predicting Autonomy: Sex and Controls Across Samples 
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Table 4.3: OLS Regression Predicting Autonomy: GSPS1 (n=127),Sex, and Controls 
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Figure 4.3: Predicted Autonomy by Sex and Gender (GSPS1) 

†Interaction significant p <0.05 
  

Table 4.4 shows the models for the GSPS2 alone predicting autonomy. Neither 

masculinity nor femininity alone nor the interaction of the two were significant without the 

inclusion of sex. This changed somewhat when sex was added in Table 4.5. Model 1 

introduced sex to the model with the GSPS2 indicators for femininity and masculinity.  

None of the sex or gender variables were significant. However, when the interactions of 

sex with the GSPS2 measures were entered in Model 3, there was a significant main 

effect of femininity (t=-2.04, p<0.05), and the interaction of sex with femininity was also 

significant (t=1.69, p<0.10). This relationship was graphed in Fig. 4.4 below (holding 

masculinity constant at the appropriate mean for males (M=10.47) and females 

(M=4.64)). For females, changes in femininity had little effect, but there was a 

considerable change for males – those who reported higher femininity reported lower 

autonomy. This was a different story than the one formed by the GSPS1 (in Fig. 4.3), 

and one that aligns more with the literature on gender in the workplace that says that 
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Table 4.4: OLS Regression Predicting Autonomy: GSPS2 (n=125) and Controls 
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Table 4.5: OLS Regression Predicting Autonomy: GSPS2 (=125), Sex, and Controls 
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gender nonconformity is policed in ways that impact work outcomes (Einarsen and 

Raknes 1997). And this effect – the impact of femininity in males appeared to be the only 

thing driving these differences, as the three-way interaction of femininity, masculinity, 

and sex in Model 5 was not significant (although a main effect of femininity remains (t=-

1.71, p<0.10). However, once again, this effect is washed out when the controls are 

added, and the F-tests show that the GSPS2 coefficients are not significantly different 

from zero.  

 
Figure 4.4: Predicted Autonomy by Sex and Gender (GSPS2) 

†Interaction significant p <0.10 

  

Autonomy: Discussion   

Contrary to previous literature (Adler 1993; Briscoe 2004; Schieman and Plickart 

2008), there were not significant sex differences in autonomy in this data set. It was only 

when the interaction of sex and gender was added to the models that the main effect of 

sex was significant, and this disappeared with the inclusion of the control variables. The 

reduced effects of sex after taking these characteristics into account was consistent with 

previous literature (Adler 1993), which may also explain the lack of results with gender.  
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An overall pattern of greater autonomy for males over females was not found, but 

this appeared to vary by gender. The startling relationship between autonomy and 

gender using the GSPS1 and the interaction of sex and femininity using the GSPS2 

indicated a complex relationship between gender and autonomy for males. Together, 

these measures gave conflicting accounts that might have been due to different 

conceptualization of gender. Males with higher femininity on the GSPS1 reported more 

autonomy than males who perceive themselves as more masculine, while males 

receiving the GSPS2 reported greater autonomy at lower levels of femininity. Given the 

“limits” of the scales, the GSPS1 did not capture an absence of anything – which means 

that we do not know whether a respondent’s self-perception value was the distance from 

or the proximity to an end-point. It is possible, given both scales, that a male might rate 

themselves towards the middle or left side of the GSPS1, and also “not at all feminine” 

on the GSPS2. An additional problem is one of statistical power – there were a third as 

many males as females in these data, and few males rated themselves close to the 

feminine end of the GSPS1, but the ones that did may have a more leverage in shifting 

the slope.   

Overall, these analyses implied that males’ autonomy may depend more on their 

self-perceived femininity than it does for females. The lack of effects after the controls 

were added and the smaller number of males in the sample means this should be 

interpreted with caution. That being said, there is a common-sense appeal to this finding, 

since there is a certain amount of freedom for females who perform in ways that are 

read as masculine, but the same is not true for males whose gender performance is 

feminine. If these effects were to hold in a larger sample, there may be self-selection 

effect for males who challenge conventional gender norms into jobs where they have 
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more freedom and control over their work. Longitudinal data could provide some insight 

into these processes, if sex and gender measures were collected.  

Further research is needed to determine whether these results would be the 

same in a larger sample of males. It should be noted that 11% of the males in these 

analyses did not identify as cisgender, and 30% did not identify as heterosexual. This 

does not say anything about their gender status or self-perception, but greater 

acceptance of gender nonconformity has been shown within these groups (Rieger and 

Savin-Williams 2012). I would then assume that these results would not be typical in a 

general population survey, where we would expect fewer than 30% of the population to 

be trans or of a minority sexual orientation.   

Promotion 

Advancement in the work place (via promotion) provides access to greater resources, 

and a tangible measure of worth and success for workers (Reskin and Padavic 2002). 

Promotions are not possible for everyone. Workers at the top and bottom of a 

hierarchical structure may lack upward opportunities (Yamagata et al. 1997), while some 

work in organizations without advancement opportunities (e.g. self-employed, student 

workers, isolated specialists). Outside of these examples, we find that processes like the 

glass ceiling, where women face more obstacles to promotion (relative to men; Baxter 

and Wright 2000; Yamagata et al. 1997), and the glass escalator, where men face 

structural advantages in female dominated fields (relative to women; Williams 1992), 

gender the promotion process. Budig (2002) found that men’s advantage in promotion 

were not limited to female dominated fields (where there is less opportunity for 

advancement; Okamoto and England 1999), but encompass the world of work.  
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 When it comes to the controls used in these analyses, they can be framed 

different ways, but the results are the same. Lombardi et al. (2001) describe promotion 

as a type of economic discrimination, while Yamagata et al. (1997) discuss how the lack 

of advancement opportunities produce occupational captivity, which is worse in female 

dominated fields. However it is described, heterosexuals, cisgender people, and those 

with higher incomes were less likely to experience it (Lombardi et al. 2001), while 

experiencing discrimination, or changing jobs frequently (Eisenberg 20010; Reskin and 

Padavic 2002) increase the odds of being “captive.” The type of work one does also 

impacts the available promotional structure. Lower level occupations tend to have less 

opportunity to advance within the original occupation, and outside opportunities are also 

limited (Yamagata et al. 1997). Within these analyses, I use a dichotomous variable for 

income (under $25,000 a year=1), and years on the job to account for frequent job 

change. Previous literature also includes labor status (full-time or part-time) and race in 

their models to account for barriers and marginalized status that may impact a worker’s 

ability to advance (Reskin and Padavic 2002).  

Promotion: Findings 

As promotion was a dichotomous outcome, the logistic regression model findings here 

were presented in odds ratios, for ease of interpretation. As in the autonomy models, I 

started with the focal variables, then added controls. Table 4.6 shows the logistic 

regression models predicting promotion using only sex across the different samples. As 

before, Model 1 included all respondents who answered the promotion question, Model 

2 is the GSPS1 sample, and Model 3 is the GSPS2 respondents. Sex was not significant 

for any group, and the LR test indicated that there is no effect of the independent 

variable(s) (in this case, sex) on the dependent variable (promotion).  
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Table 4.6: Logistic Regression Predicting Promotion: Sex and Controls Across Samples 

Ta
b

le
 4

.6
: L

o
gi

st
ic

 R
e

gr
e

ss
io

n
 P

re
d

ic
ti

n
g 

P
ro

m
o

ti
o

n
: S

e
x 

an
d

 C
o

n
tr

o
ls

 A
cr

o
ss

 S
am

p
le

s

O
R

SE
O

R
SE

O
R

SE
O

R
SE

O
R

SE
O

R
SE

Se
x 

(f
e

m
al

e
)

0.
88

0.
28

0.
84

0.
34

0.
56

0.
24

0.
54

0.
33

1.
70

0.
89

1.
43

0.
92

H
e

te
ro

se
xu

al
0.

38
0.

15
*

0.
16

0.
11

**
0.

55
0.

29

C
is

ge
n

d
e

r
7.

83
6.

31
*

31
.0

3
42

.1
0

*
3.

43
3.

99

P
e

rc
e

n
t 

fe
m

al
e

 in
 o

cc
u

p
at

io
n

0.
99

0.
01

0.
97

0.
01

†
0.

99
0.

01

In
co

m
e

 b
e

lo
w

 $
25

,0
00

 a
 y

e
ar

0.
91

0.
57

3.
55

3.
48

0.
19

0.
24

Ex
p

e
ri

e
n

ce
d

 h
ar

as
sm

e
n

t 
b

e
fo

re
1.

40
0.

56
1.

02
0.

67
1.

52
0.

85

Ye
ar

s 
o

n
 t

h
e

 jo
b

1.
31

0.
07

**
*

1.
36

0.
12

**
1.

27
0.

08
**

*

M
an

ag
e

m
e

n
t/

P
ro

fe
ss

io
n

al
0.

26
0.

20
†

0.
68

0.
91

0.
10

0.
12

*

Te
ch

/S
al

e
s/

A
d

m
in

is
tr

at
iv

e
 S

u
p

p
o

rt
0.

61
0.

51
3.

90
6.

31
0.

26
0.

31

P
o

ss
ib

il
it

y 
o

f 
fu

tu
re

 p
ro

m
o

ti
o

n
2.

52
0.

90
**

4.
61

2.
63

**
2.

12
1.

10

W
o

rk
s 

fu
ll

-t
im

e
2.

23
1.

11
8.

18
7.

66
*

1.
33

0.
91

W
h

it
e

 (
n

o
n

-H
is

p
an

ic
)

0.
44

0.
25

0.
22

0.
18

†
0.

76
0.

72

In
te

rc
e

p
t

0.
69

0.
19

0.
21

0.
26

1.
00

0.
35

0.
06

0.
11

0.
38

0.
18

*
0.

40
0.

76

P
se

u
d

o
 R

2
0.

06
%

25
.2

8%
1.

26
%

35
.7

1%
0.

72
%

24
.0

6%

LR
 (

ch
i2

)
0.

17
73

.7
1

**
*

1.
81

51
.4

8
**

*
1.

06
35

.4
1

**
*

† 
p

<0
.1

0,
 *

 p
<0

.0
5,

 *
* 
p

<0
.0

1,
 *

**
 p

<0
.0

01

M
o

d
e

l 6

Ev
e

ry
o

n
e

 (
n

=2
19

)

M
o

d
e

l 1
M

o
d

e
l 2

M
o

d
e

l 3
M

o
d

e
l 4

M
o

d
e

l 5

G
SP

S1
  (

n
=1

07
)

G
SP

S2
  (

n
=1

12
)



122 

 

 

 

I added the GSPS1 to the models in Table 4.7. Gender was not significant in any of the 

models, although the inclusion of sex to the GSPS1 produced marginal significance for 

sex (t=-1.81, p<0.10), but only after the controls were added in Model 4. So after 

accounting for gender and the controls, females had 85% lower odds of having been 

promoted compared to males. The pseudo R2 is not the same as R2, but as a proxy, and 

combined with the LR Χ2 test, this model is much improved over Model 3 that had only 

the focal variables. The inclusion of the interaction of sex and gender in Models 5 and 6 

was not significant.   

 The GSPS2 is modeled in Tables 4.8 and 4.9. The GSPS2 alone and in 

interaction (Table 4.8) showed no significant relationships with promotion. This pattern 

continued in Table 4.9, and the LR Χ2 test indicated that the GSPS2 variables (with or 

without the addition of sex) were not significantly different from zero.    

Promotion: Discussion  

The general lack of significance for sex and gender as a predictor of promotion is 

heartening in terms of real life opportunities, but a failure in trying to better understand 

the relationship between sex, gender, and work outcomes.   

Discrimination and Harassment 

As harassment – unwelcome behavior – is a type of discrimination (U.S. Equal 

Employment Opportunity Commission [EEOC] n.d.), much of the literature on the 

subjects lumps them together. In the workplace, harassment is greater in male 

dominated spaces (Eisenberg 2010), but there is some debate about who is impacted 

more. Most of the literature has focused on how harassment and discrimination have 

been used for social closure against women (Berdahl 2007; Eisenberg 2010; Rospenda 
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Table 4.7: Logistic Regression Predicting Promotion: GSPS1 (n=107), Sex, and 
Controls4.8:Lo 
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Table 4.8: Logistic Regression Predicting Promotion: GSPS2 (n=112), and Controls 

 

 

Table 4.9: Logistic Regression Predicting Promotion: GSPS2 (n=112), Sex,  
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Table 4.9: Logistic Regression Predicting Promotion: GSPS2 (n=112), Sex, and Controls 
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et al. 2009), but Konik and Cortina (2008) found that men and women were equally likely 

to face gender harassment, with sexual minorities experiencing more for violating gender 

norms. Surveys of the transgender population found that workplace discrimination was 

normative (Lombardi et al. 2001), with as much as 90% of those surveyed taking action 

to avoid harassment (if not actually experiencing it; Grant et al. 2011).  

 Sex, gender, and sexuality are commonly cited as correlates of harassment and 

discrimination. Positive predictors include working in a male dominated organization 

(Berdahl 2007; Rospenda et al. 2009), having less workplace power, and experiencing 

harassment in the past (McLaughlin et al. 2012). Rospenda et al. (2009) found sex 

differences in harassment by age, education, marital status, and race, with women 

experiencing more harassment. This research also included income, hours per week, 

having children in the home, and job category as predictors of harassment and 

discrimination (Berdahl 2007; McLaughlin et al. 2012; Rospenda et al. 2009).  

Harassment at Work: Findings 

Due to the small number of men (2) who reported gender harassment at work, these 

models (Table 4.10) were limited to females. As a predictor, the GSPS (either version) 

was not statistically different from zero – meaning it did nothing to predict gender based 

harassment at work. None of the gender measures were significantly related to gender 

harassment at work within this sample.  

Harassment: Discussion  

The relationship between gender non-conformity and harassment has been found 

among both gender minority and cisgender populations (Gordon and Meyer 2007; Konik 

and Cortina 2008; Lombardi et al. 2001), but did not hold up in this sample. Neither the 
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Table 4.10: Logistic Regression Predicting Gender Based Harassment at Work (Women 
Only): GSPS and Controls 
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GSPS1 nor the GSPS2 were significant in these models. Given the lack of men reporting 

gender based harassment, sex was the defining characteristic for gender based 

harassment at work. Harassment is, at its most basic, a way to assert power over others 

(Uggen and Blackstone 2004). This was evident with the number of respondents in the 

WLG reporting harassment: within this sample, only 19% reported gender based 

harassment, but 76% reported experiencing verbal harassment, 37% experienced 

threats of violence, 34% physical harassment, and 15% said they had been physically 

assaulted. It may be that gender interacts with particular environments or situations not 

measured here to increase negative attitudes towards females. Given the overall 

privilege of this sample, there may be characteristics that acted as protective factors.  

Discrimination Avoidance at Work: Findings 

The negative binomial regression models predicting the number of discrimination 

avoidance tactics are shown in Tables 4.11-14. First, a couple of notes on interpretation: 

For ease of interpretation, the results are shown in incidence rate ratios, which are 

interpreted similar to odds ratios. The LR test of alpha indicates (if significant) that the 

data is over-dispersed, and the simpler Poisson model is not appropriate (UCLA 2015).  

Table 4.11 shows the number of discrimination avoidance tactics regressed on 

sex and the controls for each sample. Model 1 showed the entire sample.  Here being 

female was associated with a 1.65 increase in the rate of discrimination avoidance 

tactics (z=2.31, p<0.05), or a 65% increase in the number of avoidance tactics compared 

to males. Looking at the intercept for this model, on average, males reported less than 

one (0.70) discrimination avoidance tactic, while females reported 2.30 tactics. This 

explained less than 1% of the variance in discrimination avoidance tactics. The impact of 

sex was reduced once the controls were added, but was still significant (z=1.68, p<0.10), 
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Table 4.11: Negative Binomial 

Regression Predicting Number of Discrimination Avoidance Tactics Used: Sex and Controls Across 

Samples
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indicating that the use of tactics was still greater for females than males. The effects in 

Models 1 and 2 were mostly driven by the GSPS2 subsample (Models 5 and 6), since 

sex was not significant for the GSPS1 respondents (Models 3 and 4). In the GSPS2 

subsample, being female was associated with 139% increase in avoidance tactics 

compared to males (z= 2.61, p<0.01), and this effect remained after controls were added 

(z= 2.41, p<0.05). I do not have any explanation for these differences.  

 The GSPS was added to sex as predictors of avoidance tactics in the models in 

Table 12. The GSPS1 was not significant in any of the models, and neither was sex 

(regardless of controls). These focal variables in Table 12 were not significantly different 

from zero. 

 The GSPS2 did significantly predict the number of discrimination avoidance 

tactics used in Tables 13 and 14. Model 1 in Table 13 shows that each centimeter 

movement from not at all feminine towards completely feminine was associated with 9% 

higher rate of avoidance tactics.  While significant, the masculinity and femininity 

measures jointly did not significantly predict the dependent variable. Moreover, the 

significant effect of femininity disappeared with the addition of the control variables, and 

the interaction of the two lines lacked significance, as well. The addition of sex in Table 

14 eliminated the previous effect of femininity in Model 1. For this subsample, after 

taking gender into account, being female was associated with a 2.75 higher rate of 

discrimination avoidance tactics (z=2.35, p<0.05). This combination of variables were 

also significant in predicting the number of discrimination avoidance tactics (LR X2=8.76, 

p<0.05). The addition of the controls eliminated this effect, and neither sex nor the 

GSPS2 were significant in the last sets of models.  
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Table 4.12: Negative Binomial Regression Predicting Number of Discrimination Avoidance Tactics 

Used: GSPS1 (n=125), Sex, and Controls  
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Table 4.13: 

Negative Binomial Regression Predicting Number of Discrimination Avoidance Tactics Used: GSPS2 

(n=127), and Controls  
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Table 4.14: Negative 

Binomial Regression Predicting Number of Discrimination Avoidance Tactics Used: GSPS2 (n=127), 

Sex, and Controls  
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Discrimination Avoidance at Work: Discussion  

Sex and femininity were important (within limits) for predicting the number of 

discrimination avoidance tactics used. Females had a higher rate of tactic usage, even 

after controls were added, which aligns with previous findings that describe it as social 

closure against them (Berdahl 2007; Eisenberg 2010; Rospenda et al. 2009). Femininity 

was only significant without the inclusion of sex and controls, suggesting that the scale is 

capturing much of what the other variables do. It is important to remember that the 

question used here – about tactics used to avoid discrimination and harassment – was 

not limited to gender (although asked within a section of questions related to gender).  

General Discussion 

Although sex disparities remain in the workforce (Sherman 2015), and there is evidence 

that characteristics and jobs associated with femininity are rewarded less (Reskin and 

Roos 1990; Schilt 2006; Yamagata et al. 1997), there was limited evidence of it within 

the outcomes examined here. There was some evidence that femininity has a negative 

impact for workers, but only for males. We know that men face sanctions for failing to act 

in hegemonic masculine ways (Connell 1987; Connell and Messerschmidt 2005), so this 

result was not surprising. That gender did not matter for females was a little startling, 

unless we think about socially devalued statuses. In that case, both sex and gender are 

important, but the intersection of the two produces a single, privileged, category – the 

masculine male. All other “categories” (feminine male, masculine female, feminine 

female) are tainted by the devalued statuses associated with women. This addresses my 

first research question – do sex and gender measures differentially predict job 

outcomes? The answer from these data is yes, for males who challenge hegemonic 

masculinity. The hierarchy suggested here seems straightforward, but complicates the 

use of sex categories as proxies for gender.   
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 My second question was whether sex and gender operate differently when 

predicting job autonomy, promotion, harassment at work, and discrimination avoidance 

tactics?  The short answer is yes, although the lack of effects may be interpreted as no. 

Where significant effects were found, there was a lack of similarity across sex and the 

two versions of the gender scale. Only one outcome – discrimination avoidance tactics – 

had a consistent effect of sex, but it was really driven by differences in the GSPS2 

subsample.  

The gender scales were inconsistent for predicting the outcomes investigated 

here. Both versions of the GSPS predicted autonomy, but only when sex was included 

as an interaction in the models, and not once controls were added. This was the only 

outcome were both versions of the scale were significant, but their results were not 

exactly comparable. This addresses my last research question, whether the scales 

operate in the same way. My conclusion is no, but it is beyond the scope of this data to 

answer why.   

Limitations 

The lack of consistency across these outcomes is, at least partially, a function of the 

sample. The respondents were overwhelmingly female, white, highly educated, and in 

professional occupations. This combination of features suggests a certain level of social 

privilege that may effectively cancel out the gender effects found in previous literature. It 

can operate as leverage against the type of environments where sex and/or gender are 

used as social closure (Berdahl 2007). We might expect that the overrepresentation of 

sexual and gender minorities (35% and 11%, respectively, mostly overlapping) would 

cancel out the privilege, but Grant et al. (2011) found that gender minorities experienced 



136 

 

 

 

greater acceptance and support within higher education, if they could access it. The 

same may be true for occupations.   

 The sample is a function of the type of data collected, as well as the method. 

These data come from an opt-in web survey that was intended to reach a larger 

proportion of gender minorities than a general population sample would achieve. That 

goal was met, but at the sacrifice of generalizability. The data was also cross-sectional, 

so I was unable to make any statements about change over time, which would be 

interesting in examining individual change in gender self-perception and the relationship 

to work life, or how people select into and out of different jobs.  

 The discrimination avoidance tactics measure was not actually a measure of 

discrimination. Instead it captured whether the workers felt the need to use tactics, rather 

than if discrimination actually occurred. It might be better understood as a measure of 

hostile work environment, but the question provided no time constraint. The tactics may 

have been used repeatedly at different jobs, or only once in the past. Due to these 

limitations, this outcome may be thought of as perceived discrimination, or fear of 

discrimination at work. This is still an outcome of interest that shapes an individual’s 

work life, and may be related to sex and/or gender (as demonstrated by the results 

shown here).  

Conclusion 

As a measure of gender, the utility of the GSPS is not clear. It is possible that it may not 

be appropriate for these types of outcomes, or that masculinity and femininity have 

weaker associations with these outcomes for privileged respondents. These differences 

cannot be teased out with the data here. Further research is needed to determine 

whether the GSPS would be predictive for different groups.   
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CHAPTER 5 

NOT READY TO TAKE THE TRAINING WHEELS OFF 

Discussion  

Gender scholarship has generally been focused on qualitative data, with quantitative 

researchers using what was available to them – often only sex categories – as a proxy 

for gender. This research investigated a quantitative alternative to the sex category 

question, a visual analog scale called the Gender Self-perception Scale (GSPS). Across 

three projects, I addressed my primary research question: can a visual analog scale 

measure gender in a meaningful way? The short answer is “maybe.” There were many 

interesting findings in this research, but few definitive answers. In the next sections, I 

summarize the main points of each of the projects, before discussing some overall 

issues (and possible solutions), and what this research means in the context of current 

research. 

Chapter 2: Better Than Boxes? Testing an Alternative Scale for Gender Research  

In Chapter 2, I used two data sources to compare the GSPS to sex as a predictor of 

gendered outcomes (warmth and competence), and investigated the predictors of 

gender self-perception. Overall, sex remained an important predictor of the outcomes, 

but gender self-perception complemented the sex categories for both samples. The two 

measures were not interchangeable – they explained different amounts of variance, and 

in the models predicting gender self-perception, at least 30% of the variance in gender 

self-perception was unrelated to sex. These results suggested that the GSPS is 

capturing more than sex differences, but the unexplained variance remains that – 

unexplained.  
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This was the first use of the GSPS on these populations – a general population 

sample, and convenience sample with large percentage of gender and sexual minorities. 

The samples were very different demographically, but the distinctions still provide 

information about the scale. The general population sample was considerably older 

(M=55) than the convenience sample (M=32), and all from a conservative Midwestern 

state. Besides being younger, convenience sample included more gender minorities, 

fewer males, was more educated, and more likely to be employed. The differences may 

be viewed as problematic for comparison between the two samples, but they also 

provide an opportunity to assess the GSPS across a range of different types of 

populations. Overall, this work demonstrated how the GSPS is a complement to sex 

categories, explaining additional variance for gender related outcomes, and how the 

results change for different populations.  

Chapter 3: Scales and Stereotypes: Cognitive Interviews with the Work, Life, and 

Gender Survey 

The third chapter was cognitive interviews addressing an early version of the Work, Life, 

and Gender Survey (WLG). The differences in definition of gender, gender identity, and 

masculinity/femininity by gender minority status may be the result of different 

attitudes/beliefs about gender, or perhaps is due to the available vocabulary to articulate 

their response. The trans respondents had a preference for the GSPS2; even when they 

said it was more difficult, they said it seemed more correct.  

After respondents finished the survey, I asked about the survey as a whole. I 

asked a trans respondent, “Was there anything in here that stood out as problematic to 

you, or things that you liked?” and they answered:  
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“Well, uh... I really like the whole, the whole like comparing the one slider versus 

the two slider thing. I think that is something important that I think is kind of, 

ignored. When like trans issues come up, because I think it is one of those things 

where like – it almost feels like pandering to – um, a less…not pandering, but it 

feels like it is dumbing down the idea a little bit to make it easier for people to 

digest. I see it as kind of sometimes necessary, but it is one of those things [“The 

continuous? Or the separate?”] I’m sorry, the continuous one. It almost feels like 

training wheels for people for dealing with gender variance. I think it is important 

that they are approached with the idea that it’s uh, that masculinity and femininity 

are not like, opposing forces. And that they can exist sort of mutually exclusive. 

I’m sorry, that’s not what I mean. They are not mutually exclusive, that they can 

sort of exist separate from one another, don’t… um…don’t push against one 

other.” 

This brings up several pertinent issues. First, it validates the need for this type of 

research, both to address the needs of a gender diverse population, and better 

understand how people are processing questions related to gender. Second, it supports 

the measurement of masculinity and femininity as relevant, but needing to be measured 

in thoughtful ways. This respondent was not rejecting the GSPS1, but telling me it may 

be useful (as a training for the uninformed), but is not the best option. Third, it proposes 

that “neutral” practices (like gender measurement on surveys) is educational, and able to 

impact one’s worldview. Finally, it points out the difficulties in discussing these issues, 

even for people who are living outside of the male/female binary.  

 Beyond the differences in gender minority status, this research highlighted a 

similar cultural understanding of masculinity and femininity that crossed boundaries of 

sex, class, and age. Only one respondent defined gender identity using the words 

masculine and feminine.  Others talked about performance or the perceptions of others, 

making connections to roles and bodily displays. While the one does not map perfectly 

on the other, the similarities of defining gender/gender identity and masculinity/femininity 

as how others perceive us leads me to conclude that the GSPS would be most useful in 

research that is focused on social interactions.  
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Chapter 4: Sex and Gender at Work  

The last project included two versions of the GSPS to predict four job related outcomes. 

These outcomes were chosen for their links to sex differences in previous literature. The 

big take away from this chapter was the lack of consistency across the analyses, for 

both sex and the GSPS. Neither sex nor gender differentially predicted the outcomes of 

interest, and the different versions of the GSPS did not operate in the same manner in 

these models. Overall, the GSPS1 explained more variance than the GSPS2, but not 

enough to be comfortable saying one is “better” than the other.  

 Beyond the research questions for this chapter, there were interesting findings. 

The finding that sex and gender were not significant for job related outcomes can be 

understood a number of ways. First, it is encouraging that there were not sex and 

gender differences in autonomy and promotion. But the data used were from a unique 

population that likely had lots of privilege outside of their gender. It is potentially 

disheartening that it takes that much privilege in terms of education and occupation to 

reduce or eliminate gender differences in such important outcomes.  

Overall 

This dissertation does not offer definitive answers, but does add to the scholarship of 

sex and gender in a number of ways. Besides answering the call for more research on 

the measurement of gender (Brush 2012), it provides insight into gendiversity (the 

spectrum of gendered behaviors) that is a challenge for survey measurement. Some 

gender scholars (Brush 2012; Westbrook and Saperstein 2014, 2015) are drawing 

attention to the quantitative measurement of sex and gender within national forums. 

There is also research being done within the survey field, with “in house” projects that 

sometimes get presented at national conferences. While these national outlets are a way 
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to disseminate information, they are limited in who they reach, and lack general 

accessibility if never published. This leaves gender scholarship in a kind of limbo – 

where gender measures are being investigated, but not part of the larger dialogue.  

Within this research, one finding kept appearing – males seemed to be 

influenced more by gendered stereotypes/expectations than females. In Chapter 2, the 

links between competence and masculinity were stronger for males than females. In 

Chapter 4, the femininity for males was driving the few effects found. The smaller 

number of males in the sample means that this should be interpreted with caution, but 

failing to capture this information means ignoring important variability. This work implies 

that male behaviors continue to be policed, more so than females. In our efforts to 

achieve greater parity for males and females, I think this gets lost within the evidence of 

female disadvantage, particularly when only measuring sex categories.  

Limitations 

In general, there was a lack of consistency both within and across the quantitative 

projects. This may be due to the smaller sample sizes in the WLG, differences in the 

respondents to the different surveys, or the salience of the dependent variables. The 

number of respondents to the WLG (particularly after using listwise deletion) contributed 

to power problems in some of the models. That is, there were not enough cases in all 

categories to accurately test the null hypothesis (that there is no difference). It is 

possible that with a larger sample, we would find the expected effects in chapters two 

and four.  

The WLG respondents were different from national benchmarks in many ways. I 

called them a high-minority sample due to the high percentage of gender and sexual 
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minorities in the sample, but they were also very highly educated, and employed in 

management or professional fields. These characteristics are due (at least in part) to the 

recruitment strategies I used, but I met one of the goals of this data collection using 

these methods: overrepresentation of sexual and gender minorities.  

The salience of a topic influences respondents’ motivation to answer questions 

and complete surveys (Sudman and Bradurn 1982). If respondents are uninterested, or 

fatigued, they provide lower quality data. The more similar something is to one’s own 

experience, the more positively they view it (Biernat, Vescio, and Green 1996), which 

may increase attention and motivation. For example, if respondents were not interested 

in the job questions, or if they had trouble with the GSPS, they may not have provided 

thoughtful answers, impacting the analyses here. While tailored design and targeted 

recruitment can help offset these effects (Dillman, Smyth, and Christian 2014), there are 

limitations (such as an omnibus survey, or convenience sampling).  

Another concern with the use of the GSPS is social desirability. These data 

showed that there was variability in gender self-perception for both females and males, 

but it is possible that greater variability is hidden beneath a desire to be seen a certain 

way (social desirability). In chapter two, I included graphs of the responses to the GSPS 

in both the NASIS and the WLG. In the NASIS, there was almost a plateau for females 

below a value of five on the GSPS, while there was a definite spike for males at around 

fourteen. Compared to women, men face greater sanctions for challenging gender 

norms (Connell 1987; Connell and Messerschmidt 2005), which may impact the way 

people respond to the scale.  

 A trade-off I made was not comparing the GSPS to previously validated scales. I 

included gender related scales (e.g. stereotype content model; Cuddy et al. 2008) and 
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outcomes in the research, but did not use any of the larger indexes that are intended to 

capture masculinity and femininity (e.g. the Conformity to Feminine Norms [Mahalik et al. 

2005] and the Conformity to Masculine Norms [Mahalik et al. 2003] Inventories). My 

primary reason for not using them is the same as my reason for this research: they are 

too long. The burden on the respondent is overwhelming, particularly if there are other 

topics of interest within the survey, or the form is hard to follow (such as with matrices; 

Couper 2008; Kaczmirek 2011). Future work should compare validated scales to the 

GSPS, perhaps via a split half method, reducing respondent burden.  

 Much of the data used for this research came from local respondents: 

Nebraskans for the NASIS, and mostly Lincolnites for the interviews. Almost half (43%) 

of the WLG respondents were from the Midwest. I have no reason to believe that the 

same research in a different region would get the same results. Nebraskans tend to be 

socially conservative (Cohen 2012), so I would expect greater diversity on the coasts or 

in larger cities.  

Conclusion 

This dissertation started with a quote by Chimamanda Ngozi Adichie: “The problem with 

gender is that is prescribes how we should be, rather than recognizing how we are” 

(2012). It was my hope that the GSPS would provide greater recognition of how we are, 

but I am not sure that is the case. However, if we think about gender as a performance, 

and something that is compared to others, the GSPS may be doing its job, particularly 

for the purposes of inequality research. Future work should compare the GSPS to other 

measures of gender, and test it within different outcomes.  



150 

 

 

 

Representation and recognition are important components of sociological 

scholarship, as well as survey research, and policy making. As researchers, we want to 

make sure we are representing people accurately, while protecting them from harm 

(ASA 1995). As part of our social responsibility, we aim to contribute to the public good. 

The question remains, what are the consequences for science, for interventions, and for 

policy if we continue to ignore the real-life variation in gender in our studies and instead 

rely on either an oversimplified and essentialist measure or on very specialized 

qualitative studies? 
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Appendix A: 2011 NASIS Questionnaire 
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Appendix B: Cognitive Interview Recruitment Materials  
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Appendix C: Cognitive Interview Protocol 
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Work Life and Gender Survey 

Cognitive Interview Protocol 

:: Prior to arrival, make sure the informed consent, payment, recorder, and computer are 

set up, with water and tissues nearby. The survey should be set up on the computer 

before the interviewee arrives. A paper version of the survey should be available for 

reference for the interviewer. A notepad and pens are available for note taking.  

:: Greet the interviewee and seat them at the table. Make sure they are comfortable. 

Describe the survey.  

Thank you for your help. Today you will be helping with the design of a web 

survey about work, life and gender. I am going to ask you to complete the survey, 

while reading the questions, options, and your answers out loud. I will have 

additional questions for some questions. I will be recording this session for 

reference, as well as taking notes. Before we start, I need to you read and sign 

the informed consent. 

:: Give them the informed consent (2 copies) and direct them to read and then sign the 

top copy. Given them the bottom copy and the envelope with the payment inside.  

This is a cognitive interview, which means that I want to know about how you are 

making your decisions. I also want you to tell me if anything does not make 

sense or is unclear to you. This is not something that we regularly do, so before 

we start with the survey, I want to ask you a warm-up question. 

Think about where you live. How many windows are there? Describe to me how 

you are answering this question.  

Probe: Are you counting windows in doors?  

Probe: Are you counting sliding glass doors? 

Probe: If you have a basement, are including any windows down there? 

:: Set up the interviewee with the computer, with the survey ready to go.  

If you are ready, we can start on the web survey. Have you completed a web 

survey before? Here is the mouse. Do you have any questions? Don’t forget to 

tell me out loud any thoughts that go through your mind.  

:: Generic probes/responses 

Tell me what you are thinking 

How did you get that answer? 

Good. This is really helping me understand your thought process 
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:: Specific question follow-ups 

Do you feel that your gender has helped your pursuit of job opportunities? 

What does gender mean to you? 

Which of the following best describes your current gender identity? 

When you read gender identity, what comes to mind? 

:: If they struggle with it, ask: 

 Would a description of what we mean by gender identity help you 

answer? 

:: There are three questions that are based on the same scale. Even though they are 

similar, I’d like you to complete each.  

Below is a line with completely feminine at one end and completely masculine at the 

other. We are going to ask you to place a couple of people on the line. Place the 

following letters on the line: 

How difficult is this task?  

When you read femininity, what comes to mind? And masculinity? 
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Appendix D: Cognitive Interview Coding Shell 

 

  



174 

 

 

 

 

 

T
a
b

le
 D

.1
: 

C
o

g
n

it
iv

e
 I
n

te
rv

ie
w

 C
o

d
in

g
 S

h
e
ll
 (

re
s
p

o
n

s
e
s
 r

e
m

o
v

e
d

) 

N
u
m

 
G

e
n
d
e
r 

S
e
x
  

"W
h
a
t 
d
o
e
s
 g

e
n

d
e
r 

m
e
a
n
 t

o
 

y
o

u
?
" 

G
e
n
d
e
r 

ID
?

 
F

e
m

in
in

it
y
?

 
M

a
s
c
u
lin

it
y
?

 
D

if
fi
c
u
lt
 o

r 
e
a
s
y
 

(G
S

P
S

?
) 

P
re

fe
re

n
c
e
?

 

**
**

 
c
is

g
e
n
d

e
r 

F
 

  
  

  
  

  
  

**
**

 
c
is

g
e
n
d

e
r 

M
 

  
  

  
  

  
  

**
**

 
c
is

g
e
n
d

e
r 

M
 

  
  

  
  

  
  

**
**

 
tr

a
n
s
w

o
m

a
n
 

  
  

  
  

  
  

**
**

 
c
is

g
e
n
d

e
r 

M
 

  
  

  
  

  
  

**
**

 
g
e
n
d

e
rq

u
e
e
r 

  
  

  
  

  
  

 



175 

 

 

 

Appendix E: WLG Recruitment Scripts  
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Craigslist ad example  
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Appendix F: WLG Coverage Maps 
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Appendix G: WLG Survey Questionnaire Screenshots 
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Appendix H: Demographic Differences by Experimental Condition in the WLG  
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Table H.1: Differences by Scale          

    GSPS1   GSPS2 p 

Dependent Variables         

  Autonomy scale 4.05   3.90   

  Promotion  39.10%   34.23%   

  Gender harassment at work  15.63%   17.13%   

  Discrimination avoidance tactics 1.00   1.13   

Sex & Gender Variables         

  Sex (female=1) 70.11%   74.86%   

Work Variables         

  Management/Professional  75.66%   67.22% † 

  Work hours 37.94   36.96   

  Has workplace power  28.27%   27.07%   

  Satisfied with job  78.13%   73.48%   

  Years on the job 3.43   3.79   

  Possibility of future promotion  34.90%   31.67%   

  Works full-time  68.23%   71.27%   

  Percent female in occupation 52.71   57.72 * 

Demographic Variables         

  Age 31.80   31.61   

  White (non-Hispanic)  88.48%   90.00%   

  Marital: Never married  32.09%   38.60%   

  Marital: Married  62.57%   52.63% † 

  Marital: Previously married  5.35%   8.77%   

  Has children  21.99%   24.31%   

  Heterosexual  63.87%   66.29%   

  Cisgender  88.02%   87.78%   

  Education: Less than 4 year  23.44%   22.65%   

  Education: Bachelor's degree  36.46%   38.67%   

  Education: Graduate degree  40.10%   38.67%   

  Income below $25,000 a year  19.15%   14.12%   

  Experienced harassment before  71.88%   75.14%   

 

  



255 

 

 

 

Appendix I: Models of Control Variables by Outcome from Ch. 4 
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Table I.1: OLS Regression Predicting Autonomy: Controls Across Samples 

  

Table I.1: OLS Regression Predicting Autonomy: Controls Across Samples

β SE β SE β SE

Percent female in occupation -0.01 0.00 * 0.00 0.00 -0.01 0.00 †

Management/Professional 0.45 0.22 * 0.12 0.28 0.77 0.36 *

Tech/Sales/Administrative Support -0.09 0.24 -0.41 0.33 0.30 0.38

Work hours 0.01 0.00 * 0.01 0.01 0.02 0.01 *

Education: Less than 4 year -0.02 0.15 0.04 0.21 -0.18 0.22

Education: Graduate degree 0.10 0.13 0.02 0.18 0.12 0.19

Has workplace power -0.05 0.12 0.22 0.17 -0.29 0.18

Satisfied with job 0.70 0.13 *** 1.04 0.20 *** 0.53 0.18 **

Has children 0.12 0.13 -0.16 0.18 0.30 0.19

Age 0.01 0.01 0.01 0.01 0.01 0.01

White (non-Hispanic) -0.10 0.18 -0.08 0.23 -0.39 0.30

Marital: Previously married 0.02 0.21 0.21 0.38 -0.12 0.26

Marital: Never married 0.27 0.14 * 0.41 0.20 * 0.26 0.19

Income below $25,000 a year -0.40 0.17 * -0.56 0.23 * -0.21 0.28

Intercept 2.72 0.44 *** 2.54 0.61 *** 2.59 0.66 ***

R2 32.81% 37.48% 37.13%

Adj R2 28.84% 29.67% 29.13%

F-test 8.27 *** 4.8 *** 4.64 ***

N 252 127 125

Model 1 Model 2 Model 3

Everyone (n=252) GSPS1 (n=127) GSPS1 (n=125)
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Table I.2: OLS Regression Predicting Promotion: Controls Across Samples 

  

Table I.2: Logistic Regression Predicting Promotion: Controls Across Samples

OR SE OR SE OR SE

Heterosexual 0.39 0.15 * 0.17 0.12 ** 0.54 0.29

Cisgender 7.62 6.12 * 30.84 42.47 * 3.73 4.27

Percent female in occupation 0.99 0.01 0.97 0.01 † 0.99 0.01

Income below $25,000 a year 0.88 0.55 3.10 2.97 0.21 0.26

Experienced harassment before 1.38 0.55 0.95 0.63 1.58 0.88

Years on the job 1.30 0.07 *** 1.35 0.12 ** 1.28 0.08 ***

Management/Professional 0.26 0.20 † 0.68 0.88 0.10 0.12 *

Tech/Sales/Administrative Support 0.62 0.51 3.96 6.17 0.27 0.31

Possibility of future promotion 2.53 0.90 ** 4.32 2.44 * 2.02 1.03

Works full-time 2.24 1.11 8.68 8.15 * 1.37 0.93

White (non-Hispanic) 0.45 0.26 0.24 0.20 † 0.79 0.75

Intercept 0.19 0.23 0.03 0.07 0.42 0.79

Pseudo R2 25% 35% 23.85%

LR (chi2) 73.52 *** 50.41 *** 35.09 ***

† p <0.10, * p <0.05, ** p <0.01, *** p <0.001

Model 1 Model 2 Model 3

Everyone (n=219) GSPS1 (n=107) GSPS2 (n=112)
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Table I.3: OLS Regression Predicting Gender Based Harassment at Work (Women Only): 

Controls across Samples 

 

Table I.3: Logistic Regression Prediciting Gender Based Harassment at Work (Women Only)

OR SE OR SE OR SE

Heterosexual 0.42 0.18 * 0.24 0.18 † 0.45 0.26

Percent female in occupation 1.00 0.01 0.97 0.02 1.01 0.01

Has workplace power 1.12 0.55 0.78 0.75 1.53 0.96

Age 1.00 0.03 1.05 0.05 0.98 0.04

Education: Less than 4 year 0.78 0.40 0.22 0.24 1.95 1.29

Education: Graduate degree 0.52 0.27 0.44 0.37 0.73 0.52

Marital: Previously married 2.17 1.58 2.07 3.52 2.20 1.96

Marital: Never married 0.91 0.48 0.50 0.56 1.06 0.70

White (non-Hispanic) 1.32 0.90 0.70 0.73 3.36 3.87

Income below $25,000 a year 1.88 0.99 4.83 5.27 1.90 1.38

Has children 1.24 0.62 1.00 0.92 1.34 0.86

Management/Professional 0.26 0.18 * 0.15 0.18 0.16 0.19

Tech/Sales/Administrative Support 0.26 0.20 † 0.65 0.84 0.08 0.09 *

Intercept 1.2062 1.6516 2.55 5.64 0.73 1.53

Pseudo R2 8.79% 19.40% 12.94%

LR (chi2) 15.81 14.18 13.63

† p <0.10, * p <0.05, ** p <0.01, *** p <0.001

Everyone (n=186) GSPS1 (n=86) GSPS2 (n=100)

Model 1 Model 2 Model 3
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Table I.4: OLS Regression Predicting Number of Discrimination Avoidance Tactics Used: 

Controls Across Samples 

 

 

 

 

IRR SE IRR SE IRR SE

Heterosexual 0.62 0.10 ** 0.62 0.15 † 0.60 0.14 *

Percent female in occupation 1.01 0.00 † 1.01 0.01 1.01 0.01

Has workplace power 0.74 0.14 0.85 0.24 0.69 0.17

Experienced harassment before 2.29 0.49 *** 3.84 1.42 *** 1.64 0.44 †

Age 1.02 0.01 † 1.03 0.02 † 1.02 0.01

Education: Less than 4 year 0.99 0.22 0.68 0.25 1.24 0.34

Education: Graduate degree 0.90 0.17 1.25 0.33 0.69 0.19

Marital: Previously married 1.18 0.36 1.38 0.71 0.90 0.33

Marital: Never married 0.82 0.17 0.53 0.19 † 1.07 0.28

White (non-Hispanic) 1.00 0.26 0.91 0.34 0.98 0.35

Income below $25,000 a year 1.19 0.28 1.20 0.49 1.43 0.42

Has children 0.97 0.19 0.47 0.14 * 1.43 0.35

Management/Professional 0.41 0.12 ** 0.25 0.10 *** 0.40 0.18 *

Tech/Sales/Administrative Support 0.29 0.10 *** 0.19 0.10 ** 0.27 0.13 **

Intercept 0.70 0.43 0.53 0.50 1.08 0.87

Pseudo R2 5.57% 11.55% 6.49%

LR (chi2) 39.44 *** 37.83 *** 24.52 *

LR test of alpha 17.58 *** 3.97 * 5.29 *

† p <0.10, * p <0.05, ** p <0.01, *** p <0.001

GSPS2 (n=126)

Table I.4: Negative Binomial Regression Predicting Number of Discrimination Avoidance Tactics Used: 

Controls Across Samples

Model 1 Model 2 Model 3

Everyone (n=251) GSPS1 (n=125)
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