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ABSTRACT
Relying on effect size as a measure of practical significance is turning out to be just as misleading as using
p-values to determine the effectiveness of interventions for improving clinical practice in complex organi-
zations such as schools. This article explains how effect sizes have misdirected practice in education and
other disciplines. Even when effect size is incorporated into RCT research the recommendations of whether
interventions are effective are misleading and generally useless to practitioners. As a result, a new criterion
of practical benefit is recommended for evaluating research findings about the effectiveness of interventions
in complex organizations where benchmarks of existing performance exist. Practical benefit exists when
the unadjusted performance of an experimental group provides a noticeable advantage over an existing
benchmark. Some basic principles for determining practical benefit are provided. Practical benefit is more
intuitive and is expected to enable leaders to make more accurate assessments as to whether published
research findings are likely to produce noticeable improvements in their organizations. In addition, practical
benefit is used routinely as the research criterion for the alternative scientific methodology of improvement
science that has an established track record of being a more efficient way to develop new interventions that
improve practice dramatically than RCT research. Finally, the problems with practical significance suggest
that the research community should seek different inferential methods for research designed to improve
clinical performance in complex organizations, as compared to methods for testing theories and medicines.
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1. Introduction

The widely discussed problems created by relying on p-values to
determine statistical significance have created a wave of advocacy
for switching to, or incorporating, effect sizes as a measure of the
practical significance of research findings (Kirk 1996; McCartney
and Rosenthal 2000; Hojat and Xu 2004; Sullivan and Feinn
2012). Effect size has the advantages of (a) indicating the amount
of difference between groups, and (b) not being affected by the
size of the sample. However, I will demonstrate that in the field
of education and other disciplines, effect size, typically Cohen’s
d, has been as problematic as p-values in producing misleading
findings as to the effectiveness of interventions. In addition,
emergent scholarship has documented widespread problems in
other disciplines from relying on published effect size results to
guide clinical practice.

As a result of the problems with both statistical and practical
significance, I recommend switching to an alternative statistical
criterion, practical benefit, for judging the validity and useful-
ness of applied research findings for improving the performance
of complex organizations and for designing more effective inter-
ventions. While the focus of this article is on using practical
benefit to inform education leadership decision-making, its use
has implications for improving clinical practice in other disci-
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plines. At the same time, the recommendations are not intended
to inform research focused on generating or testing theory.

The fundamental question that has guided my work is:

What kinds of quantitative evidence should leaders seek to
feel reasonably confident that if they adopt a given practice
based on this evidence that it is likely to improve their
schools?

The following discussions will demonstrate why practical
benefit, that relies on the actual performance of the experi-
mental group, is a better criterion for answering this question
about desired evidence and for supporting leadership decision-
making and improving clinical practice in other disciplines,
than either practical significance or statistical significance.
However, before explaining the nature and advantages of
practical benefit, it is necessary to first understand the context
of educational research and its similarities and differences to
research in other disciplines.

1.1. The Context of Education Research

Experimental education research was largely conducted in lab-
oratory settings till the early 1990s. Criticism of the applicability
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of such research to real-world practice led to the major shift of
conducting research to test the effectiveness of interventions in
school settings. In time, pressure began to mount to increase the
scientific rigor of such research by using RCT designs.

However, conducting gold-standard research in the complex,
chaotic environment of schools is problematic. Placebos are
usually not possible so the control groups tend to represent the
existing practice which is usually not well described. Random-
ization is problematic for the following reasons:

• It is usually impossible to randomize at all the relevant levels
of schools, grade levels, teachers, and students,

• Randomization tends not to equate all possible relevant stu-
dent characteristics,

• Randomization invariably breaks down over time, as teachers
leave, parents requests transfers for their children to another
class or to a higher performing school, or students leave for
other reasons. Student attrition alone over a 3-year period
can be 50–70% high-poverty schools.

RCT research is also problematic because there are so many
variables that can potentially impact learning that it is impos-
sible to control for most of them. For example, there may be
differences in the lead levels of the drinking water between
schools, or different room temperatures, etc. Also, generalizing
findings across different school districts and states is almost
impossible because different tests are used and the contexts of
the research vary. In addition, the cost of RCT experiments
makes it unlikely that any study will be replicated. The appendix
describes how all of the above problems played out in the most
famous education experiment, Project STAR in Tennessee to
determine the effects of class size reduction.

Given the difficulty of maintaining control of variables in
the real world, methodologists have created advanced statistical
methods that seek to simulate control of confounding variables
or changing circumstances, but these are extremely complex and
have their own errors.

The problems with conducting experiments in schools,
or any complex organization, as compared to medicine are
reflected in Glass’s (2016) comparative analysis of meta-analyses
in the two disciplines. Gene Glass, who named and pioneered
the use of meta-analysis, found that while in medicine the effect
sizes of experiments in a given meta-analysis tended to be large
and stable across studies, in education meta-analyses the effect
sizes are “relatively small” and their variation is “great” within
the same meta-analysis. As a result, Glass argues that because of
unstable small effect sizes meta-analysis has not been as useful
for informing policy in education as in medicine. Indeed, it
will be shown that the problem of basing recommendations for
clinical practice on small effect sizes is also a problem in other
disciplines.

The bright spot in education research has been the estab-
lishment of comprehensive databases at all levels. The federal
National Assessment of Educational Progress (NAEP) period-
ically tests national performance by subject area, grade levels,
student and district demographics. NAEP results are reported
for the nation and for individual states. The federal National
Center of Educational Statistics collects longitudinal data on a
variety of educational outcomes and processes that are broken

out in great detail in terms of student and school characteris-
tics. Federal funding has also strengthened the data collection
and statistical reporting of state departments of education on
the performance of its schools and districts. In other words,
education is now a field rich in benchmarks of current and
historical performance.

Given (a) the existence of a wide array of benchmarks, (b) the
difficulty of truly establishing causation in field-based research
in complex organizations, (c) the desire of leaders for repli-
cated noticeable improvements in research, a different statistical
criterion, practical benefit, is recommended that compares the
unadjusted actual performance of an experimental group to an
existing benchmark. Such an approach for assessing research
findings and the design of new interventions will make it easier
for leaders to better determine whether a given intervention is
likely to improve their schools to a noticeable extent. Practical
benefit also offers the potential to use research more efficiently
to discover better interventions, more quickly, and at a lower
cost—than from RCT research.

2. How the Use of Effect Size Misdirects Practice in
Education

Effect sizes provide the potential to be more relevant to improv-
ing clinical practice than p-values as leaders do care about
magnitudes of benefits. However, that does not necessarily mean
that researchers care about the same level and types of magni-
tudes that leaders and other clinicians do. What is clear is that
education has institutionalized the use of effect sizes within RCT
research as the key criterion for identifying effective practices
with the establishment of the federal What Works Clearinghouse
(WWC).

2.1. Has Increasing the Scientific Rigor for Identifying
Effective Practices in Education Produced Valid
Results?

The goal of the WWC is to bring the most rigorous scientific
criteria to bear to inform educators as to what works. Rigorous
science has come to be defined as the use of RCT with an effect
size of at least 0.25. WWCs methodologies have become the
standard for how the US Department of Education determines
which research proposals to fund. In addition, the WWC list of
practices it has certified as having strong evidence to support
their use has become more than just a good housekeeping seal of
approval. WWC certification also increases a program’s chances
of obtaining federal funds to disseminate its use. In addition,
there is advocacy that the federal government require that low-
performing schools use their federal funds only to implement
practices approved by the WWC. So, the stakes for being certi-
fied as effective by WWC are quite high.

However, such institutionalization of methodology, com-
bined with political pressures for schools to adopt certified
interventions, will be very damaging if the interventions that
have been certified are NOT actually effective. The result would
be analogous to what would happen if the FDA approved an
ineffectual or harmful drug.

Unfortunately, there is growing evidence that relying on
RCTs and effect sizes are producing misleading findings that
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conclude that interventions are effective when in fact they
are not. As previously discussed, it is highly questionable
whether the static and expensive nature of RCT research can
capture the constantly shifting interactive dynamics and chaos
of complex organizations such as schools, or that causation can
ever be established in such an environment. Indeed, Ginsburg
and Smith (2016) examined the evidence for all of the 18
math programs certified by the WWC as having evidence of
effectiveness based on a total of 27 approved RCT studies.
Ginsburg and Smith (2016, p. 44) found 12 potential threats
to the usefulness of these studies and concluded “…none of the
RCT’s provides useful information for consumers wishing to
make informed judgments about what mathematics curriculum
to purchase.” The questionable utility of RCT methods for
identifying clinical practices that are effective in the real world
does not just seem to be just a problem in education. Section 4
of this paper shows how a critique of relying on RCT to
identify effective practices in another complex organization—
hospitals—appeared in the Journal of the American Medical
Association (Berwick 2008).

However, regardless of whether RCT or less rigorous
methodologies are used, relying on effect sizes as the statistical
criterion for determining the practical significance of findings is
turning out to be highly misleading—as problematic as relying
on p-values.

2.2. Problems With Using Effect Size to Determine the
Effectiveness of Interventions

The biggest problem is that the magnitude of the effect size
needed to claim that a finding has practical significance has been
set way too low by the research community. Setting the desired
magnitude of effect size so low enables researchers to claim
that they found practical significance when there is no actual
difference of real-world importance. The minimum standard for
the effect size needed to claim practical significance is generally
set at 0.2 based on Cohen’s (1988) categories of small (0.2),
medium (0.5), and large (0.8). However, researchers ignore that
Cohen referred to an effect size of 0.2 as “difficult to detect.” No
leader should consider adopting an intervention based on such
a result—Leaders seek noticeable improvement. Even worse,
education researchers such as Borman, Grigg, and Hanselman
(2016) are now seeking to reduce that cutoff to 0.1, or half
of “difficult to detect,” and some (Deke, Wei, and Kautz 2017)
are even advocating for effect size as low as 0.03. Perhaps the
silliest rationalization for the importance of a small effect size in
the education research literature is the argument that an effect
size of 0.18 is important because it is twice as good as other
interventions tested which only produced an effect size of 0.09.
The correct conclusion is that neither is likely to produce any
benefit in terms of real-world school improvement.

Even the federal WWC over-estimates the real-world impor-
tance of small effect sizes. It is minimum effect size cutoff of
0.25 is simply too small given that Cohen (1988) estimated that
effects become noticeable only at an effect size of 0.5.

Small effect sizes also appear to be a reason why so much of
influential published experimental research cannot be replicated
in psychology (Open Science Collaboration 2015), and oncol-
ogy (Begley and Ellis 2012), and why laboratory research results

often do not predict actual outcomes in psychiatry (Kraemer
2016). The best summary of the problem of exaggerating the
importance of small effect sizes was the observation by Ioannidis
(2005), co-founder of the Meta-Research Innovation Center at
the Stanford University, that the smaller the effect sizes in any
scientific research the less likely it is that the research findings
are true. We seem to have traded p-hacking for effect size-
hacking. In both cases, the importance of a small difference
is exaggerated, and such exaggeration misdirects practice in
education and other disciplines.

The second problem is that even where large effect sizes are
reported they can mask the fact that the experimental students
did terribly, and/or the actual benefits were so tiny as to not be
of any practical benefit. There are generally two ways that effect
sizes overstate results. The first way is that relative differences
can ignore the key, most relevant, actual context information.
The process of ignoring actual context is best illustrated is by
the following scenario of a couple living in the upper Midwest
during a particularly bad cold spell deciding where to vacation
in January where the goal is to find a place where they can relax
on a warm beach and get a tan:

Wife: I cannot wait for our vacation in January. Let’s go
somewhere warm.

Husband: Definitely.
Wife: Where should we go?

Husband: I just read that Greenland is warmer than Antarc-
tica in January.

Wife: That sounds great.
Husband: Even better, due to climate warming Greenland will

be warmer this year than last. Plus, it has 27,394
miles of coastline, so it will be no problem finding
beaches.

Wife: That’s great. It will be wonderful to go somewhere
where we can leave our winter clothes behind.

Their decision is certainly evidence-based—but it is clearly a
lousy decision. Why was this couple’s evidence-based decision
so bad? It was bad because they relied solely on relative data.
They needed a key piece of absolute data about the context,
which in this case was the actual temperature in Greenland in
January. The actual temperature is −8◦C with zero hours of
sunshine. This couple is far more likely to die from hypothermia
in Greenland in January than to get a tan. With the right actual
data, the couple would arrive at the correct decision to reject
vacationing in both Antarctica and Greenland as it would be
warmer to stay at home or to seek other options.

The above example illustrates why you cannot make intel-
ligent decisions relying solely on relative data that relate exter-
nal outcomes to each other, no matter how compelling that
evidence appears to be. You always need some absolute data.
The key piece of absolute data needed to judge the quality of
an education program is the answer to the obvious question:
How did the students in the experimental intervention actually
perform? For a program to be judged successful, we would
expect students to do reasonably well on an absolute basis. Of
course, reasonable people can debate as to what an expectation
of students “doing well” is. The problem is that researchers
are not being asked to provide this most basic information in
published research and are able to get away with just reporting



226 S. POGROW

the statistical or practical significance of the relative result. Not
having to report actual outcomes leads to the following question:
In what percentage of research claiming to have demonstrated
the effectiveness of interventions for helping children born into
poverty did the experimental students actually do well—or actu-
ally do terribly? We simply do not know! If it is the latter,
education is wasting billions of dollars and decades in apply-
ing evidence-based practices that inadvertently maintain gross
inequities.

The second way that reports of larger effect sizes often can
mislead and hide the fact that the experimental students did
terribly is the use of questionable adjustments to the means. The
most typical adjustments in education are to use covaried means.
However, covarying means creates several problems. First of
all, since we are talking about small differences, it is easy to
cherry pick samples in such a way so as to make it appear that
the initial mean of the experimental group is lower on some
measure in order to boost the final mean of the experimental
group using an analysis of covariance and thereby produce a
positive effect size. A second type of adjustment, normalization
of means occurs if different tests are used. The relative results
are then based on normalized covaried means. However, such
results are abstractions with no real-world meaning that can be
understood by practitioners and policy makers.

So, researchers have come up with a way to kill two birds with
one stone. They convert the abstract numbers into ones with
real world meaning by creating hypothetical extrapolations that
make small differences in the normalized covaried means appear
important. In education, the most common extrapolations are
to convert adjusted differences between groups into (a) extra
days of learning, or (b) advantages for the experimental group
on a nationally normed test. However, these extrapolations are
usually grossly invalid and are designed to make the relative
results seem important.

For example, if an intervention in a high poverty school
produces an effect size of 0.2, the researchers will note that
this result is equivalent to increasing scores of the experimental
students on a nationally normed test from the 50th to the 58th
percentile. Such an increase indeed seems impressive! Of course,
such extrapolation ignores that these schools are way below
national norms which is why the improvement effort was con-
ducted in the first place. Extrapolating results from distributions
of low performing schools onto national norms is deceptive and
invalid. In addition, since the actual results were usually not
from a nationally normed test—if the experimental students
had actually taken the test the results were extrapolated to, they
might have scored at the 28th percentile as opposed to the 58th.

Such manipulated extrapolation is akin to telling our hapless
vacationers that the difference between the temperatures in
Antarctica and Greenland in January is equivalent to raising
the temperature in Miami in January from 76◦ to 85◦. Such
a hypothetical extrapolation of temperature makes Greenland
seem warm! At the end of the day the reality is that the average
temperature in Greenland in January is not 80◦—it is still −8.

As a result of the above problems, the statistical criterion of
effect size appears to be as misleading for identifying effective
practices as relying on p-values. The following examples show
how manipulated effect size results have misdirected practice in
education on a large scale.

2.3. Two Examples of how Effect Size Results in Influential
Research Misdirected Clinical Practice in Education on
a Large Scale

Example 1. The effectiveness of Success for All (SFA)

SFA became the leading reform for improving the perfor-
mance of failing high poverty inner city elementary schools. It
is an intensive reading intervention for grades k-5. SFA built
its reputation on the basis of research published in the top
research journals apparently showing it to be uniquely effective
in improving the performance of high poverty urban schools.
Between 1990 and 2008, there were eight articles in the presti-
gious journals of the American Educational Research Associa-
tion (AERA) by the co-developer and/or researchers who were,
or had been, associated with him that documented the success of
Success for All in a series of urban districts (Slavin 1990; Madden
et al. 1993; Ross et al. 1995; Borman and Hewes 2002; Borman
et al. 2005, 2007). These publications were the tip of the iceberg
of research articles demonstrating the success of the program.

SFA research took full advantage of the awesome power of
modern statistical analysis. The state-of-the-art analyses estab-
lished the superior relative average performance of the experi-
mental SFA students over students in comparison schools. How-
ever, SFA research, amidst all the numbers in all the published
articles in the highly ranked journals never (to my knowl-
edge) revealed how the SFA students actually performed on the
national measures used in the studies. It turns out that SFA
students were actually doing terribly.

The most famous experiment with SFA occurred in high-
poverty schools in Baltimore in the early 90s. SFA research
findings claimed success based on large effect sizes. However, an
independent reanalysis of the data by Venezky (1998) showed
the students doing poorly. Pogrow (1998, 1999) elaborated
Venezky’s findings and showed how after five years in SFA the
experimental students entered the sixth-grade reading almost 3
years below grade level. This deficit is actually an over-estimate
of the experimental students’ performance as Venezky reported
that (a) the sample was limited to only stable students (who tend
to score higher) and did not include the students who were in the
program for less than 5 years, and (b) the special needs students
disappeared from the post-test experimental sample. The latter,
combined with the analysis of covariance, boosted the relative
performance of the experimental group. In addition, SFA was
one of the most expensive interventions available and more
money was spent on the experimental schools, and the students
spent substantially more time reading. If these variables two
variables had been covaried, the comparison schools would
most likely have been ended up with a higher adjusted mean.

The SFA students in the Baltimore experiment in fact did
terribly. No educator would consider the actual results to be
a success or even an acceptable result. The poor performance
of the experimental group cited above was confirmed by the
independent study that the district’s research office conducted
(Ruffini 1992). As a result, the district dropped the program.

Subsequent evidence has shown that SFA underperforms
other available options. Dade County School District in Florida
made a large commitment to SFA. Urdegar (2000) showed that
SFA schools in Dade County were doing poorly and that similar
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schools in the district using their own homegrown interventions
were doing better at a lower cost. In addition, the only experi-
ment that compared SFA to other “effective” reading programs
while controlling for the amount of time spent reading, found
that SFA was doing so poorly that most of the schools that had
been randomly assigned to implement SFA dropped it after the
first year for poor performance and refused to continue using it
in the second year of the experiment (Burdumy et al. 2009).

Pogrow (2000a, 2000b, 2002) reported consistent failure
across the U.S., with disillusioned schools dropping the
program. Yet even as such contrary evidence appeared, and
schools dropped the program, the government continued to
provide even larger grants to disseminate it—and the SFA
researchers continued to cite Baltimore as a “success” in their
successful funding proposal for a new $50 million dissemination
grant almost two decades later.

In other words, there was a dichotomy between the published
effect size findings in the top journals and what was actually
happening in practice. Under any common-sense metric that
practitioners who the research was supposed to “inform” would
use, the program was clearly failing. None of the peer-review
panels of the research journals or the government panels review-
ing proposals thought to ask the one question amidst all the data
that were of most interest to practitioners and the public at large;
that is, How did the SFA students actually perform? Even worse,
despite the demonstration of failure over several decades, the
federal WWC continues to list SFA as one of the programs with
the strongest evidence of success. WWC’s support of SFA is the
equivalent of the federal government recommending that school
leaders should vacation in Greenland during winter recess to
get a tan. More importantly, WWC’s support means that schools
seeking to accelerate the achievement of their low-income stu-
dents will continue to be pressured to adopt an intervention that
has a long track record of failure.

Example 2. The CREDO study of the effectiveness of charter
schools

The widely cited CREDO study at the Stanford University
compared the effectiveness of charter schools to traditional pub-
lic schools. The study concluded that charter schools produce
an extra 14 days a year of learning a year for Black students as
compared to traditional public schools. Fourteen extra days of
learning a year seems to be a substantial advantage for charter
schools. However, the actual effect size was .02, or a tenth of “dif-
ficult” to detect.” How did CREDO (2013) extrapolate .02 to 14
days? CREDO (2013, p. 13) noted that their findings “…are only
an estimate and should be used as a general guide rather than as
empirical transformations.” CREDO is essentially admitting that
there is no real empirical basis for their published hypothetical
extrapolation. Maul and McClelland (2013) noted that CREDO’s
conversion of effect size into days of learning was “insufficiently
justified” and that there really was not a substantial difference
between the performances of the two types of schools. My own
thought experiment concluded that the tiny effect size of .02 was
at best equivalent to an advantage of 2 hours a year of extra learn-
ing. Two hours is a tiny difference that is dwarfed by the errors
involved in the analyses. In other words, the correct conclusion
should have been that there was no practical difference between

the two types of schools. Alas, advocates for charter schools cited
the CREDO conclusion which helped spur increased support for
such schools nationally, while unfairly damaging the reputation
of traditional public schools.

2.4. Maintaining the Hype of the Importance of Small
Effect Sizes

The majority of education researchers, practitioners, or jour-
nalists do not understand how to interpret the magnitude of
effect sizes. In 2013, MDRC released its evaluation of SFA’s effec-
tiveness on its latest federal dissemination grant it had received
several decades after the initial Baltimore experiments described
earlier. The study (Quint et al. 2013) concluded that the results
were promising. The findings were based on effect sizes of −0.01
and 0.18 in two different reading skills at the kindergarten
level. This conclusion was parroted in an article in the widely
read Education Week with the headline: “School Improvement
Model Shows Promise in First i3 Evaluation (Sparks 2013).” The
reporter then goes on:

One of the biggest early bets in the U.S. Department of
Education’s Investing in Innovation program seems to be
paying off: Success for All, a literacy-related, whole-school
improvement model, shows signs of changing teaching prac-
tice and boosting students’ early reading skills after a year in
schools…

Aside from the question as to why you would consider results
for a 25-year-old program promising, the fact that the early
grades are the ones where it is easiest to show large effect sizes,
the reality is that these results are terrible. A meta-analysis of the
effects of intensive reading interventions in the earliest grades by
Scammacca et al. (2007) found effect sizes at the ranging from
0.34 to 0.56 across five different reading skills. (A less direct
comparison of meta-analysis effects of reading interventions by
Hattie (2009) found effect sizes ranging from 0.60 to 0.67.) The
correct interpretation of the effect sizes reported by MDRC is
that these results are among the worst ever recorded for an
intensive reading intervention at the early grades.

So, once again effect size findings are being put forth in a
misleading fashion and parroted by the media. No one in the
research community or media is raising obvious questions about
such findings. Why not?

A key argument to accept small effect size results as a finding
of practical significance is that rigorous experiments conducted
in schools rarely finds large effect sizes. Researchers therefore
argue that it is not fair to expect research to produce larger effect
sizes. However, such logic makes no sense from the perspec-
tive of the leaders for whom the findings are intended. Why
should leaders be expected, or possibly even mandated by the
federal government, to adopt an intervention that is not likely
to produce noticeable benefits simply because that is the best
that researchers can do? Such logic around the interpretation
of statistical criteria preserves a system that operates for the
benefits of researchers with no evidence that it actually produces
benefits for leaders and their schools. Of course, it may be
that it is impossible to produce noticeable improvements in the
many problems that continue to persist in education. However,
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an alternative explanation for the ineffectual research results is
that the educational research community is using the wrong
scientific model of research for developing and testing interven-
tions. (An alternative scientific method that other disciplines
have used to produce major clinical improvements to seemingly
intractable problems will be explored in Section 4 of this paper.)
At the very least, sufficient evidence has been presented to
conclude that the use of effect sizes has been just as misleading
as p-values in both education and other disciplines. (The use of
odds-ratios appears to be equally problematic in exaggerating
the importance of outcomes in education and medicine, but that
is a discussion for another paper.)

2.5. Where Do We Go From Here?

The magnitude of benefits from a new intervention, or what
Ziliak and McClosky (2004, 2008) call “oomph,” is clearly impor-
tant. Leaders seek easy-to-understand and intuitive evidence
that an intervention has produced “oomph” elsewhere and that
such outcomes have been replicated in a variety of settings—
ideally ones with a similar context to their own. Most of all
they want to know how students in the intervention actually
performed. However, RCT research and effect size reporting
generally do not provide information on the actual (as opposed
to relative) performance of the experimental students.

It is therefore critical to develop an alternative evidentiary
criterion that (a) is more intuitive, (b) provides leaders with the
type of information they seek, and (c) leaders can apply to their
unique context. Such methods need to be less mathematically
complex, and better able to distinguish which interventions are
truly likely to be effective. As a result, I developed the alternative
evidentiary criteria for informing leadership decision-making
of practical benefit. These criteria are designed to provide lead-
ers with an indication of whether adopting the findings and
recommendations of specific studies are likely to benefit their
particular schools in a clearly noticeable way.

3. Switching to Practical Benefit

The first time I presented the concept of practical benefit to a
few statisticians over lunch they simply stared at me for several
minutes without saying anything. When I broke the uncomfort-
able silence and asked them why they were not reacting, their
response was that the idea was contrary to everything they had
been taught, everything they believed in, and everything they
taught their students. Anyway, here is that idea.

3.1. Determining the Practical Benefit of a Research
Finding for Improving One’s Schools

Practical benefit recognizes that the data that leaders most want
to know is (a) how the experimental students actually did,
and (b) whether the experimental students’ actual results are
noticeably better than their students’ existing results. Knowing
how an external control group did is of no interest to them—
nor should it be. The relevant comparison is how the exter-
nal experimental group (only) actually performed relative to
their own students. The experimental students’ performance

is then compared to an existing benchmark of current per-
formance in their own organization and possibly statewide or
nationally.

In other words, when considering the likelihood that a
published research finding will produce a noticeable benefit
in one’s own schools, practical benefit ignores how the external
control group performed. That means that leaders can ignore all
the statistical analyses trying to determine relative performance,
and just focus on the unadjusted mean/median of the experi-
mental group, and how it compares to their schools’ perfor-
mance. The only other relevant information in any study is the
context in which the research was conducted. Every other stat or
technical term in the research can be ignored. Using this method
of focusing only on actual performance of the experimental
group educators can peruse a stack of the most sophisticated
quantitative research articles and determine in which, if any,
the performance of the experimental group exceeds their
existing benchmarks. Leaders can then focus on considering
the interventions in those articles that report high actual
performance.

A major argument against ignoring the control group results
is that they are important for understanding the context of the
research. That is probably true in highly controlled laboratory
research. That is not true for research in complex organiza-
tions. The few variables that the study makes an effort to con-
trol are a minority of the many other interactive variables that
exist. Therefore, while context is critical, a much better way to
understand the context of the research is via a mixed-methods
approach where there is a careful qualitative description. Alas,
in most published quantitative research that I see there is little
more than cursory discussion of context. (The consequences of
ignoring context will be explored in the next section.)

But how does one measure “noticeable benefit” or “oomph?”
Ziliak and McClosky (2004, p. 531) define oomph as “A big
change, important for the science.” I will paraphrase that and
define practical benefit as a big change, important for the pro-
fession and/or individual leader. “Big” can be determined by
human judgment. At the very least “oomph” is a clearly notice-
able improvement or other benefit that does not require precise
statistical criteria to discern.

While relying on human judgment to determine the effec-
tiveness of an intervention is obviously imprecise and subject
to its own biases, Ziliak and McClosky argue that creating the
potential for big benefits is more important than being able to
precisely predict the level of benefit. When a big improvement
occurs, people can generally recognize it.

In addition, relying on human judgment to estimate whether
the level of performance of an experimental group in a published
research article is likely to produce noticeable benefits in one’s
schools is consistent with management theory which uses a goal
setting process. Goal setting is also usually based on human
judgment and aspiration.

Determining how likely the performance of the experimental
group in a published study is likely to replicate in one’s own
schools also requires considering the context of the study. Exam-
ples of key context variables include (a) the types of students
in the sample, (b) whether the duration of the intervention is a
few days or an entire school year, and (c) whether the outcome
measure is standardized. If there is a way to match up the results



THE AMERICAN STATISTICIAN 229

for the sample or subsample in the studies with the characteris-
tics of one’s schools that increases the likelihood that the results
will replicate. The final decision is whether resources and exper-
tise needed to implement the intervention are available to the
leader.

Is it possible to produce “oomph?” Yes! What does it look
like? Here are two examples.

• The Carnegie Foundation established an initiative to try and
improve the dismal record wherein half the students who
enter community college fail to pass developmental math and
therefore never earn any community college credits before
giving up. This level of failure may be the biggest dropout
rate in American education. Carnegie shifted the develop-
mental sequence away from high school Algebra to statistics
with its Statway program. The result was an increase in the
percentage of students who passed developmental math and
subsequently earned community college math credit from
15% after 2 years, to 50% after only one year.

• Studies of federal efforts to support students born into
poverty (Title I students) consistently finds that students
make gains in grades k-3, and then fall back after that.
My own Higher Order Thinking Skills (HOTS) project
provided general thinking development help in grades 4–
8 instead of remediation. This program was adopted in
approximately 2600 schools around the US and served 1/2
million students. Results consistently showed Title I students
making three times the growth in reading comprehen-
sion and twice in math, and close to 15% of these low-
performing students made honor roll in the first year of the
program.1

In both cases the benefits relative to benchmarks are obvi-
ously substantial, and do not require calculations of p-values or
effect sizes to justify their practical benefit.

In summation, determining the practical benefit of the
findings of a published research study involves the following
steps:
(a) Extract the average actual unadjusted performance of only

the experimental group from the mass of data, and ignore
all external relative results, adjusted results, and extrapo-
lated results,

(b) Check the context of the research to determine how rele-
vant the study is to your schools, and which findings are
the most relevant—though leaders may choose to imple-
ment the study’s approach even if their context is different
if the benefits are substantial, much as my development
work applied techniques from private schools to inner city
schools, and

(c) Use human judgment to decide whether the actual results
of the experimental group (and of the key subgroups) are
sufficiently better than how your students are currently
doing to warrant the time and money to invest in adopting
the intervention.

1 The HOTS program ran for 24 years and was discontinued 5 years ago
This section discusses what was learnt as a researcher from the iterative
development, evaluation, and large-scale dissemination of this program.

3.2. Advantages of the Criterion of Practical Benefit

By focusing ONLY on how the experimental group did on
an unadjusted basis and using human judgment to determine
whether the experimental students did or did not do sufficiently
better than your students, you bypass virtually all the complex
statistics. In addition, the actual performance of the experi-
mental group is the measure that leaders are most interested
in knowing and most care about. There is no reason to use p-
values or calculate effect sizes or any other external measure of
relative differences such as odds-ratios. As a result, the use of
practical benefit bypasses all the problems described above that
have misdirected practice. There is reason to believe that the
simple and intuitive measure of practical benefit will yield better
decisions for improving clinical practice than results produced
by traditional inferential analysis—for mission critical problems
in complex organizations where benchmarks exist.

Practical benefit also makes the most complex quantitative
research in the top journals accessible to practitioners. Practi-
tioners can critically examine such research and reach their own
conclusions as to its practical benefit by simply looking at the
unadjusted means and standard deviations of the experimental
group, and then possibly also medians—and then compare the
results and context to the benchmark of how their schools are
performing.

3.3. Limits on the Applicability of Practical Benefit

3.3.1. Limit 1—What if Research does not Report
Unadjusted Means/Medians?

While I am not aware of journal policies in other fields,
AERA does not require authors to report unadjusted results
in its journals. To put it simply, you cannot rely on adjusted
means/medians for decision-making purposes for the reasons
already discussed. Therefore, you cannot really determine the
practical benefit of the findings. The best you can do is look at
the magnitude of effect sizes and seek studies that produce large
ones and view that as an indication that the findings are worth
looking into. How big should the effect size be?

Given that Hattie’s (2009) meta-analysis of all meta-analyses
in education found an overall effect size of 0.4, and Cohen (1988)
concluded that effects become noticeable at 0.5, expecting an
effect size of at least 0.45 seems to be a reasonable starting
point for deciding that a research finding merits consideration.
Expecting a minimum effect size of 0.45 is particularly true
for research after the earliest grades and research conducted in
schools over a period of at least several months with a widely
used measure.2

For nonexperimental research, the recommended mini-
mums for correlation coefficients to be considered as potentially
important for leadership decision-making are r > 0.39, or r <

−0.39. An r of 0.39 means that the variation in one variable is
associated with 15% of the change in the other. A good argument
can be made that this admittedly arbitrary minimum should be
set higher. However, the ability to increase the predictability

2 Effect sizes tend to be higher for short-term laboratory research, research
conducted at the earliest grades, and research with nonstandard measur-
ing tools—particularly for measures developed by the researcher.
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of another outcome by 15% is probably sufficient incentive
for most leaders to consider that approach. For regression
the suggested cutoff is whether the unique contribution of an
actionable variable in a regression model increases R2 by 15%.

There are three main problems with such cutoffs.

• These criteria will not prevent p- or effect size-hacking, how-
ever, the larger effect size minimum values might possibly
make it more difficult to hide such behavior,

• Leaders may often NOT be able to find research in a par-
ticular area of interest that meet these criteria. Of course,
knowing that research cannot help in a given situation is
better than pursuing a course of action thinking that it has
strong evidentiary support when it does not. Indeed, there
is a long history of national fads in education that were
supposedly evidence-based, and

• The biggest problem is that there are times when a small
effect size can be important, depending on the context of
the research. Sometimes a small effect size can mask a high
potential clinical approach.

An example of the latter is the extensive research literature
that consistently found negative effect sizes for the approach
used in the previously mentioned HOTS program. Fortunately,
I was not aware of this research. My ignorance enabled me
to produce a major success in developing the thinking skills
of students born into poverty that translated into major gains
in reading and math (Pogrow 2005) by using a method that
research conclusively showed did not work. How is this possible?

One of the most agreed-upon findings in the psychology
research literature is that if you want to increase students’
problem-solving ability in a content area such as math, you
should provide more and better practice in solving thoughtful
math problems—a thinking in content approach. A thinking
in content approach is universally considered superior to a
general thinking development approach. The latter tries to
develop students’ general thinking skills, such as metacognition,
that might simultaneously improve problem solving in a
variety of content areas. As a result, thinking in content is
the basis of all reform movements in education that seek to
increase the problem-solving ability of disadvantaged students
in math, social studies, science, and reading comprehension. Of
course, my “ignorant” approach was to improve the academic
performance of children born into poverty in grades 4–8 solely
by developing their general thinking over a year or two without
providing any additional help in content specific skills.

However, when I shared the major gains we were seeing with
my psychology friends they invariably told me that the approach
could not possibly be working given that research consistently
found negative effects from general thinking interventions. As
a result, I decided to look into the apparent conflict between
the large-scale results we were seeing and what research had
universally concluded.

The extensive body of research on the effectiveness of think-
ing in content methods was well done and had indeed con-
sistently found that general thinking did not work (Willing-
ham 2007). However, the clear disconnect with the published
research findings and the success we were producing resulted
from the fact that the contexts in the published research had

nothing to do with the context I was working in. The initial
experiments were carried out with graduate students in math
and physics. Clearly, students would not be at such an advanced
level if they did not already possess a high level of general think-
ing ability. It is also clear that further skill development at such
a high level of learning requires that students learn to solve ever
more advanced math and physics problems—that is, thinking
in content. What does the methods used with graduate students
have to do with a fifth grader in Harlem reading 3 years below
grade level? Nothing! The more recent research supporting the
thinking in content approach with students in grades 4–8 was
conducted in largely high-income schools, and the experiments
ran from 1 to 3 days. Clearly, if you want students to learn how
to solve a specific problem in 1 and 2 days they will clearly do
better when they are taught the specific method for solving that
problem as opposed to providing general thinking activities.
As a result, no one had ever tried to provide intensive, daily,
general thinking activities to low-income students—which in
my ignorance I did successfully.

The point of my experience with the HOTS program is that
depending on the context of the research, a small or negative
effect size can mask a high potential intervention in a different
context. This example also illustrates that it is always important
to thoughtfully examine the context of research instead of just
relying on some outcome number or numerical cutoff score.

3.3.2. Limit 2—Macro-Level Decision making at the
Federal Level

The problems of establishing appropriate statistical criteria to
measure effectiveness get more complicated when government
seeks to impose improvement goals on all schools within an
accountability framework. How much improvement should the
government require? How should it be measured? The various
efforts to date to set standards for improvement have generally
not been very successful.3

A better approach is for the federal education department
to support a better scientific method for developing interven-
tions that produce replicable “oomph.” Several successful appli-
cations, Statway and HOTS, were highlighted which met the
criterion of practical benefit at scale and “oomph.”

4. Practical Benefit and Improvement Science

While education was trying to do its best to emulate medical
research as a sign of its growing professionalization, unbe-
knownst to it there were elements of medical practice that did
not use RCT research. While gold-standard experiments are the
universal method for testing drugs, there are branches of health-
care and medical practice that do not rely on experiments—

3 The first time the federal government tried to set improvement standards
it required all states to set improvement targets. Most states set the targets
embarrassingly low, and this provision was dropped. The No Child Left
Behind law passed in 2002 used a complex algorithm to establish annual
improvement goals for each school in the nation to bring all students up
to grade level in reading and math within 10 years. There were strong
accountability penalties for schools that did not meet their annual progress
goal. However, this improvement goal was too ambitious and made a
mess. In 2015 Congress reversed course and eliminated federally mandated
progress goals.
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particularly for solving time-critical problems in complex orga-
nizations such as hospitals. A notable example of applying alter-
native research methods were successful efforts to improve the
quality of health care in hospitals. The inadequacy of RCT
research for improving hospital care is highlighted in the fol-
lowing quote by Berwick (2008) in the Journal of the American
Medical Association:

Changes in the current approach to evidence in health care
would help accelerate the improvement of systems of prac-
tice…Educators and medical journals will have to recognize
that, by itself, the usual… experimental paradigm is not up
to this task. It is possible to rely on other methods without
sacrificing rigor. Many assessment techniques developed in
engineering and used in quality improvement…have more
power to inform about mechanisms and contexts than do
RCTs, as do ethnography, anthropology, and other qualita-
tive methods. For these specific applications, these methods
are not compromises in learning how to improve; they are
superior.

Berwick’s methods came to be known as improvement science
and is based on the rapid prototyping of approaches to improve
clinical outcomes, and the ones that demonstrate initial practical
benefit are iterated to try and adapt to a wide variety of contexts.
The goal is to produce clearly noticeable improvements against
existing benchmarks (i.e., practical benefit) and collaboratively
share the results of iterations in different contexts.

The methods of improvement science are on the surface a
somewhat haphazard and imprecise method to design inno-
vation. However, improvement science can produce dramatic,
large-scale, clinical improvements. Gawande (2007) notes that
the medical field of obstetrics has the best record of increasing
the number of lives saved and that such improvement was
produced without conducting formal experiments.

Elements of improvement science are now even being
extended to the testing of new medicines. Kolata (2015)
described how precision medicine, the newest federal initiative
seeking to discover new and more powerful new cancer drugs,
is moving away from conducting experiments in favor of
seeking large benefits from the rapid testing of many different
compounds for specific cancers. Instead of comparing the
results to a formal control group, the results are compared to the
known benchmark of the response rates of patients to currently
available treatments. Kolata (2015, p. 2 of download) notes
that “unlike previous efforts that looked for small differences
between a new treatment and an older one…researchers are
gambling on finding huge effects.” Scientists are finding a patient
response rate to the new drugs of 50–60% as compared to
existing treatments that give a response rate of only 10–20%.

These alternative methods of scientific discovery that seek
large improvements over existing benchmarks are essentially
using practical benefit for demonstrating evidence of effective-
ness. Improvement science networks are now springing up in
medicine and other fields to try and solve heretofore-intractable
problems using the criterion of practical benefit.

Improvement science is equally applicable to solving prob-
lems in education. The Carnegie Foundation has been tak-
ing the lead in working with school districts on how to use
improvement science methods, and in creating networks and

conferences to share results. Indeed, the dramatic results of
the Statway and HOTS programs described earlier could not
have been developed through rigorous experiments. There are
simply too many variables and parameters to manipulate. The
only way to find some near optimal combination of imple-
mentation parameters is to embrace the reality that there is
tremendous variation in school contexts and learn from the
beginning how early prototypes are working or not working
in various contexts—and then make needed adjustments on
the fly. Such adjustments cannot be made without researchers
becoming intimately knowledgeable about the many facets of
the different contexts that the intervention needs to be able to
adapt to. As previously noted, such a focus on context has been
noticeably lacking in more gold-standard forms of research, and
such absence has led to misunderstanding of the applicability of
research findings.

The methods of improvement science are in contrast to RCT
research. RCT methodology pretends that it can control just a
few of the interactive factors and that the findings will there-
fore generalize because of some elements of randomness and
a significant p-value or nondetectable effect size. Such research
has little actual understanding of the variations of contexts that
exist and their potential impact on external validity. Nor will
federal efforts to scale interventions that meet WWC standards
to other contexts work because the standards are inadequate for
reasons discussed earlier and the initial results probably had no
“oomph.”

Improvement science, on the other hand, relies on quick,
flexible adaptation using practical benefit to determine which
iterations of the intervention are working and which are not. If it
is not initially effective it is critical to quickly figure out why not
and make needed adjustments. Such flexibility and adaptability
are critical because developing an intervention that provides
practical benefit at scale requires developing a set of very precise
parameters for all the key design and implementation factors.
Improvement science eschews seeking causation to produce
replicable, consistent improvement across contexts.4

Of course, it is not easy to produce such outcomes. Kerwin
and Thornton (2018) describe how producing an effective inter-
vention requires determining the near optimal mix of design
parameters, and how minor changes in any parameter can sub-
stantially reduce effectiveness. They show how an early literacy
intervention in northern Uganda found major gains in read-
ing and writing. However, when relatively small programmatic
changes were made the intervention was no longer effective.
Kerwin and Thornton (2018, p.33) further note that:

Evidence on the sensitivity of program results to implemen-
tation details is scarce…
Thus even successful educational interventions implemented
as a pilot may be completely uninformative to the results of a
scaled-up version of the program: it is hard to know whether
a seemingly small change can cause a large difference
in a program’s impacts, and there are innumerable such
changes that can and will occur…Programs designed to

4 Producing consistent improvements across contexts minimizes Ziliak and
McClosky’s notion of loss, that is, reduces the probability that adopting the
intervention will do damage, as part of maximizing “oomph.”
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exploit complementarities—rather than to isolate the effects
of individual inputs—are likely to be more effective at
improving learning.

This is one of the few studies that captures how precise the
values of the many different parameters need to be set if the
intervention is to be effective at scale which is consistent with my
development experience in developing the HOTS intervention.
For example, we quickly discovered through informal trials
wherein we varied the intensity of the program that providing
the service less than 4 days a week produced little benefit.

There is now sufficient experience with successful appli-
cation of the principles of practical benefit and improvement
science producing major clinical improvements in practice to
ask the following empirical question: Are these newer scientific
methods more likely to develop and validate interventions with
major clinical benefits at scale for complex organizations such as
schools and hospitals as compared to the current RCT methods?
The answer appears to be “yes,” and this has major implications
for changing how applied research is conducted, taught, and
funded in education—and clinical research in other fields.

5. Conclusions and Recommendations

The prevailing rigorous methodology and statistical criteria
used by research journals and government agencies in educa-
tion research has routinely overstated the actual effectiveness of
interventions. Relying on effect sizes to determine the practical
significance of interventions in education has been as prob-
lematic as using p-values to determine statistical significance.
Examples have been provided wherein effect size results have
misdirected practice in education on a large scale, and evi-
dence has been provided that the same thing has happened in
other disciplines where influential published research has not
been replicable and/or has misdirected clinical practice partly
because of relying on small effect sizes.

In addition, the problem may not just be the statistical criteria
that are used, but also the dominant scientific paradigm of
relying on RCT research to identify effective interventions that
can scale across complex organizations. There is no evidence
to date that schools that adopt interventions recommended by
the What Works Clearinghouse (WWC) actually improve, and a
comprehensive study of its RCT based recommendations on its
certified math programs found that the results did not provide
useful information to practitioners.

As a result, it is recommended that education switch to
a simpler measure of practical benefit that (a) measures the
likely benefit of an intervention in simpler, actual outcomes
for the experimental group (only), and (b) presents results in
the types of measures that leaders can easily understand and
that they value as key to their own improvement efforts. Prac-
tical benefit also has potential for improving the validity of
research to improve clinical practice in other disciplines. It also
appears that the alternative scientific approach of improvement
science, that relies on looking for patterns of practical benefit
in fast prototyping of iterative trials across contexts, has gener-
ated major improvements in previously intractable problems of
practice in a variety of disciplines, including medical practice
and education. Improvement science provides the potential to

be a more appropriate methodology for developing interven-
tions that can lead to large-scale improvements in schools than
current reliance on gold-standard methods. Several examples
of large-scale improvement in education using improvement
science and practical benefit were provided. The key question
is whether improvement science will be relegated to something
that individual practitioners choose to use or whether they will
be incorporated as a mainstream methodology for research and
development.

Shifting applied education research to incorporate practical
benefit and improvement science requires a variety of changes in
the nature of knowledge production and editorial policy at the
major research journals, as well as in the teaching of quantitative
methods to researchers and leaders.

5.1. Recommended Changes in Knowledge Production

5.1.1. American Statistical Association
It may be important to create a dual track of recommendations
for reforming inferential statistics—one track for basic research
and another for applied research geared toward providing guid-
ance for organizational improvement. Recommendations for
reforming applied research should incorporate the principles of
practical benefit across the disciplines.

5.1.2. Education
• Research journals need to require that applied research reveal

the unadjusted means/medians of results for all groups and
subgroups, and require review panels to take such data into
account

• Research journals and the US Department of Education need
to establish alternative standards for publishing studies and
funding the research and dissemination of projects based on
the demonstration of consistent practical benefit at scale, and

• Funding needs to be provided to establish the kinds of net-
works for sharing the results from iterative trials in different
contexts similar to what exists in obstetrics.

• The WWC should stop certifying programs as effective,
and federal legislation should stop mandating the use of
evidence-based programs, until new criteria for identifying
effective programs are developed that incorporate practical
benefit.

Appendix

A1. Overview of the Project star Experiment

Project STAR was undertaken in 75–79 schools in Tennessee from
1985 to 1989 at a cost of approximately $12 million. Each year in the
experimental period, 6000–7000 students in grades K-3 participated in
the experiment, for a total of 12,000 students during the entire period.

As students initially entered STAR schools, they were randomly
assigned to small classes with 13–17 students, regular classes with
22–25 students without teacher aides, and regular classes with 22–25
students with teacher aides.

Sohn (2010, 2015) identified the following problems with the
research:

• Schools volunteered to participate, thus were not randomly selected,
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• Kindergarten was not mandatory so the children who enrolled had
unique characteristics,

• Students constantly left and entered STAR schools, so (a) the overall
attrition rate was almost 50%, and class sizes became distorted from
the original design with some small classes ending up with more
students than the other categories,

• In the absence of pretest scores, it is not clear whether random-
ization controlled for initial ability, and randomization did not
produce equal levels of low-income students (as measured by free
and reduced lunch eligibility) across the treatments,

• Students switched from one type of class to another,
• While teachers were randomly assigned, some received training

which may have affected outcomes.
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