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ABSTRACT

The high versatility of additive manufacturing have led to an increase of use in a number of differ-

ent fields. It has proven to be more reliable and precise than the traditional subtractive manufac-

turing when compared to producing complex geometrical parts. However, additive manufacturing

inherently comes with flaws. Surface roughness is then one flaw that comes as a natural conse-

quence of additive manufacturing which interferes with a smooth wall assumption such as those

found in gas turbine blades. Nonetheless, under the correct conditions these roughen surfaces may

improve drag and heat transfer within a turbulent regime. As such, a method capable of accurately

measuring these thermo-fluid characteristics is analyzed in this report.

The Discrete Element Roughness Method (DERM) has been used to improve convective heat trans-

fer predictions on surface roughness. This work aims to validate the core momentum and heat

transfer correlation of DERM through an evaluation of Computational Fluid Dynamics (CFD)-

based solution of the flow around individual roughness elements with the goal of improving the

correlations. More specifically, the matrix of scenarios evaluated includes four different roughness

elements at three different pressure drops and five different flow rates for case validations. Spe-

cific boundary conditions where chosen to simulate an environment of thousands of elements of

which only one was to be explicitly modeled at a time. Results from these studies are to be used

to validate and improve correlations used to approximate roughness in DERM. For each element,

a steady and unsteady case are conducted and analyzed. The momentum and heat loss results ob-

tained from the CFD are then compared to the DERM-based predictions from the same roughness

elements in search of any discrepancies.

It is observed the momentum DERM-based correlation deviates from the CFD prediction with in-

creasing element height as was expected. Furthermore, from the various cases it was found DERM
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became a geometric dependent solution rather than flow-dependent. The DERM literature-based

Reynolds number and coefficient of drag were also inspected. It was found that neither dimen-

sionless number were able to maintain accurate results. An attempt at improving the momentum

prediction by improving the Reynolds number and Coefficient of drag was made. It was found that

improved correlations saw a slight decrease in error. These predictions are found to deviate up to

a factor of five relative to the DERM-correlation terms depending on the roughness element being

inspected.
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CHAPTER 1: INTRODUCTION

The motivation of this research was provided by the need to better understand the physics of a

rapidly evolving engineering tool. With a complete understanding of surface roughness, its manip-

ulation in current engineering problems for improvement becomes attainable. This chapter begins

with an introduction to additive manufacturing and its relationship to surface roughness. This is

followed by an account of past and current research of surface roughness and its connection to heat

transfer and fluid mechanics within the aerospace industry and among others.

1.1 Surface Roughness

Over the past decade, the engineering industry has seen an increase in use of additive manufac-

turing (AM) due to its extensive usage. It has become an engineering marvel capable of highly

complex applications where traditional, or also known as subtractive manufacturing, may have

drawbacks or simply be impossible. It has been suggested that even though traditional manufac-

turing is still more cost effective, additive manufacturing is superior at its ability to handle complex

designs [39].

Additive manufacturing utilization is not a perfect tool however, as some of its features come with

natural defects. One of the most prominent features of AM is the unavoidable surface roughness

that is naturally produced in its process of manufacturing. As it stands, plenty of techniques have

been developed in order to finish off this roughness for an improvement on surface quality [27, 15].

While some of these techniques may prove to be efficient they are nevertheless expensive and time

consuming due to the added steps needed, deterrents of manufacturing. Even further, finalizing

surface quality of the finishing techniques requires an extensive process such as described in the
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work of Razvan, Majeed and a Swedish team [32, 52, 47]. Naturally the objective of removing a

blockage, or roughness, would be to improve upon the products functionality. However depending

on the products purpose, roughness may become advantageous and the techniques described before

would be unfavorable. Such a purpose is found where surface roughness occurs naturally such as

in nature where its been found to improve its function. In regards to nature, shark scales have

similar geometrical characteristics to that of roughness, and within turbulent flow it is capable of

reducing drag rather than increasing it [10]. Even in terms of flight, birds use natural roughness

within their wings to increase glide performance [8]. In terms of the hydro- and aerodynamic

effects these rough surfaces have other dynamics are also in effect that contribute to drag reduction

other than roughness itself, such as the movement of scales to manipulate the boundary layer [28,

11]. Nevertheless, having a better understanding on the coupled dynamics surface roughness has

within a turbulent system would inspire improved physics models.

In light of this natural phenomenon, roughness produced from AM is still not fully understood.

Studies are conducted to better comprehend the effects of different surface roughness, such as

Garcia’s work [13]. Furthermore according to a study conducted on the utilization of the Laser-

Powered Bed Fusion (L-BPF), concluded that one AM procedure often used for metallic and alloy

materials found roughness’s parameters changing depending on the process in implementing the L-

PBF method [12]. With surface roughness characteristics changing depending on the AM method

used, it becomes taxing developing a numerical method for each individual AM technique and

process. With this mind the ability to conclusively develop a method for the purpose of roughness

modeling regardless of the technique used, becomes ideal.
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1.2 Engineering Application

Within the aerospace industry, AM has steadily changed from being an alternative method to a

more commonly used application for precision tool manufacturing. As it stands, the use of AM

within the the field has increased significantly and has been incorporated through the use of various

internal components [40, 26]. With its versatility and ease of use, AM is beginning to be integrated

to more complex and larger designs as such cooling channels and airfoils within rocket and turbine

engines [22, 20]. Given AM current applications, it becomes reasonable to pursue a complete

understanding of surface roughness.

Current research of surface roughness spans a wide variety of applications. In the context of

thermodynamic-fluid mechanic study, assuming the surfaces to be smooth as traditionally done will

lead to unacceptable approximations for analysis methods including computational fluid dynamics

(CFD). In terms of aerodynamics, roughness has shown to have great effect in its coefficients [9, 4,

3]. As an example within higher viscous fluids, the study done by Kandlikar shows what the effects

of roughness does to pressure drop within a channel [24]. In the study conducted by Tummer [51],

the relation between the Nusselt and Rayleigh numbers deviated within a roughness turbulent flow.

MacDonald [31] also preformed a study similar to Tummer where it was found that in turbulent

flows with roughness, heat transfer will never enter what is known as the ultimate regime effect-

ing the heat transfer process. Lastly, Ortiz-Perez [38] discovered that in immersed tubes the heat

transfer is consequently dependent on the size of the roughness particle so as to averagely in-

crease heat transfer by forty percent when compared to a smooth surface reference. Furthermore,

other previous studies have shown when comparing different roughness configurations to that of

a smooth reference, the friction drag and heat transfer coefficients drastically change [44, 1, 20].

The main issue lies in the principle that the temperature of the surface affects the temperature of

the flow, which then affects the temperature of the surface. All of which is also affected by the
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Figure 1.1: Example of Surface Roughness from Additive Manufacturing Adapted from [7]

current state of the flow (i.e laminar, transitional, turbulent) which is effected, again, by the sur-

face. This becomes an iterative solution that requires an approach that can accurately depict the

convection process involving an interaction between a rough surface and the external flow. Surface

roughness itself presents issues when attempting to account for it during analysis. Roughness may

consist of inconsistent sizes, shapes, and patterns proving to be extremely complex to model nu-

merically like the one shown in Fig. 1.1. Within the context of CFD, modeling such a complicated

geometry becomes highly unfeasible due to both the demand of more knowledge of the roughness

characteristics and extensive increase of computational time. Often times to capture the roughness

characteristics, one must scan the roughness regime such as done in Hanson [16] and Stimpson [48]

which contributes to time and equipment required. Therefore, it is then ideal to model roughness

with a known symmetrical three-dimensional array of roughness elements. The Discrete Element

Roughness Method (DERM) is then such a method, capable of characterizing complex surface

roughness into simplified elements of an array. Within the context of aerodynamics, modeling

roughness has traditionally used the turbulence model [18, 17, 20] to approximate roughness with

an equivalent sand-grain roughness (SGR) approach. Such an approach is a relatively easy addition

4



to CFD codes, and hence, has been the typical approach. By utilizing DERM in conjunction of the

SGR model, it will allow us to determine the effectiveness of DERM in calculating convective heat

transfer as it has been previously shown to effectively model conjugate heat transfer on large-scale

roughness [18, 17, 35, 1, 20]. This large-scale roughness is the ideal condition when referring to

surface roughness from additive manufacturing.
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CHAPTER 2: BACKGROUND

Within the context of numerical engineering, the Discrete Element Method (DEM) was the original

name for DERM due to its numerical methods at solving for small particles. DEM became the

traditional name for any numerical problem involving Lagrangian particles in granular, porous, or

discontinuous mediums. Hence, to avoid confusion and maintain consistency with previous work,

this work refers to DEM as DERM within the context of roughness.

2.1 Discrete Element Roughness Method

The concept that drive DERM were first developed as early as 1936 by Schlichting [42]. Since,

it has been applied by several investigators to the problems found in turbine blades from surface

roughness [35]. Extensive work in DERM has been performed by a handful of investigators includ-

ing: Lewis [29], Taylor [49, 50], McClain [36] and Aupoix [5, 6] among others as well. Aupoix [5]

is responsible for deriving the DERM boundary-layer formulations from a volumetric average ap-

proach rather than a the traditional control volume engineering approach. Taylor on the other hand

completed his work to include the blockage effects and other forms of drag not yet considered [50].

More recently, it has been explored for ice roughness [18, 17, 21, 16] as well as for cooling chan-

nels that are additively manufactured [20]. Surface roughness has even been explored in regimes

of microfluidics such the work conducted by Jing [41], Jia [23], and Schneider [43].

DERM was designed as an alternative approach to the equivalent SGR model by considering

the physical characteristics of the roughness elements and improving on the heat transfer pre-

dictions [35, 21, 29]. The principle of DERM is a decomposition of the wall friction drag and heat

transfer components due to the presence of roughness and any smooth flat surface (i.e subsurface)
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between these roughness elements [18, 36]. This allows for the approach, briefly mentioned above,

of replacing a real complex unknown and unpredictable surface roughness with that of known dis-

crete symmetrical elements. Thus, reducing computational time and and increasing the accuracy

of the convective heat transfer results. These results are calculated through empirical correlations

of DERM as functions of the known roughness element geometry and local condition of the flow.

The momentum and heat transfer correlations which make up part of these empirical correlations

are then in need of closer inspection for validation purposes.

Some of the underlying correlations specifically aim to provide closure for the drag coefficient,

Cd = FD/(1/2ρV 2d), and the Reynolds number, Re = ρV d/µ . These parameters are critical to

determine the momentum losses from roughness which then also effect the heat transfer effects.

2.2 Source Terms

It is important to provide an overview of DERM and how it incorporates the previously mentioned

parameters. The essence of DERM involves the simplification of complex roughness geometry

with discrete symmetrical elements, which is then approximated using volumetric source terms in

the same region that would mimic the effects of the physical roughness element. Fig. 2.1, shows

an illustration of a real complex roughness (left) being physically replaced by discrete elements.

Figure 2.1: Simplification of Complex Roughness Geometry with Discrete Symmetrical Elements
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From Fig. 2.1, DERM then models the surface roughness (right) using source terms in conjunction

with the mass, momentum, and energy conservation equations for thermo-fluid problems and is

replaced by a DERM region as shown in Fig. 2.2. With this goal in mind, DERM is capable of

modeling roughness without the need to explicitly model the physical surface roughness.

Figure 2.2: Discrete Symmetrical Elements to DERM

A complete derivation of the DERM source equations is provided in Appendix A via a volume-

averaging approach. Within these source terms, the correlations (to be validated in this work) are

effort terms that are foundational to DERM. These correlations used as an application of DERM,

are considered to be a natural way to incorporate as many of the geometric characteristics of the

real roughness as necessary to fully describe the roughness element properties from its interaction

with any fluid [16]. The DERM flow equations with source terms representing roughness are

presented below (in index notation) for:

Conservation of Mass:

∂ρ

∂ t
+

∂ρui

∂xi
=−

1

β
ρu

∂β

∂xi
(2.1)
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Conservation of Momentum:

∂ (ρui)

∂ t
+

∂

∂x j
(ρuiu j +Pδi j +

2

3
ρkδi j −2(µ +µt)δi j +

2

3
(µ +µt)

∂uk

∂xk

δi j) =

1

β
f

p
i −

1

β
(ρuiu j +Pδi j +

2

3
ρkδi j −2(µ +µt)δi j +

2

3
(µ +µt)

∂uk

∂xk

δi j)
∂β

∂x j

(2.2)

Conservation of Energy:

∂ρeo

∂ t
+

∂

∂x j
(ρu jh+(µ +

µ

σk

)
∂k

∂x j
− (

cpµ

Pr
+

µtcp

Prt
)

∂T

∂x j
−2ui(µ +µt)Si j

+
2

3
(µ +µt)u j

∂uk

∂xk

+
2

3
u jρk) =

1

β
f

p
i ui +

1

β
f

q
i −

1

β
(ρu jh+(µ +

µ

σk

)
∂k

∂x j

−(
cpµ

Pr
+

µtcp

Prt
)

∂T

∂x j
−2ui(µ +µt)Si j +

2

3
(µ +µt)u j

∂uk

∂xk

+
2

3
u jρk)

∂β

∂x j

(2.3)

The left-hand side (LHS) of Eqs. (2.1-2.3) represent the standard mass, momentum, and energy

laws, respectively, of which form the bases of most CFD frameworks. These equations include:

spatial and temporal variables such as distance, velocity, and time; fluid variable properties being

viscosity, density, and viscous stress tensor; Thermal-fluid properties such as thermal conductivity,

Prandtls number, specific heat, temperature and energy. The right-hand side (RHS), however,

includes the corrections that represent the source terms relevant to DERM. These corrections are

made up of the previously discussed fundamental variables in addition to void fraction, drag effort

term, and heat transfer effort term.
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Figure 2.3: Control Volume Application of DERM Source Terms.

As a description of the application of the source terms previously described, refer to Fig. 2.3. In

this figure, the dotted blue lines are a representation of one control volume being taken of the

surface roughness. These control volumes are applied in intervals through out the height of the

elements where DERM region (right) becomes an approximate replica of the original (left) control

volumes.

Figure 2.4: View of Control Volume From Fig. 2.3

The control volumes, which can be seen by Fig. 2.4 can be thought of an exact measurement of

the roughness (left), where your Navier-Stokes equations (see by the LHS of Eqs. (2.1-2.3)) can

be applied. Followed by a simplification and approximation through simplified elements (middle)

where then the correction terms in the RHS of Eqs. (2.1-2.3) are applied to mimic the effects of

the simplified elements but without the physical requirement of them such as in a CFD cell (right).

The purpose of the simplification of the elements, can be seen by a further inspection of Eqs. (2.2-
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2.3). Within these source terms which are implemented in the DERM region (right), includes effort

terms f
p
i and f

q
i which are vital and need of evaluation.

In addition, it is also mentioned that Eqs. (2.1-2.3) are in non-conservative form. This is due

to involving the void fraction β , in which allows for the application of a CFD solver without

added steps in-between. Through this approach, these correlations can be measured away from

the roughness element where β is zero, down to the sub-surface where it is at maximum. The

consequences of the use of a non-conservative evaluation is not considered and beyond the scope

of the current application of DERM.

2.3 Effort Terms

The “effort” terms found in the DERM conservation equations, f
p
i and f

q
i , represent the drag

and convective heat transfer (CHT), respectively [18]. Consider the middle of image of Fig. 2.3,

these terms are representative of a single computational cell such as the control volume, which

may complicate their computations but their volumetric values may be approximated via empiri-

cal correlations given previous experimental data. These terms take a geometrical approximation

approach taken from a control volume; where if the computation cells within the CFD can be

considered short and wide then they may be represented by simple cylinders.
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Figure 2.5: Approximation of Cone-based Roughness Element (Orange) Using Stacked Cylinders

(Red)

The illustration shown by fig. 2.5 represents an example of the DERM cylindrical stacking geo-

metric approximation within its source terms derived from multiple control volumes. It is from this

illustration that it gives reason for the investigation of the correlation-effort terms. Near the sub-

surface DERM can approximate the cone with great accuracy, but visually this accuracy appears

to decrease as it cannot maintain similar geometric features as it reaches the top of the element.

From this it can then be theorize that depending on the roughness element, the inaccuracy given

from the cylindrical approximation may increase.

The volumetric integral of these effort terms are then given below:

∫∫∫

V
f

p
i dV = 2ui

µ

πa2
β (1−β )ReaCd (2.4)

∫∫∫

V
f

q
i dV = 4

k f

a2
β (1−β )(Tr −Tf )Nud (2.5)
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Where Cd is the drag coefficient and Nud is the Nusselt number for each element roughness. To

stay consistent with previous DERM literature, the correlations for given by Eqs. 2.6 and 2.7 are

to be use to solve for Cd and Nud of which are the most common given by McClain [36].

Cd =











(
Rea

1000
)−0.125 if Rea < 6x104,

0.6 Otherwise.











(2.6)

Nud =











1.7Re0.49
a Pr0.4 if Rea < 137764,

0.0605Re0.84
a Pr0.4 Otherwise.











(2.7)

The roughness Reynolds number used is defined as a function of local roughness diameter and

local flow speed, Rea =
ρVa

µ . In the context of DERM, variable a is the local roughness parameter

and will be referred to as local a within this paper. A description on the methodology used to

evaluate local a is explain in section 3.1.2.

These correlations can then be applied and validated in terms of the roughness element height

through its void fraction β . The methodology behind the validation of these effort terms is ex-

plained in detailed in section 3.

2.4 Overview of Approach

In this study the f
p
i and the f

q
i terms are to be studied for validation along with the Cd (drag

coefficient), Re (Reynolds number), and Nud (Nusslet number) given by the literature. These

correlations in DERM contain a handful of assumptions of which will be accounted for.

The main assumption within DERM is that its flow must travel parallel to the subsurface and

normal to the vertical axes of the element. Due to DERM being applicable within the boundary
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layer, these are reasonable assumptions. This assumption does break down at stagnation points

anywhere in the DERM region. Also, DERM makes the assumption of an ideal incompressible

flow. This is not a consequence of utilizing DERM, rather the empirical correlations for Cd and

Nud are only valid under low-mach number subsonic regimes; where compressibility effects may

be ignored. Taking into account roughness within supersonic regimes using DERM is beyond the

scope of this paper

In this approach, a sub-grid scale model of the roughness is used in order to characterize the flow

and its heat transfer properties. In order to correctly scale the roughness, the only component

needed is an equivalent SGR height parameter of the roughness since its shape and pattern may be

simplified to a known geometry adapted from an AM technique used [18, 12].

In this paper, four separate three-dimensional geometries are used as equivalent surface rough-

ness shape to better understand the mechanics of the flow respective to its convective heat transfer.

These elements consist of known geometries such as a cone, hemisphere, concave-cone, and a

partial-sphere. By defining the empirical correlations with source terms, the effort terms respec-

tive to momentum and energy will become available for validation. These effort terms can then

be approximated which avoids the requirement to define a complex geometry from a real surface

roughness. The geometric properties needed will be extrapolated from an experimental study ad-

ditionally to being evaluated from the same study to be further use as validation of the CFD model

used and avoid the need to experimentally extract the data [34]. Using STAR-CCM+ CFD as the

solver, case studies of three different pressure drops in both steady and unsteady models are pre-

formed. Furthermore, validating cases of two roughness elements will be constructed to compare

to Mart’s experimental data utilizing a steady state model and two unsteady state models. These

cases consist of five free stream velocities for each element which can be further broken down to

two categories; a drag study and heat transfer coefficient (HTC) study. Note only a steady state

model is used to for the HTC validation study. The breakdown of cases can be shown in Tab. 2.1.
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Table 2.1: Number of Cases Per Model

Elements Pressure Drop Drag Validated HTC Validated Total

Cone 3 5 5 13

Hemisphere 3 5 5 13

Concave 3 0 0 3

Sphere 3 0 0 3

Total 12 10 10 32

Thus, data from these twenty-four pressure drop cases, thirty velocity-drag measuring cases, and

ten velocity-heat transfer measuring validated cases will be extracted from the CFD solutions and

implemented to the correlations. A breakdown between roughness element to model utilized is

constructed in section (3.2.4). The predictions given from the correlations will then be compared

to that of its respective CFD solution for validation.
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CHAPTER 3: METHODOLOGY

This chapter aims to provide a detailed explanation of the techniques used for the validation of

this work. The chapter begins with a description of how this thesis came to arrive at choosing

the roughness elements studied. A section entirely dedicated to the computational fluid dynamic

(CFD) modeling is given to provide insight to the models chosen. Followed by a section on the

grid-sizing practice used and its importance. The chapter ends with the elucidation of data extrac-

tion for implementation to the terms in question.

3.1 Roughness Elements

3.1.1 Characterization of Element Geometry

The main objective of this paper is to provide a validation study depicting of the discrepancies

given from the drag (momentum) effort term. With this in mind, a roughness geometry would

be needed to begin deriving the roughness parameter to solve for the SGR. Normally, obtaining

the parameters required would involve optical measurements of the surface. However, to develop

such a process would require extensive approaches such as solved by Hanson [20] and Adams [2];

which is beyond the scope of this paper. Therefore, the roughness height can be extrapolated from

published data where the SGR has already been defined from such a process.

The surface roughness will be defined using Mart [34] data as a single cell roughness element.

These single cell elements are composed of four different geometries being a cone, hemisphere, a

cone with side walls concave in (referred in this paper as concave) and a partial-sphere (referred

as sphere) where one-eighth of its diameter rests below the subsurface. Note the most recent work

done on the DERM correlations only applied hemispheres as a roughness element [53]. The previ-
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ous work can then considered preliminary results of this paper on the hemisphere element and this

paper is then an improvement of the methodology and results of the previous work.

Figure 3.1: Roughness Elements: Cone, Hemisphere, Concave, and Sphere (Not Drawn to Scale)

The cone element was chosen due to one being one of the main elements in Mart’s work which can

be used to be validated with Mart’s experimental data [34]. The hemisphere and concave elements

were chosen as being derivatives of the cone, such that they are additive and subtractive areas of

the cone. This idea can be seen as an illustration of the elements by Fig. 3.1; where A1 = A2 = A

so as the cone being the base element, and can become a hemisphere or concave if you were to

add or subtract area 2A, respectively. This is done to add some consistency to the elements in

regards to the inconsistency of real roughness. Additionally the hemisphere was also included in

Mart’s experimental work and thus will also be validated. The sphere element was added in as a

case study of how typical real roughness may be shaped as. The unique factor of this element in

comparison to that of the other elements, is of the increasing diameter followed by a decrease, an

important parameter discussed in greater detail in the following subsection.

This work intends to maintain consistency between the data extracted from Mart and the previous
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work on the hemisphere, however the importance of the element dimensions must be addressed.

Due to relationship between the cone, hemisphere and concave it becomes relatively easy to define

the maximum height as halve of the maximum diameter for each element such that they are all

equal in height to one another. In terms of numerical modeling where the sphere element dimen-

sions must be defined, it cannot share the same dimensions as the cone, hemisphere, nor concave

elements. This is due to the geometrical law of spheres where the height is the maximum diameter

and so if 7
8

of the diameter where to be above the subsurface then it would be 3
8

taller than the rest

of elements. Vice-versa, if we were to maintain equal height to the other elements by reducing

the the maximum diameter of only the sphere then modeling wise, we arrive at a disproportionate

local diameter in comparison to the other elements. Given the importance of the parameter local a,

further discussed below, it was decided that the maximum diameter should remain consistent with

the other elements and the height to be adjusted by other means further explained in section 3.4.2.

3.1.2 Roughness Local Diameter

The local a roughness diameter is one of the key prominent parameters within this paper. Its

involvement remains in the effort term, Reynolds number and coefficient of drag; two parameters

found within the effort term f
p
i . Given local a changes with height, it can be interchangeable with

∆a. Readjusting Eq. 2.4 to Eq. 3.1

∫∫∫

V
f

p
i dV = Drag = 2ui

µ

π∆a2
β (1−β )ReaCd (3.1)

Where ∆a can be considered the spacing distance within a computation cell. As such, f
p
i can

be considered a second order function of ∆a where it reaches its minimum at the subsurface and

maximum height; this idea is to be expanded on in section. This is discussed to highlight the
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importance of local a.

Given the local a being critical to the evaluation of the drag term, functions were developed to

obtain an accurate local a. These functions and each elements respective maximum diameter are

shown in Tab. 3.1.

Table 3.1: Roughness Element Local Diameter

Roughness Element Max Height (mm) Local Diameter a (mm)

Cone 4.765 2(R− y)

Hemisphere 4.765 2
√

R2 − y2

Concave 4.765 2(R−
√

R2 − (R− y)2)

Sphere 8.339 2
√

R2 − (z− y)2

The functions given in Tab. 3.1 use new variables: R, z, and y not yet defined. If we define R to be

the radius of the maximum diameter given the relation introduced in section 3.1.1, then R = max

height. Variable z is specific to only the sphere given its unique dimensions relative to the other

elements. z is then defined as the height of the subsurface to the center point of the sphere being

z = 3
8
D, where D is the maximum diameter. Finally, variable y is the height measured from the

subsurface chosen by the author at each point where the effort term is to be evaluated.

These single cell elements are then implemented in a CFD under boundary conditions replicating

that of the Mart data. Further geometric parameters that been used by previous studies utilizing

DERM such as rugosity, space distancing between elements, and surface areas [18] are considered

negligible in this study due the boundary conditions of the CFD. More details will be given in the
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subsequent section.

3.2 Computational Fluid Dynamic Modeling

3.2.1 Description of General Solver

The present work utilized the commercial software STAR-CCM+ as the CFD software used to

compute the flow around the roughness elements. STAR-CCM+ has a copious of flow solvers,

temporal spacings, coupling methods and more, however only the models and methods used are

described in this paper. As such for case study, two distinct flow solver models were used: the

RANS and LES models both to be expanded upon in sections 3.2.2 - 3.2.3 in conjunction with the

general thermo-fluid solver described below.

Figure 3.2: Single Cell Roughness Element
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Principally, DERM is used within a CFD such as STAR-CCM+ by utilizing the DERM Eqs. 2.1-2.3

as source terms to evaluate the predictive physics of roughness. This papers focus is on the errors

of these source equations which stem from the effort terms. Rather than the DERM equations

previously described being input as the source terms creating what is known as the DERM Region

in Fig. 2.2, the roughness is directly resolved for illustrated in Fig. 2.2 as Simplified Elements.

Consider Fig. 3.2, where the cone element is illustratively broken up by DERM’s method of cylin-

drical stacking. This paper then will then use a CFD to resolve for the cone element (orange) while

DERM resolves for each cylinder (red). Hence, the core CFD model solves the governing fluid

dynamics equations using numerical solutions with a segregated solver. These equations appear in

the form of conservation of mass Eq. 3.2, conservation of momentum Eq. 3.3, and conservation of

energy Eq. 3.5 in three-dimensional space:

∂

∂ t
(ρ)+∆ · (ρV ) = 0 (3.2)

where ρ and V , represent density and vector velocity, respectively.

∂

∂ t
(ρV )+∆ · (ρV ⊗V ) =−∆ · (PI)+Fb +∆τ (3.3)

If we define σ =−PI + τ . Where the right-hand side of Eq. 3.3 becomes Eq. 3.4.

∂

∂ t
(ρV )+∆ · (ρV ⊗V ) = ∆ ·σ +Fb (3.4)

Then in consideration of the conservation of angular momentum such as in resolving for eddies,
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σ = σT .

∂

∂ t
(ρE)+∆ · (ρEV ) = Fb ·V +∆ · (V ·σ)−∆ ·q+SE (3.5)

Where E is total energy, q is heat flux, and SE is an energy source per unit volume.

The viscous-stress tensor is notated by τ given by:

τ = 2µD−
2

3
µ(∆ ·V )I (3.6)

Where D is known as the rate of deformation tensor shown by Eq. 3.7.

D =
1

2
(∆V +(∆V )T ) (3.7)

The viscous-stress tensor in terms of DERM given a parrallel flow assumption can be expressed

as:

τi j = αq[µm(
∂Vi

∂x j
+

∂V j

∂xi
)+(λq −

2

3
µm)

∂Vi

∂xi
δi j] (3.8)

where µm is the modeled viscosity. The modeled viscosity is represented as

µm = µlam +µturb (3.9)

Here, µlam is the laminar fluid viscosity and µturb is the turbulent viscosity, which is a modeled

“eddy viscosity” that approximates sub-grid-scale, turbulent fluctuations further elaborated in sec-
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tion 3.2.2.

P =
ρ

RT
(3.10)

The ideal gas law (shown in Eq. 3.10) was chosen as the relation between energy and momentum

laws, where R = Ru

M
and M is the molecular weight of the gas and Ru being the universal gas

constant. Due to the Mach number of the flow not surpassing 0.3 in either flow solver model, then

compressibility effects can be neglected. While STAR-CCM+ has the capability of solving for

more complex real gas models such as Peng-Robinson, Van der Waals, or Redlich-Kwong, these

models are used under particular conditions which are not explored in this paper.

3.2.2 Reynolds-Averaged Navier-Stokes (RANS) Model

As the steady-state case the author selected the Reynolds-Averaged Navier Stokes or RANS model

as the flow solver. This is due to the large number of turbulence models made available with great

results. As such in order to obtain the RANS equations of state each solution variable is notated

as φ , being Navier-Stokes Eq. 3.3 which is decomposed into is averaged value φ and a fluctuating

component φ
′
:

φ = φ +φ
′

(3.11)

From these solution variables we then arrive at Navier-Stokes in terms of mean quantities.

∂

∂ t
(ρV )+∆ · (ρV ⊗V ) =−∆ · (PI)+Fb +∆(τ + τRANS) (3.12)

∂

∂ t
(ρE)+∆ · (ρEV ) = Fb ·V −∆ ·PV −∆ ·q+∆(τ + τRANS)V (3.13)
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These new equations are practically the same with respect to the Navier-Stokes with the exception

of the added term τRANS. Then the new term is define as:

τRANS =−ρ

















u
′
u
′

u
′
ν

′
u
′
w

′

u
′
ν

′
ν

′
ν

′
ν

′
u
′

w
′
u
′

ν
′
w

′
w

′
w

′

















+
2

3
ρkI (3.14)

Where k is the turbulent kinetic energy. In this model form, the RANS viscous-stress tensor show

by Eq. 3.14 is not yet able to be solved. STAR-CCM+ then allows different approaches to pro-

vide closer to the governing RANS equations above. Given the problem attempting to be model

through Eq. 3.14, the eddy-viscosity model makes it possible to model a stress tensor with mean

quantities.The construction of a turbulent eddy viscosity µt is the key relation to solve Eq. 3.14.

So then the viscous-stress tensor can also be related through Eq. 3.15

τRANS = 2µtS−
2

3
(µt∆ ·V )I (3.15)

where S is the mean strain rate tensor given by:

S =
1

2
(∆V +∆V

T
) (3.16)

In order to close of the energy relation which resolves for the heat conjugation the mean heat flux

q must be defined; as it controls the RANS turbulent heat transfer preformed briefly in this work.
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The mean heat flux is assumed to be proportional to the turbulent eddy viscosity as:

q =−(k+
µtCp

Prt
)∆T (3.17)

Where µt is the turbulent eddy viscosity. Eq. 3.17 has been proven to fail when the buoyancy

forces are dominant such as near wall locations. This approximation is replaced by model Eq. 3.18

in such cases.

q =−k∆T −ρCpvθ (3.18)

The turbulent heat flux vθ can be algebraically defined as:

vθ =−Ctu0

k

ε
(Ctu1

R∆T +Ctu2∆v · vθ +Ctu3
βθ 2g)+Ctu4

A · vθ (3.19)

The unknown variables Ctu0
,Ctu1

,Ctu2
,Ctu3

,Ctu4
are model coefficients are system dependent. The

temperature variance θ 2 is computed solving an additional transport equation by Eq. 3.20

∂

∂ t
(ρθ 2)+∆ · (ρθ 2v) = ∆ · [(µ +

µt

σθ 2

)∆θ 2]+Gθ −ρεθ (3.20)

The model then will be subjected to a turbulence model for consistency as previous works have

implemented a turbulence model [18, 17, 44, 34, 21, 53]. The governing equations of RANS

(Eq. 3.12-3.14) along with the eddy viscosity model (Eq. 3.15), implement the turbulence model

Spalart Allmaras [45]. Note the relations given above may be used for both steady and unsteady

RANS models. In either case, each solution would be averaged however in the steady case the time
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component would cancel out.

3.2.3 Eddy-Resolving Simulations (LES)

Large Eddy Simulation or LES is a transient-exclusive method in which the large length-scales

of turbulence are directly solved for within the domain. As it stands, there has yet to be a study

of the momentum term with an unsteady state model. Due to the turbulent flow and the expected

eddies to be formed, a Large Eddy Simulation (LES) model deems to be the more appropriate

model for complex geometries and conjugate heat transfer [37, 30]. Opposite to RANS where

an average approach is taken, LES is solved for by the solution variable σ imposed being spatial

filtered. Implementing a decomposed solution variable to the Navier-Stokes equations, we arrive at

an identical form of the RANS conservation equations (Eq. 3.12-3.13). However, the stress tensor

given by τRANS becomes τSGS where Ṽ is the filtered velocity.

τSGS = 2µtS−
2

3
(µt∆ ·Ṽ )I (3.21)

Although an LES model is known for its increased computational time, it is usually used for models

aiming to identify high complexity turbulence structure or where RANS models do not accurately

capture turbulent flow. Therefore an approach capable of using both models becomes the best fit

for both computationally efficient and accuracy. A model competent of such a feat is the Detached

Eddy Simulation (DES) [46]. The DES model is capable of switching between the RANS and LES

models depending on the flow on region. It is setup such that if the region contains irrotational flow

then a base RANS model is used. However if the grid-size within the area is refine enough, then

the LES numerics would take over. The method of which the DES model defines a refined enough

grid is through the measurement of a length scale, depended even further on turbulent model.
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As done for the steady-state model in section 3.2.2, the Spalart-Allmaras will also be the turbulence

model implemented along with LES. Solved for naturally by STAR-CCM+ within Spalart-Allmars

modeling, the following transitional function solves for the turbulent length scale.

llengthscale =
1

2
(1− fv2)

√

τ
µt

ρCµ
(3.22)

With the introduction of time, unlike the previous RANS model, a turbulent time scale t is also

accounted for by:

ttimescale = (1− fv2)min(
2

S̃
,
ρkd2

µt
) (3.23)

Where fv2 is a damping function model variant native to Spalart-Allmars. Here fv2 may be defined

as

1−
χ

1+χ fv1
(3.24)

Where χ = Ṽ
V

r and fv1 is also another model variant seen in Eq. 3.25.

χ3

χ3 +C3
v1

(3.25)

Therefore, an LES model would be used only where using a RANS model would not be favorable

proving DES to be the best fit. Note, throughout this paper this method is referred to LES because

its LES turbulent modeling that introduces the difference between DES and RANS. Additionally,

an important note to further distinct RANS, LES, and the hybrid RANS/LES (DES) is that within

the boundary layer regardless of mesh or lengthscale the RANS model is normally used for the

hybrid (DES). This model also offers a turbulent heat transfer relations, however this study does

not conduct a heat transfer study beyond a steady-state RANS.
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3.2.4 Boundary Conditions

In conjunction with the modeling techniques described earlier, the boundary conditions prescribed

in STAR-CCM+ is another key aspect to running a functioning model. Similarly to the experiments

ran by Mart where arrays of roughness elements were constructed to reach a developed flow, this

paper attempts the same approach through a CFD.

The typical approach in a CFD to replicate experimental data, is to replicate the the experiment it-

self by constructing it via a CAD modeler and adapting it to the CFD similar to Hanson’s work [18].

Constructing a CAD model of different roughness elements like the ones chosen for this study is

trivial and can be done so with ease. However, the advantages of solving for the flow compu-

tationally allows us to create a near infinite amount of arrays or a number proportional to Marts

experiment, to reach a fully-developed flow without worrying about the physical requirements. In

either case, it becomes computationally expensive giving the mesh requirements in order to run the

physics model (section 3.2.2-3.2.3) for an extensive amount of roughness elements.

As such, utilizing STAR-CCM+ fully-developed interface condition between the inlet and out-

let of the domain becomes ideal. Instead of explicitly modeling numerous elements, the fully-

developed condition allows for the solution of a single element as if it were within an array similar

to Mart’s [34]. This boundary condition only allows for the construction of a single array. In or-

der to construct a model following Mart’s experimental set-up, a symmetry plane with a periodic

boundary condition is constructed on the side walls. Fig 3.3 illustrates the idea described above.
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Figure 3.3: Boundary Condition for Single Cell Roughness

In the Fig. 3.3, the box can be considered the domain. Where the blue and yellow planes repre-

sent the inlet and outlet boundary conditions, respectively. STAR-CCM+ fully-developed interface

conditions is then implemented by creating an interface model within the model region between the

inlet and outlet conditions. This new interface then allows for a recycled flow between the bound-

aries meaning, flow from the outlet is then reinserted into the inlet and done so iteratively until a

fully-developed flow is met (flow profiles no longer change). This condition is met by prescribing
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the pressure drop allowed between the planes, permitting for different cases to be studied. Simi-

larly the green planes, adjacent to the inlet and outlet boundaries, represent the symmetry planes

with a periodic boundary conditions. These symmetry planes then mimic the effects of the flow

within the domain (the box) as if there were an exact replica of this box (domain) conjoined to the

symmetry plane. Note the fully-developed conditions allows the use of mass flow as an alternative

to a pressure drop condition. The mass flow condition is used to specify the free-stream velocity

for the validation cases. This difference of conditions in a fully-developed condition is briefly an-

alyzed when comparing the twenty-four cases (pressure drop conditioned) to the ten velocity-drag

measuring cases experimentally validated (mass flow conditioned) but is not the main aspect of

this paper.

Figure 3.4: Fully-Developed Interface Condition

Finally, in order for certain parameters such as rugosity, space distancing between elements, and

surface areas to be considered negligible, the model had to implement the coupled boundary condi-
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tions that will allow for such an assumption. A fully developed flow with periodic boundary condi-

tions allow for the model to be in a condition where its presumed to be modeling within thousands

of other elements, without explicitly modeling other elements as described earlier. Fig. 3.4 shows

an illustration of what was previously described for visualization of the CFD-solved turbulence

with the interface and boundary conditions. The element within the black outlined is the single

and only element prescribed to the boundary conditions shown in Fig 3.3 and explicitly solved for.

In terms of the conjugate heat transfer study also preformed, a fixed temperature was prescribed

at the interface between the fluid and solid boundary domains. This would essentially keep the

roughness element (solid domain) at a single constant temperature while solving for the fluid tem-

perature and thermal boundary layer. These heat transfer boundary conditions are in accordance to

Mart’s experimental set up. The CFD would then solve for the heat transfer coefficient (HTC) for

comparison to the experimental values found by Mart’s.

Table 3.2: STAR-CCM+ Modeling

Case Type Steady-RANS Unsteady-RANS Unsteady-LES

Pressure Drop Yes No Yes

Drag Validated Yes Yes Yes

HTC Validated Yes No No

Within STAR-CCM+ this box is constructed via the CAD modeler, imposed the physics models

described in sections (3.2.1-3.2.3) and outline in Tab. 3.2, and prescribed the boundary conditions

followed by a mesh development.
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3.3 Mesh Techniques

3.3.1 Mesh Models

While the physics and boundary conditions are what defines this study of roughness elements, the

mesh techniques used determines the accuracy and convergence of the solution found from the

model described above. Gives reason to leave a description of the mesh modeling used as its own

individual section. The following is a description of the trimmer and polyhedral mesh techniques

explored with reasoning for their respective application.

Overall the each mesh technique utilized a base cell mesh size of 1e−3m throughout the whole

domain. With further refinement by a specification of cell size within a certain volume, this volume

would consist of much more densely packed cells and would be within the areas of interest where

the flow matters most. This is found immediately above the max height of the element, streamwise

and spanwise of the domain.

The trimmer mesh was first chosen due to its simplicity and capability of handling a multitude

of scenarios. However, this mesh was especially complicated at capturing the corners and edges

of the cone and concave elements. This is due to the trimmer mesh nature of being a tetrahedral

(box-like shape) being less capable to completely define curve features. A solution provided for

this dilemma was implementing a further refinement of a more specific volume around the tip, as

displayed by Fig 3.5 where if small enough, a trimmer can capture edges with accuracy.

The polyhedral mesh was considered for use as it was the best-known practice for conjugate heat

transfer. In comparison to the trimmer mesh, it was superior at defining the sharp corners and

edges from the cone and concave elements without the need to create another volumetric mesh for

further refinement. From this stand alone point, the polyhedral mesh deemed to be the best choice.
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(a) CONCAVE ELEMENT VIEW OF TIP (b) VOLUMETRIC MESH

Figure 3.5: Close-up View of Tip Refinement

Upon refining the specified volume mesh to 1e−4 as part of a mesh convergence study, it was found

that both the polyhedral and the trimmer mesh needed equally mesh refinement volumes in order

to reach a converging solution. Upon which the trimmer mesh would be able to capture the prob-

lematic areas that could not before, essentially turning the additional refinement (displayed earlier

by Fig.3.5) as redundant and obsolete. As such was the circumstance, it was taken into considera-

tion that the trimmer mesh technique required less computational memory for the same amount of

cells to that of polyhedral; per 1 million cells 1 GB of memory is required for a polyhedral mesh

as opposed to a trimmer only requiring half of that amount [14]. Furthermore, a study preformed

by Karakas [25] concluded a trimmer based mesh would give similar results to an aerodynamic

problem as that of a polyhedral mesh.

This study has focus on experimental validated computations as well as other cases constructed. As

an emphasis in studying the momentum aspect of DERM was given to twenty-four cases, it was not

deemed necessary to increase computational time for negligible differences in results thus reducing

computational time where possible. In terms of the other ten cases being used as validation towards
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the model, the polyhedral mesh was used. This was due to the inclusion of a heat conjugate study

not found in the other twenty-four cases. The difference in results in the momentum equations

between the different mesh techniques are considered negligible. Utilizing a trimmer with the

addition of a solid domain would increase the mesh cell count beyond the polyhedral to the point

where the benefits no longer exist. Therefore a trimmer is beneficial for a momentum only study,

however with an addition of energy the polyhedral mesh is superior. An extended explanation

along with a full description of the mesh convergence study is given by section (3.5.1). The same

mesh size was used as described above with further refinement of the prism-layer mesh which is

expanded on in section (3.3.2).

3.3.2 Wall Y+

The Wall Y+ has become the standard of evaluating the mesh techniques used in its capability to

capture the boundary layer, heat transfer, and other near-wall dynamics. The correct usage of the

wall Y+ is depended on viscous forces and mesh at the near wall. Generally Y+ can be calculated

through Eq. 3.26 however its value should generally be kept at Y+ < 1 for an accurate capture of

the viscous sublayer and at Y+ < 0.1 for heat transfer development [33].

Y+ =
yρu∗

µ
(3.26)

As such, the implementation of a prism-layer technique is to ensure development of a low wall Y+

value. Its values are as follows:

The momentum domain which modeled the twenty-four cases utilized a prism-layer thickness of

0.08 mm with 13 prism-layers in total and a stretching factor of 1.3. This allowed for wall Y+

value along the streamwise direction of below 1. This can be seen through a compilation of data
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points from each roughness element by Fig. 3.6 represented below.

Figure 3.6: Wall Y+ in the Streamwise Direction of Momentum Study Cases.

For the remaining ten cases which consist of the hemisphere and cone elements used for model

validation, a more refine near-wall mesh was used. The prism-layers was increased to 18 and

stretching factor reduced to 1.2. This refinement was due to the inclusion of a heat transfer model.

As before Fig. 3.7 represents a compilation of all elements within this study, in this case being the

hemisphere and cone elements. It is important to note the difference in Wall Y+ values between

the twenty-four cases and the experimentally validated cases in which both resolve for drag. Prior

to conducting the HTC cases with the Wall Y+ as shown in Fig. 3.7, a separate simulation was

conducted resolving for only momentum leaving out energy with a Wall Y+ similar to the ones

shown in Fig. 3.6. The difference in drag computations between the two domains were negligible,

but ultimately the data was extracted and presented is from the refined Wall Y+.
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Figure 3.7: Wall Y+ in the Streamwise Direction of Validation Study Cases.

3.4 Evaluation of Terms

In this thesis, two different values are being resolved for and compared. One value being the direct

solution provided by the CFD and the other being evaluated by the DERM effort-terms. Four dif-

ferent roughness elements being evaluated for each respective model at three pressure drop cases

and the five free-stream velocity cases which measure and validate drag and heat transfer exper-

imental data. For each of these cases the CFD and DERM are evaluated at forty-eight different

elevations beginning from the subsurface up to maximum height of the elements. At each of those

heights data is extracted and studied. While each case outputs a different value, its significance

and necessity are to show if there is a trend to the divergence of the correlations compared to the

CFD based on height. The difference in values between the RANS and LES models will also be

analyzed similar to that of work done by Hanson [19, 16]. From the models built, the physics
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described in sections (3.2.1-3.2.3) would be solved for and output for retrieval. However, while

the information exists within the CFD, it is not necessarily a straight forward simplified command

in order to retrieve it, therefore the following subsections described the methods at extracting the

data required.

3.4.1 Direct CFD Term Evaluation

In all cases and models previously described, the CFD computed would natively solve for drag and

heat transfer for comparison to the DERM effort-terms.

In order to retrieve the CFD prediction of drag, two one-dimensional line probes are incorporated

within the CFD to extract the total pressure values. As the domain consists of a fully-developed

condition, the accuracy of the probes will change depending on its location. Initially it was as-

sumed the best placement would be the inlet and outlet boundary conditions. However because

of the interface between the inlet and outlet, illustrated in Fig. 3.3, the total pressure at the outlet

would technically be equivalent to the total pressure at the inlet. Due to this when the values were

extracted at this position the difference would be less than 1× 10−5 or what can constitute as a

residual. As that was the case it was realized the best values would then appeared immediately in

front and behind the roughness element as the inlet total pressure and outlet total pressure respec-

tively. These probes were placed at forty-eight different heights at increments of ∆y as show by

Fig. 3.8, and the pressure values would be extracted and exported to an Excel file. Keep in mind in

the figure below only six line probes are shown as demonstration, ninety-six line probes were used

in total.
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Figure 3.8: Line Probe Extraction

Dragc f d(y) = Dragin(y)−Dragout(y) (3.27)

These extracted values would give the total pressure at a different placements, spanwise of the

domain and perpendicular to the define height value y (refer back to section 3.1.2). With the use

of Eq. 3.27, where Dragin and Dragout are total pressure at the inlet and total pressure at the outlet

respectively, we are able to obtain the drag at each height y. However, due to the line probes

extracting values at different location along a single line and not a single scalar value to be easily

computed via Eq. 3.27 another method is needed to evaluate the probes. These probes would then

be solved by a line integral method at varying heights equal to that of the velocity profile two-

dimensional plane, explained further in the following section. Given the data consists of pressure

values at their respective x-y-z coordinates, a typical line integral of a curve approach would not
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be suited. Therefore the use of a summation of points as displayed by Eq. 3.28 is preferred.

∫

c
f (x,y)ds = lim

n→∞

n

∑
i=1

f (x∗i ,y
∗
i )∆si (3.28)

Here f (x∗i ,y
∗
i ) is the pressure value at the x and y coordinates, and ∆si is the distance between

those coordinates. In the context of this work, the line probe extracts values such as P(x,y) where

P function is pressure and P(x,y) = f (x∗i ,y
∗
i ). So as a result, upon implementing the Eq. 3.28 on

the data extracted at inlet and out boundaries for each height y, then we are able to use Eq. 3.27.

Contrary to the drag method previously described, the extraction for the convective heat transfer

resolved CFD was not as complex. In the context of a CFD, each individual cell would inherently

retain a different value of its adjacent value at the surface of the roughness element. DERM re-

solves for the total convective heat transfer of the approximated cylindrical cell as single value. In

comparison to its CFD directly evaluated element, this same area the cylinder would fill, would

contain millions if not thousands of mesh cells depending on the mesh size. As such was the case

in order to effectively compare the values, a summation of all cells heat transfer resolved values

was conducted at each height y. The data of these cells were extracted through a two-dimensional

ring-like probe.
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Figure 3.9: Ring-Probe Temperature Extraction

Fig. 3.9 illustrates the idea previously described as the ring-like probe(black arrow). These ring

probes were also taken at forty-eight different heights equivalent to those take measuring the total

pressure.

While not needed to resolve for the CFD predicted drag, the void fraction β is resolved via the ex-

plicit CAD model set up within the CFD. The void fraction is a function of two major components,

the area of the plate (Areap) at which is taken at every height y where the line probes would be

located at, and the two-dimensional area of the roughness element Areaelement calculated via the

local diameter (Tab. 3.1). Furthermore at these exact same heights where the plates are located, a

surface average of the velocity profile that exist within this two-dimensional plane are taken. More

on these planes to be elaborated on the following section.
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3.4.2 Effort-Terms

Similarly as before, the extraction of data is needed to solve for the drag and heat transfer DERM

resolved terms, f
p
i and f

q
i respectively.

As a brief recap, DERM is comprised of three different conservation equations see by Eqs. (2.1-

2.3). The DERM conservation of momentum and energy are provided by Eqs. (2.2-2.3), consisting

of the Navier-Stokes equations (solved natively by STAR-CCM+) along with a correction source

term. These source terms then are composed of effort terms f
p
i and f

q
i , known as the drag given

by Eq. 2.4 and convective heat transfer give by Eq. 2.5. In the context of this study the drag term

can then be adapted to Eq. 3.1. Where ∆a can be considered the local a at each height of it is being

evaluated. A few things must be considered before Eq. 3.1 can be solved for.

For instance, Eq. 3.1 consists of a triple integral which is an approximation by an addition of all

the local diameters. Preforming a dimensional analysis of the term we arrive at:

DragDERM =
Kg

s2m2
(3.29)

From the previous section 3.4.1, the data extracted was in terms on total pressure loss which is

another way of computing drag. The pressure defined by Eq. 3.27 has the follow dimensions:

Dragc f d =
Kg

s2m
(3.30)

The reason for this dimension difference is due to the fact that Eq. 3.1 takes into account the drag

of the total element with a two-dimensional assumption. In the methodology behind the pressure

CFD extraction a one-dimensional line probe approach was taken. Therefore we must add a length
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scale parameter to take into consideration this difference in dimensional approach, ∆y based of the

height(m) in which we are increasing from the base giving:

∫∫∫

V
f

p
i dV = DragDERM(∆y) = 2ui

µ

π∆a2
β (y)(1−β (y))ReaCd∆y (3.31)

From this point we have define two principle parameters for the DERM drag term, local diameter

a and the added length scale ∆y. The last major component to evaluate the DERM term needed is

the velocity streamwise across the domain normal to the inlet and outlet boundaries, ui. Note that

Reynolds number Rea is a function of said velocity, Cd is a function of Reynolds number, and void

fraction β (Eq. 3.32) is a function of local a which is defined by Tab. 3.1.

β =
AreaP −Areaelement

AreaP
(3.32)

This velocity ui is extracted from the CFD via a probe. The domain is probed by a two-dimensional

plane that encompass the roughness element at varying heights measured from the bottom of the

element (i.e the subsurface) as shown in Fig. 3.10. These surfaces are then able to extract the

velocity profiles and convert these velocities to surface averages, which can then be implemented

to the correlation (drag term). Note this figure does not represent all the heights at which the CFD

is probed, rather it is a representative sample.
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Figure 3.10: Two-Dimensional Plane Probe for Velocity Extraction

As it stands, Eq. 3.31 is not entirely accurate yet. This is due to its variable ui being incompatible

with the velocity extracted from the CFD explained above. The methodology of the extracted

velocities have no errors, rather its the inherent problem with what DERM intends to solve for.

As shown by Fig. 2.2 DERM extracts the velocity of the domain in order to mimic the effects of

real explicit elements. The velocity of a flow within a porous media as if it were to be the only

one present, in other words no porosity and in the context of this study no roughness elements.

Thus the velocity DERM is attempting to extract and use is us, known as the superficial velocity.

In contrast, the velocity extracted from the CFD is known as the interstitial velocity or ui. The

relation between the interstitial and superficial velocity is given by Eq. 3.33.

us =
ui

β
(3.33)

Substituting and implementing in Eq. 3.31, we arrive at the DERM term correlation that may

be solved for Eq. 3.34. Note that the Rea would also utilize superficial velocities instead of the
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interstitial.

∫∫∫

V
f

p
i dV = Drag(∆y) = 2usβ

µ

π∆a2
β (y)(1−β (y))ReaCd∆y (3.34)

Similarly to before, the extraction of data needed for the heat transfer term of DERM, f
q
i , is rel-

atively much less complex. The heat transfer term is only comprised of four major components

being velocity, local a, fluid temperature and roughness temperature; two of which have already

been solved for. In this case, the Rea used for the drag term would also be used to solve for the

Nud number. In regards to the Prandtl number, it was solved for using the domains viscous and

thermal diffusivity terms, which remain constant but are inherently different from case to case.

The extraction of the last two major components, fluid temperature and roughness temperature,

used previous methods described. In the context of the modeling done, a fixed prescribed temper-

ature was set for the roughness element. Therefore, Tr becomes a single constant value throughout

an entire case. Tf on the other hand is resolve for and is extracted with the same exact method

as shown in Fig. 3.9. As before this extraction would comprise of multiple temperatures changing

from cell-to-cell within a single ring-probe. As such, an avegrage of these temperatures were taken

for a single value that can be implemented as Tf in Eq. 2.5.

Finally, in order to be able to compare the results obtained as functions of height. It is deemed

more practical to view these comparisons as height being normalized, having a range from 0 to 1.

In doing so, the geometric inconsistency between elements mentioned in section 3.1.1 is resolved

and these problems can then be applicable to other roughness element with different dimensions,

given they share similar boundary conditions. For simplicity differentiation, the values obtained

from using Eq. 3.34 will be referred to as drag, and the values obtained from the CFD through

Eq. 3.27 referred to as pressure loss. While the heat transfer obtained from the CFD and f
q
i will
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be referred as, heat transfer and heat loss respectively. Each of these values are then compared to

its corresponding counterpart, respective to the model (RANS or LES) and case (pressure drop or

free-stream).

3.5 Model Validation

In order to ensure the pressure drop, free-stream velocity, and heat conjugation case studies are

valid, Mart’s experimental data was used as validation for the models explored [34]. The following

is a complete validation study of the mesh, drag, and heat transfer studies.

3.5.1 Mesh Convergence Study

As required by standard CFD practice, a mesh convergence was preformed. The drag aspect of

Mart’s study was first to be inspected and as such the study used a base size mesh of 1× 10−3

while refining the inside volumetric mesh until the output results no longer changed. As previously

mentioned in section 3.3, a trimmer cell size was used with isotropic cell size distribution. Given

the periodic boundary conditions on the side walls, it chosen a surface remesher would also be

influenced by the volumetric condition. This volumetric mesh expand through out the domain but

would only reach approximately 22% of its total height above its maximum peak. This would first

ensure that it would not interfere with the cell quality adjacent to the prism-layers, and second,

allow for the free-stream to develop without any compressible wall effects from the symmetry

plane due to a coarse mesh being used.
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Figure 3.11: 2D Mesh Refinement

Fig. 3.11 shows the mesh refinement technique mentioned earlier. As seen, the volumetric mesh

only influences the bottom portion of the domain all up until the top of the roughness element.

Implementing the mentioned mesh technique to a volumetric mesh control within a CFD, we arrive

at Fig. 3.12. Where for illustration purposes, a slice of the volume was taken within the domain.

As seen, after a height above the roughness element, the mesh base size mesh takes control of the

sizing scheme. Note the color scheme is kept consistent with Fig 3.3 so as to use as reference.
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Figure 3.12: Volumetric Mesh Refinement
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Figure 3.13: Mesh Convergence Study

In order to compute a mesh refinement study, a scalar value was chosen and and inspected at each

study with different volumetric sizes. Similarly to the evaluation methods provided in section

3.4.1, a single line probe was immersed within the refined mesh spatial-scheme. This single line

probe would extract and resolve for total pressure. These data points extracted from each mesh

refinement for every roughness element. Fig. 3.13 shows the convergence meshing metric for each

element. The total pressure values were compared to their respective previous mesh values. Upon

reaching a value of mesh that would no longer significantly effect the solution, the rest of the values

were then normalized to that previous value of significant change. In this study it was found all

cases converged at 1×10−4 with negligible differences with further refinement. Depending on the

element, the number of cells computed would range from 5 to 6 million.

In terms of the heat transfer studies, a secondary mesh refinement had to be done. Some differences
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were taken into consideration; only two of the four elements were place into the study, a solid

domain also had to be refined which would increase cell amount, and a refined WallY+ of at most

0.1 would also increase cell quantity. As the previous studied had converge at a mesh size of

1×10−4, it was also chosen as the starting point for conjugate heat transfer. Similar to the probe

method, the local fluid temperature was extracted from a line probe.

The mesh was refined two more times to sizes 8×10−5 and 6×10−5. In both refinements negligi-

ble differences were extracted from the original base size of 1×10−4. However, due to the change

from trimmer to polyhedral mesh cell type and increase of prism-layer functionality, the number

cells increased to above 7 million for all elements.

3.5.2 Coefficient of Skin Friction

In Mart’s experimental set-up, he first resolved for the coefficient of skin friction for arrays of

hemispheres and arrays of cones. He conducted ten different free-stream velocity cases, but ulti-

mately only the first five were chosen for validation.

For both the cone and hemisphere elements a steady-state model and two unsteady-state models

were chosen, better illustrated by Tab. 3.2. Given the nature of the study assume to be turbulent

with eddies, a steady-state model would never give accurate results but was chosen for comparison.

In terms of the Navier-Stokes resolved residuals for the steady-state model, a full convergence

was never reached. However, the residuals would keep a consistent range in its progression to

convergence. When this range of residual values became constant, an average of the resolved

coefficient of skin friction of 1000 more iterations were taken. For the unsteady simulations, they

were constructed to align more with the experiment. Given the experiment ran for less than 2

minutes, and a fully-developed condition was reached under 10 seconds within the model, each

free-stream case was ran for 10 seconds at 5 ms time-step with an additional 10 seconds for time-
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averaging data gathering.

Distinctive to the extensive methodology needed to extract drag and pressure loss, STAR-CCM+

provides a direct computation of drag coefficients. Given the assumptions of the experiment (as-

suming drag in ẑ direction are negligible), the skin-friction drag coefficient or shear coefficient is

straight forward to compute provided a reference velocity, area, and density.

Table 3.3: Shear Coefficient Referenced Values.

Referenced Parameters Case 1 Case 2 Case 3 Case 4 Case 5

Velocity (m/s) 2.5 5.0 7.5 10 15

Density_C (
kg

m3 ) 1.149 1.166 1.172 1.175 1.16

Density_H (
kg

m3 ) 1.145 1.161 1.167 1.171 1.182

Area (m2) 1×10−5 7.129 7.129 7.129 7.129 7.129

Tab. 3.3 represents the reference parameters needed to obtain the skin drag coefficient. Note the

density is made of two different values at each case for the cone and hemisphere, notated by C

and H respectively. This alternating density is due to Mart’s experiment running both friction and

thermal tests simultaneously influencing the change in fluid-thermal properties.
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Figure 3.14: Hemisphere Element Drag Model Validation

Upon extracting the values, all three models had similar initial results for the hemisphere. As

can be seen by Fig. 3.14, all models deviated from its initial case of 2.5 m/s with the RANS

models deviating significantly more so than the LES. However excluding the initial case, the LES

follows the experimental values of at most a 9% margin of deviation. While the unsteady-RANS

is significantly more accurate than the steady-RANS, when compared to the LES, it is still not as

accurate. This could mean when applying correlations to the model, there should be significant

difference between the unsteady-RANS and the LES pressure loss and drag.
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Figure 3.15: Cone Element Drag Model Validation

An exact study was preformed for the cone and Fig. 3.15 shows the results obtained from the vali-

dation study. Unlike the hemisphere element, the unsteady-RANS model proved to be ineffective

with most errors (with the exception of the second case) above 30%. While CFD standard requires

this range to be under 10% to become an accepted model, and for the latter cases it appears to

replicate the steady model values. The LES model is then an improvement on the unsteady-RANS,

essentially under the 10% margin as required.

An interesting point within this case studies is the modeling and solution of the skin-friction. While

the LES is expected to preform better when compared to the DERM predictions, it does not offer

much more complex computation in than the RANS model in context of skin-friction. Ideally,

skin friction is resolved within the boundary layer and as stated previously, the LES model (or

DES) is not the true full LES model. Given the hybrid aspect of the model, the RANS averaging
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would replace the LES computation within the boundary layer. Its without question the LES does

influence the computation within the boundary layer (through connect cells) but does not directly

solve for it. It is possible that a full implementation of LES within the boundary may refine the

results and could adjust the initial case within an acceptable value instead of an outlier.

3.5.2 Heat Transfer Coefficient

Unlike the skin friction, the heat transfer experiment was only validated through a steady-state

RANS model of the first five free-stream velocities for the hemisphere and the cone. Similarly to

the drag steady-state model previously described, the heat conjugation steady-state model was also

taken at 1000 more iterations for averaging upon reaching a near-like residual convergence.

Extracting the heat transfer coefficient became trivial compared to previous methods. STAR-

CCM+ natively solves for the heat transfer coefficient with the appropriate boundary conditions

like the ones used in this thesis. A surface average of the HTC in both the plate and roughness

element was taken.
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Figure 3.16: Cone Element HTC Model Validation

Contrary to the drag validation where cases would increase in accuracy with increase in velocity,

Fig, 3.16 shows an accurate capturing of the HTC initial cases with an eventual divergence with

increasing velocity for the cone element.The HTC experimental values had error bars to represent

experimental error, and while it may appear the first three cases fit inside these error bars, only the

5 m/s case did. Even still, with the exception of the final case, all other 3 cases were within a 10%

margin of error which surpassed the authors expectation of a steady-RANS model.
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Figure 3.17: Sphere Element HTC Model Validation

The sphere HTC solution had a higher divergence and opposite effect in comparison to the cone.

Consider Fig. 3.17, the initial cases had high error but as the free stream increased the values

would eventually reach an acceptable margin of error (8%). This phenomenon breaks away from

the standard the cone set, being an acceptable model for low velocity profiles. This opposite effect

can be a direct influence of the element’s geometry to the model and velocity prescribed.

The key to this difference between drag coefficient and HTC models would be the development of

eddies and how it directly relates to its coefficient it is solving for. Starting with the drag coefficient,

its seen that with increase velocity the predictive accuracy increases to match the experimental with

improving the time-scheme model. With an increment of speed, it directly relates to an increase of

larger-scale eddy development. As such, with improving model and velocity the capturing of drag

as a direct result of these eddies became easier. Where the heat transfer coefficient model differs,
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is its sole computation of a single model. The same principle explained before stands, where

with an increase of velocity, a development of eddies should occur. Therefore, with a steady state

incapable of accurately capturing eddy development as they are inherently unsteady, it follows that

with an increase of velocity the ability to solve for the HTC diverges as a direct result from these

circulations. This theory breaks upon the consideration of the hemisphere. It is possible the cone

element may provide better results at lower velocities, whereas the sphere preforms better at higher

velocities
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CHAPTER 4: PRESSURE DROP EVALUATION

This chapter presents the results of the twenty-four pressure drop cases utilizing RANS and LES

models. The sections below are divided by modeling time-scheme used. For each model, there

are three cases which are known as case 1, case 2, and case 3; where each case increment means

a higher pressure drop value. Earlier in chapter 3, it was discovered the the modeling is invalid

for inlet velocities of 2.5 or lower. As such these cases prescribed pressure drops that condition

velocities higher than 2.5. Note the drag and pressure loss calculated are from a single element and

not the total drag of an array. Additionally, the pressure loss (CFD calculated values) is taken as

the baseline and DERM is measured of its discrepancy from it. This is due to the modeling being

validated as seen in sections (3.5.1 - 3.5.2)

4.1 RANS

As a comparison case, the steady-state Reynolds-Averaged Navier-Stokes or RANS model was

implemented for all three cases. As previously described, RANS modeling takes an averaging ap-

proach towards resolving general physics equations. This averaging is assumed to intake much of

the error within the flow field given the eddies that should develop. This averaging would essen-

tially remove a great quantity of eddies as they would be averaged out over a set of mesh cells rather

than resolved for at each cell. Due to this, it is expected the RANS method to contain the most

error compared to the other models as it directly influences DERM’s approximation capabilities

via the velocity field averaging.
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Figure 4.1: Drag & Pressure Loss RANS Modeling: Case 1.

After the extraction of data for each element, they were compared to check for any deviations.

Fig. 4.1 compares the drag to predicted pressure loss for each element for only the steady-state

RANS model, where the solid line represents pressure loss and the dashed line being drag. Upon

inspection there appears to be not be a trend but rather deviations through out the entirety of the

domain. However there are some consistent trends within their own predictive category.
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Figure 4.2: Vorticity of Concave Element Case 1.

From pressure loss being measured by the CFD, it tends to peak at earlier heights and have a

minimum negative slope as it approaches its maximum height. The drag being DERM predicted

has a near opposite effect where, with the exception of the cone element, has a late peak with an

immediate drop to reach zero. This end peak can be considered a substandard approximation from

DERM, because at this peak a separation of the boundary layer would occur prompting a sudden

increase in the shear-strain rate of the fluid followed by an increase of vorticity behind the element

at its peak. This idea can be see by Fig. 4.2, where the vorticity streamlines appear directly being

the element tip.
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Figure 4.3: Vorticity Resolved Concave Element Case 1.

As further evidence provided by Fig. 4.3, counter part of Fig. 4.2, the CFD does not drop down

to zero because there are still tip effects that DERM is unable to predict. The vorticity resolved

shows there to be high separation at the tip which would increase drag, not dissipate. We further

investigate this observation with case 2.
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Figure 4.4: Drag & Pressure Loss RANS Modeling: Case 2.

As previously observed, DERM has a tendency to drop to zero with a steep slope relative to the

CFD predicted. Fig. 4.4 shows the same trend as previously mentioned with an additional new

one. Unlike before, case 2 shows a significant portion of each element DERM predicted drag to be

higher than the predicted drag from the CFD (pressure loss). Furthermore, each element appears

to reach a maximum at virtually the same height with only followed by a quick deviation. Whats

more, the sphere and hemisphere tend be the closes of whos drag and pressure loss nearly follow

the same trend and magnitude.

Case 3 is expected to follow the same pattern as such, a parody plot of all three cases was compiled
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without distinction of the four roughness elements.

Figure 4.5: Pressure Loss vs Drag Parody RANS.

This parody plot is shown by Fig. 4.5, where the red straight line indicates the ideal scenario (i.e

CFD = DERM). All three cases regardless of elements were compared to eachother in this plot. It

can be seen that with increasing case (pressure drop) the predicted drag tends to be over-predicted

by the DERM drag prediction. If we refer back to Fig. 4.4, the maximum of each element of the

DERM prediction would be towards half of its maximum height for cone and concave elements,

and reaching the maximum height for sphere and hemisphere. If compared back to Fig. 4.2, it

supports the idea that DERM is essentially over-predicting where vorticity is at its highest. This

could be an error passed on from the CFD due to RANS being able to accurately capture the eddies

forming affecting the velocity implemented in DERM.
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4.2 LES

As method of refinement, an unsteady-state hybrid RANS/LES model was selected. It is expected

this model to be more accurate in comparison to the RANS model studied in the previous section.

Contrary to the previous model, this Hybrid model or know as the Detached Eddy Simulation

(DES) only prescribed an averaging methods at the boundary layer. Depending on the length-scale

of the turbulence it would apply either an LES or RANS model within the domain. It is due to this

distinction that DES is believed to be the more accurate relative to RANS.

Figure 4.6: Drag & Pressure Loss LES Modeling: Case 1.
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Consider Fig. 4.6, where the comparison between drag and pressure loss is shown for case 1.

Contrary to the RANS case 1, there are distinct patterns and trends the LES was able to capture.

There are clear trends between drag and pressure loss in the hemisphere and especially the sphere

element. DERM continues to have a tendency to over predict relative to the CFD. As before,

wing tip effects are still in play, were DERM continues to drop to zero as it reaches the maximum

height. If we make the assumption that the LES model is able to accurately predict the velocity

fields within the domain taking into account the vorticity, then DERM is being affected at the tip

more so from its other components.

Figure 4.7: Drag & Pressure Loss LES Modeling: Case 2.
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Lets consider Fig. 4.7, representing Case 2. Similar to case 1, the hemisphere and sphere follow

along with each other with a final deviation. This case sparks an interesting point. At multiple

points through out the height, the drag has a sudden loss followed with spike for almost all of

the elements. This implies there is a negative pressure or propulsive force at those heights which

reduces the induced drag, giving the resulting pressure loss a wave length appearance.

Figure 4.8: Pressure Loss vs Drag Parody LES.

For better comparison of all cases, a parody plot was constructed eliminating the distinction be-

tween elements provided by Fig 4.8. As predicted, the LES is capable of attaching closer to the

ideal scenario. It case 3, it shows there are some significant deviations as over predictions from

DERM. It was suggested that the LES would be capable of reducing the discrepancies at higher

pressure drops due to the removal of an averaging method where eddies can then be resolved for.

From this figure, we can safely say that when comparing to the RANS parody plot, the discrepan-
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cies were significantly reduced.

Lets consider Fig. 4.9, where a comparison of LES resolved vorticity values of the hemisphere

element is introduced.

Figure 4.9: Comparison of Case 1 (top) and Case 3 (bottom) Hemisphere Vorticity.
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From this figure we can visually see the eddies being resolved at the back of element, with some

also being distinguishable at the front of the element for case 3. Even though the LES model

is capable of resolving for these features in an improved manner than before, it also adds more

error probabilities when applying it to DERM. With higher vortex values, the capability of accu-

rately transferring the correct velocity profiles to DERM decreases. In this figure, case 3 pressure

drop essentially caused a doubling in vortex magnitude. Meaning as the pressure drop increases,

DERMs effectiveness decreases.
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CHAPTER 5: FREE-STREAM CASE

This chapter reviews the results gathered from two elements within five free stream velocities under

different models. This case is different due to its condition within the fully-developed condition.

The previous cases were designed to control a pressure gradient; with the implementation of a

mass flow condition we are able to specify velocity directly. In doing so, the five cases utilized

have been validated a degree with the addition of analyzing the heat transfer effort f
q
i along with

the drag effort term f
p
i . Two different unsteady models are utilized in this chapter. The two models

are ran for 10 seconds with a 5 ms time-step, and an additional 10 seconds for data averaging.

5.1 RANS

The following are the evaluations of the cone and hemisphere under a steady-state RANS model-

ing.

5.1.1 Drag Resolving

The drag was resolved by both the CFD and DERM provided effort terms. As previously men-

tioned, the RANS model is unlikely to capture accurate values but it is necessary to set a base line.

The skin-friction resolved for in section 3.5.2, showed a significant deviation and so it is expected

for said deviation to translate onto the effort term.
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Figure 5.1: Free Stream Case 1 RANS Model.

The deviations provided by a comparison of the drag and pressure loss can be seen in Fig. 5.1.

As a stand alone case, neither the cone or hemisphere show signs of major deviation that has

not already been record. Rather excluding the tips being the maximum and plate, the drag and

pressure loss were within relatively decent proximity. This is a representation of case 1 being the

worst preformed when tested for the coefficient of skin-friction.
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Figure 5.2: Free Stream Case 4 RANS Model.

Thus two cases that preformed best under RANS modeling for the coefficient of friction were case

4 and 5, seen by Fig. 5.2 and Fig. 5.3, respectively.

Case 4 is an interesting scenario as the pressure loss solved by the CFD is practically the same for

both the hemisphere and cone. Furthermore, with increasing velocity the peak of the hemisphere

DERM prediction moves father up its vertical. It was expected for the results to refine to a degree

upon inspecting a higher case but instead the deviations grew.
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Figure 5.3: Free Stream Case 5 RANS Model.

Case 5 is similar in that there is not foreseeable trend within the graph, only an increase of de-

viation. In particular, the cone began to be skewed towards its base with a dramatic decrease in

drag before 1
4

of the way up. In doing so however, it captures the drag predicted by DERM with

great accuracy but it quickly deviates. The hemisphere relatively does not change much visually.

In terms of drag itself, the magnitude increased with slight changed in trend.

For a comparison of all five cases, a parody plot was constructed again containing both elements.

As seen in Fig. 5.4, it appears the cases that follow the ideal scenario closes would be those cases

with lower velocities. Most cases do relatively well at maintaining near the idea case however, case

5 has two huge discrepancies. One leans largely towards CFD drag and the other favors DERM
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drag, but both eventually cross the idea line These are better seen by separating it by roughness

element.

Figure 5.4: Free Stream RANS Parody.

Fig. 5.5 and Fig. 5.5 represent the separated parody plot by element being the cone and hemisphere,

respectively. When comparing the two figures to the original, it appears the it is the cone element

which favors DERM drag for cases 3 and 5. However for the sphere, cases 3, 4, and 5 leaned

towards the CFD Drag but did end up crossing the ideal line with higher velocities. As proven

from the pressure drop cases, these scenarios are meant to improve with model refinement.
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Figure 5.5: Free Stream RANS Parody Cone Element.

Figure 5.6: Free Stream RANS Parody Hemisphere Element.
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5.1.2 Heat Transfer Resolving

The main contribution of DERM is its ability to enhance convective heat transfer via its energy

and momentum source term. While momentum source term is a function of f
p
i , the energy source

term contains both effort terms f
p
i and f

q
i . Given the inclusion of the drag effort term within both

source equations, gives reason for the emphasis at reviewing the drag effort term. Even so, the heat

transfer effort term is just as important. This section dedicates an analysis at utilizing steady-state

RANS and comparing the results other RANS model applied to the drag effort term.

From the validation section, it was noticed the hemisphere model worked well under high velocities

but not accurate under low velocities. The opposite can be said about the cone element. Due to this

only the first and fifth cases will be evaluated for the cone and hemisphere, respectively, followed

by a parody plot of all cases.

Figure 5.7: Cone Evaluation of CFD and DERM Heat Transfer: Case 1.
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Consider Fig. 5.7, where the DERM predicted values are compared to the CFD extracted values.

As noted before, DERM has an inability to preform well on the tip ends of the element. Where

in drag the highest probability of error would be located at the tip where separation would occur.

In heat transfer it becomes the bottom of the near the subsurface. Given the point nearest the

surface to have highest temperature, it would be logical to assume its where the highest point of

heat transfer would be located. The CFD is able to predict this point however DERM cannot. This

plot further suggest RANS inability to capture domains with unsteady flows. The unevenness of

the heat transfer predicted by CFD is a consequence of using RANS as a full convergence (even

with averaging) cannot be reached.

Figure 5.8: Heat Dissipation from Hemisphere: Case 5.

Case 5 data is then extracted, evaluated and plotted in Fig. 5.9 for analysis of the hemisphere

element. Similar to the cone element, the bottom half is where a majority of errors are contained

with an unsteady evaluation of the heat transfer values.
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Figure 5.9: Hemisphere Evaluation of CFD and DERM Heat Transfer: Case 5.

With both of these elements, DERM is unable to capture the correct physics regardless of the the

modeling use and opting for best case. Take into account the Nusselt Number, a dimensionless

number that quantifies the ratio between convective and conductive heat transfer at a fluid/solid

boundary.
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Figure 5.10: Hemisphere Nusslet Number Comparison: Case 5.

Generally, a Nusselt Number between 100-100 signifies a turbulent flow driven convection and

laminar if below said range. Fig. 5.10 shows the comparison between the Nusselt Numbers. DERM

in this case, is essentially simplifying the flow as laminar when it fact it turbulent. The a value given

from the CFD are reasonable and suggest a turbulent flow. Even with a steady RANS model, the

temperature boundary layer better seen in Fig. 5.8, suggest a separation of flow with circulation.

Thus, even if the model is producing the correct physics, DERM is unable to compute it as it

should.
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5.2 URANS

In standard CFD, an unsteady-RANS model is deem inappropriate to model flow fields with large

turbulence and developing eddies. Due to its averaging methods, a bulk of eddies that should be

resolved are averaged away. During the validation portion of this thesis, URANS has proven to

have decent accuracy for both cone and hemisphere when resolving for skin-drag. As such what

follows is an analysis of the of its capabilities in comparison to DERM.

Five cases were developed but instead of reviewing each one individually, only the second case

will be inspected followed by a compilation of all the other elements.

Figure 5.11: DERM and CFD Comparison: URANS Model Case 2.
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Fig. 5.11 shows case 2 being the comparison of only the cone and hemisphere measuring the

CFD drag and DERM drag. Interestingly just as before, the cone and hemisphere are following

a very similar trend with the only difference being magnitude. In terms of significant changes

from previous comparisons, no real significant changes has occur. There are however, some con-

sistent trends. Such as no matter the case, the hemisphere DERM prediction is skewed towards

its maximum height. At the same height also marks near one of the lowest points of the CFD

drag. Meaning at that area, significant drag losses were estimated by the CFD but DERM was not

capable, and rather estimated its maximum to be at that spot.

Figure 5.12: Parody Plot of Drag: URANS Model.

Inspecting Fig. 5.11 we are able to see all five cases with no distinction between elements. As
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before all other cases in the RANS model, the URANS similarly predicts ideal scenarios for cases

1-3, with case 4 being the moment it diverges and case 5 finally swinging back and forth between

DERM drag and CFD drag.

5.2 LES

The hybrid modeling is expected to be better in comparison to the previous modeling used. From

the deviations seen from the past models, it appears these discrepancies stem from more than the

type of model used. In this case we will be able to credit our theory more closely if the results

suggest that DERM is more a function of geometry than viscous factors.

In this section we will be analyzing cases 3 and 4 for both the cone and hemisphere. The use of

a parody plot will be omitted as previous cases have followed a pattern that may be extrapolated

from the midway of high and low velocity cases, hence case 3 and 4.

Consider the plots below, Fig. 5.13 and Fig. 5.14, where they represent cases 3 and 4, respectively.

Similar to previous cases, the cone element has the more accurate DERM prediction to its CFD

counterpart. Interestingly, case 3 is opposite of its URANS model, where the CFD predicts higher

than DERM. However, when comparing cases 3 and 4, other than the cone the hemisphere has

no real indication of a trend between DERM and CFD. While the peaks may be near equivalent,

they are suggested at opposite ends of the height. Rather the DERM appears to maintain shape but

merely grow in magnitude as previous models and cases have indicated as well.
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Figure 5.13: DERM and CFD Comparison: LES Model Case 3.

The cone element appears to be more precise at these cases and model than at any other. Other

than its magnitude value, the cone appears to maintain symmetry and trend between cases without

much of a difference and relatively cross paths at the exact same heights. More so, they tend to

deviate at about the same heights as well proving they are producing near equivalent separation,

drag, and other viscous-related parameters. Other than sphere element from the LES pressure-drop

cases, this cone element appears to produce the most closely aligned comparison between DERM

and CFD results.
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Figure 5.14: DERM and CFD Comparison: LES Model Case 4.

The hemisphere case adds credit to the idea of DERM being more geometric-eccentric than viscous

flow determined. The CFD completely reconfigure its shape with near zero drag at the top of the

element in case 4. However, the complete distinction of the hemisphere between cases show that

the velocity profiles which affect the drag computed did not translate to the DERM. Rather, DERM

as done so before, merely increased drag but relatively maintained shape. This indicates velocity

can merely be interpreted as a scale factor for DERM. The cone on the other hand, suggests there

are comparable parameters between the CFD and DERM and rather need only to be adjusted in

order to better fit the CFD.
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5.3 Model Enhancement

Suppose we develop a new drag model taking into account geometric approximation for ease (just

like the DERM) and equivalently raise its viscous parameters through constants. A model such as

this is known as the Wen-Yu drag model [54].

The drag force model offered by Wen-Yu is similar to that of drag effort term provided within

DERM source terms. Wen-Yu takes a particle approach toward approximating drag by replacing

the the object with mono-size spherical particles, similar to DERM’s cylindrical approach. Addi-

tionally, Wen-Yu implements a void fraction method to solve for drag which opens the possibility

of being coupled with DERM. Wen-Yu drag can then be described as the following:

FD
WY = (1+0.15Re∗0.687)α−3.65

f (5.1)

Where α is the void fraction equivalent to β in context to DERM, and Re∗ is the DERM’s Reynolds

number multiplied by the void fraction (α or β ). In order to enhance its modeling capabilities we

replace the coefficients with variables C1,C2, and C3, replacing Eq. 5.1 with Eq. 5.2.

FD
WY E = (1+C1Re∗C2)αC3

f ∆y (5.2)

Where ∆y is the length scale parameter described in section (3.4.2). In this case we will taking

the cone element measured in the LES modeling cases 3 and 4, to adjust if possible, a best fit to

the CFD in comparison to DERM. Two approaches are taken; in scenario one we will be taking

into account coefficients independent of case (velocity profiles) so as to best fit both cases and, in

scenario two, the coefficients will be of best fit for each individual case.
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Table 5.1: Cone Coefficients for Eq. 5.2

Scenario C1 C2 C3

1 0.4172 0.5360 -0.9971

2 (Case 3) 0.0361 0.8355 1.7789

2 (Case 4) 0.3060 0.5766 -0.3876

Tab. 5.1 shows the coefficients resolved for through an Excel non-linear solution. These coeffi-

cients are derived based on the assumptions built from this thesis. Such as being the end tips,

subsurface and near the maximum height, being unable to adapt to the CFD. As such the top and

bottom 10% of the height are omitted from the calculations of this study.

Figure 5.15: Comparison to Wen-Yu Enhancement: Case 3.
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Fig. 5.15 illustrates the comparison of an enhanced Wen-Yu via the two methods. With the individ-

ualization per case method of scenario 2, the updated coefficients allow for the close approximation

of the CFD. From this close inspection we see DERM is off and clearly has room for improvement

in comparison to the Wen-Yu model. Scenario 2, which is an ideal scenario encapsulating all cases

(3 and 4) does worst than DERM. This disagreement can further be explained by Fig. 5.16 showing

the values for case 4.

Figure 5.16: Comparison to Wen-Yu Enhancement: Case 4.

Similarly to case 3, scenario 1 nearly captures the CFD and does a better approximation than

DERM. In this case however, scenario 1 is able to capture the CFD just as well as scenario 2.

However, it is not applicable towards case 3 as previously shown meaning that in this enhancement,

will favor one case(s) over others. This could be due to the methodology chosen and other methods

may refine these results even further. Nevertheless, DERM is open to considerable improvement.
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CHAPTER 6: CASE DIFFERENTIAL & MODELING COMPARISON

6.1 LES vs RANS

This section is dedicated towards inspecting the difference in modeling schemes. This thesis is

comprised of two different types of cases. In order to maintain consistency, only the free-stream

cases will be studied as it contains more modeling cases than the pressure drop. Of the free-

stream cases only case 4 will be inspected. There are considerable differences that can be seen

in previous sections between the CFD and DERM modeling scenarios. This section is meant to

explore the differences in CFD modeling which influence DERM evaluation. We will explore the

major differences in modeling being the velocity in the x-direction (streamwise), total pressure,

Q-criterion and its effects to Reynolds number and coefficient of drag.

Fig. 6.1 is constructed to show the comparison in profiles and values of pressure and velocity

between the RANS model (top) and the URANS model (bottom) for the hemisphere. Both capture

the profiles qualitatively with the formation of eddies behind the element. The circulation at the

front of the element is the key distinction between the two. The URANS model appears to have

completely averaged out the eddy forming in the front that the RANS model has predicted. When

comparing to the drag measured in earlier section, it is now clear why there was a sudden shift

in drag prediction between the two models. Furthermore the magnitude of the velocity is also

worth point out that the eddie in the RANS model is circulating at slower rates than then URANS

model. An interesting aspect of these profiles is the total pressure in terms of value. While both

models presented contain case 4, the total pressure are completely different. The magnitude of the

URANS measure total pressure is over predicting by a factor of 10. It is possible the RANS could

be wrong, and URANS is merely fixing the the valuation with more precise values. This can be

further evaluated an explained with the LES comparison.
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Figure 6.1: Hemisphere Model Comparison

Thus, in order to justify which model was more accurate Fig. 6.2 was developed. In terms of

velocity we see multiple eddies forming in the front of the element with overall values closer to

RANS than to URANS. It can be assumed that due to URANS inability to solve for circulation in

large turbulence, it averaged-out what was suppose to resolve for due to the unsteady scheme. The

RANS model however, because it was steady state it allowed for the continuation of circulation in

order to reach a convergence point. In terms of total pressure, it indicates the RANS model was
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more accurate than the URANS model in terms of profile and scalar value. It is now with reason

we can assume that the URANS would not be a valid modeling method to couple with DERM.

Figure 6.2: Hemisphere LES Model

In order to see its effects to DERMs evaluation method we further compare the Reynolds number

and drag coefficient resolved by DERM through Fig. 6.3. The Reynolds number and coefficient

of drag are both normalized based on the subsurface evaluated values(i.e Re = Cd = 1 bottom of

element). Here we compare only the RANS values to the LES. At first we see an equivalent trend

with both predicting equal values. Upon closer inspection the magnitude of the LES predicted

Reynolds number its much higher than of the RANS. This can be related back to Fig. 6.2 where

there were predicted eddies not shown in Fig. 6.1. Nevertheless, Fig. 6.3 shows DERM is unable

to capture any real changes in velocity profiles and rather relies on an average which only increases

the magnitude of value.
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Figure 6.3: Hemisphere Comparison of Model DERM Evaluated Reynolds Number to Cd

For further comparison of model we rely on the cone element where only the RANS and LES mod-

els are compared. Through the measure of Q-criterion we are truly able to witness the difference

in modeling capability. As a direct correlation of the shear-strain rate and vorticity, Q-criterion

is able to quantify the magnitude of vorticity over the shear-strain rate. In Fig. 6.4, the RANS

model predicts Q-criterion as large sets and clusters almost always connected. In comparison, the

LES model measures each cluster individually while at much larger magnitudes. Through this we

see the classic difference between the models, RANS averages the vorticity values that should be

instead measured in each cell just as the LES has accomplished. Not taking into account the vast

different velocity profiles, a product from the eddies due to turbulent flow inhibits DERMs ability

to predict the drag accurately.
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Figure 6.4: Cone Model Comparison

We then further rely on the similar comparison of Reynolds number and drag coefficient as previous

done. Fig. 6.5 shows this comparison between models. As before the LES model predicts higher

magnitudes of Reynolds number with corresponding higher coefficient of drag. Take into account

the highest coefficient of drag does not exist at the base, rather LES and RANS both predict near the

tip. This can be influenced from the tip creating large separation which increases drag. However as

noted before, the development of velocity at those heights are vastly different from model to model

and Fig. 6.5 shows near equal comparison. Suggesting DERM is merely taking into account the
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shape, scaling the drag and velocity.

Figure 6.5: Cone Comparison of Model DERM Evaluated Reynolds Number to Cd

As such, we consider Fig. 6.6 as a last comparison of modeling technique. Here we clearly differ-

entiate the models performance. The model prediction look nearly symmetrical opposites of one

another splitting at the cones half-way height. This plot shows the difference in velocity relation

to its corresponding height. Even though LES was more accurate in terms of eddy development,

RANS did show ability to capture some eddy development. This insight begs the question, as to

why DERM appears to resolve for Reynolds number and complete opposite values.
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Figure 6.6: Cone Comparison of Model Reynolds Number to Height

6.2 Free Stream vs Pressure Drop

As a brief analysis, the free stream conditioned by a mass flow will be compared to the pressure

drop. For simplicity and brevity, only the cone element will be analyzed. In this analysis the case

4 of the mass flow will compared to case 3 of the pressure drop as they both intend to maintain a

free stream velocity of approximately 10 m/s. In order to maintain consistency the RANS models

will be compared to one another, and then LES will compared separately.
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Figure 6.7: Comparison of CFD Measured Velocities for Cone Element.

If we first inspect velocity as provided by Fig. 6.7 we are able to see there are some slight differ-

ences between all of them. The mass flow conditioned had higher velocities from the bottom but

eventually the pressure drop over takes both. From this we should expect for higher predicted drag

from the mass flow CFD and DERM for the first quarter of the way up with eventually the pressure

drop model to reach higher drag predicted values.
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Figure 6.8: Comparison of Drag Between Models for Cone Element.

Fig. 6.8 allows to see if our theory is proven correct. This theory is based on the assumption

that the velocity profiles are the main driver towards predicting drag accurately for DERM. Upon

inspecting the plot we appear to be correct on the first quarter theory, however, the pressure drop

case in both DERM and CFD predicts a lower drag at all heights. This could suggest that while the

velocities were relatively similar, it was not the main driver for DERM as it should have eventually

predicted higher drag values.
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CHAPTER 7: CONCLUSION AND FUTURE WORK

Additive manufacturing has revolutionize the engineering industry, capable of handling complex

jobs with ease. Industries such as the aerospace industry has taken advantage of additive manufac-

turing efficiency to produce parts such as fuel injectors and turbine blades. The surface roughness

often produced from this type of manufacturing does not always lead to favorable results, as it can

disturb heat transfer and fluid dynamic computations that assume for a flat surface. Thus being

capable of correctly identifying these roughness features and solving for its corresponding physics

becomes crucial towards the advancement of this technology.

In this work, a means of resolving for surface roughness drag and heat transfer is identified. The

DERM model has previosly been used and validated as an accurate method of approximating

roughness and its enhanced heat transfer. The correlations provided by DERM as a means of eval-

uating convective heat transfer by simplifying complex surface roughness rely on other underlying

correlations of which are then studied. These underlying correlations are then what allow a real

complex roughness approximation to simplified array of known geometrical elements. While the

main DERM equations have been validated, its use of the underlying assumptions in form of effort

terms are in need of inspection for discrepancies. The use of the CFD is implemented at resolving

for these effort terms. These effort terms are then subjected to various cases for evaluation. Four

different roughness elements are taken to be resolved with a RANS and LES (DES) model. These

four elements were place under three different pressure drops allowing for the creation of cases. In

total twenty-four cases were created from the pressure drop condition. Further more thirty more

cases, known as free stream cases, were created utilizing Mart’s data for validation with a RANS,

URANS, and LES model. The CFD directly resolves for drag and heat transfer in each element

and compared to the drag and heat transfer predicted by the effort terms provided by DERM. The

momentum term shown by Eq. 2.2 was this papers primary focus at realizing a discrepancy be-
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tween the term and the CFD reported values. Due to DERMs assumption of discrete cylindrical

cells used as a replacement of the real surface roughness, it was hypothesize the correlations would

become less accurate with high errors as you travel from the bottom of the roughness element to

the top. Determining and understanding these discrepancies and how they came to be, allows for

the improvement of DERM and a broader application. From this study we conclusively learned a

number of issues with the DERM model and they are as follows:

In each case and model, DERM had difficulty being able to predict a drag around the maximum

height. At the tip of each element, a wing tip effect is created where drag may increase depending

on induced drag from vorticity development. DERM was unable to predict such a development

due to the need for a "blockage" or non-unity void fraction in order to solve for drag.

While with model refinement the the CFD predicted drag was more accurate, however it does not

necessarily translate well for DERM. Regardless of the accuracy in the velocity field, the only

relation from CFD to DERM, the effort term still kept diverging at at higher velocities. The study

preformed in section 6.2 further suggests velocity is not as a significant factor within DERM as

others. This essentially signifies that as you approach the tip of any element, DERM can no longer

accurately approximate the element through its cylindrical stacking. Regardless of the element tip,

the other cases studied suggest geometric factors have a higher influence than the velocity fields.

Thus if we make the assumption that a complex model, such as the LES model, is able to provide

correct velocity profiles and as a result DERM still diverges indiscriminately, then we can assume

that the other components of DERM such as its geometric factors, has a higher influence than that

of the velocity. Therefore, because of the crude cylindrical geometric approximation it diverges by

regardless of viscous factors involved and is purely geometric dependent.

DERM was applied to a refinement by comparing it to a spherical-approximation model, Wen-Yu.

Through the use of coefficients we were able to improve the Wen-Yu capability of capturing CFD
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showing room for improvement in DERM. We must, however, consider DERM holds the advantage

of its ease in CFD application through its source term relation. This source term could then be

adapted by some modification of DERM with a Wen-Yu like-model. Both consider relations in

terms of void fraction which is one the reasons DERM is able to be implemented to a CFD without

added steps. It would then be ideal to create the coefficients that would be geometric and non-

dimensional viscous measurement related (Re, Cd , Nusselt number, etc.).

In the context of future work, it is possible that by providing a full implementation of LES (includ-

ing the boundary-layer) in the domain, the results may be refined. As such, a study conducting

these case studies at a true LES model might return better results.

Additionally, this study only provided a steady state model for the heat transfer effort term. It

was found the heat transfer effort term did not capture an accurate depiction of the flow. This

effort term would deviate not only because of its geometric evaluation, but also its approximation

of Reynolds’s number to Nusselt number which severely affected its ability to match the CFD

prediction. However, this was only a steady case and errors such these were expected. A full case

study as one conducted of drag through this thesis would give more insight to the discrepancies

caused by the heat transfer effort term and narrow downs its defectiveness.

In terms of improving the model, Wen-Yu is an initial approach but is far from perfect. More

importantly, all models regardless of case and time-scheme showed an inability to capture the end

tip effects. Therefore, a focus on modeling such scenarios separately then coupling it with DERM

would improved the model capabilities by far that thus far has not achieved..
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APPENDIX A: DERIVATION OF DERM

A flow moving through a static control volume Ω that contains a porous medium defined by β .

Generically written mass conservation porous medium is written as:

∫∫∫

Ω

∂

∂ t
(ρβ )dV +

∫∫

∂Ω
ρu ·nβdS = 0 (A.1)

Conservation equations may be simplified by defining as a function of φ as:

∫∫∫

Ω
φdC =

∫∫∫

Ω
βφdV (A.2)

∫∫

∂Ω
φdS =

∫∫

∂Ω
βφdS (A.3)

For a Newtonian fluid the conservation of momentum is generally written as:

∫∫∫

Ω

∂

∂ t
(ρu)dV +

∫∫

∂Ω
(ρ(u⊗u)+Pι − τ) ·ndS = 0 (A.4)

and energy is written as:

∫∫∫

Ω

∂

∂ t
(ρ(e+

1

2
(u ·u)))dV +

∫∫

∂Ω
(ρ(e+

1

2
(u ·u))u− τu+Pu+q) ·ndS = 0 (A.5)

Applying the divergence theorem for simplification all three conservation equations become:

∂ρ

∂ t
+∇ · (ρu) = 0 (A.6)
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∂

∂ t
(ρu)+∇ · (ρ(u⊗u)+Pι − τ) = 0 (A.7)

∂

∂ t
(ρ(e+

1

2
(u ·u)))+∇ · (ρ(e+

1

2
(u ·u))u− τu+Pu+q) = 0 (A.8)

Each representing the mass, momentum, and energy equations respectively.

By assuming a cartesian coordinate system along with a Spatial Favre-averaging the equations are

modified even further turning into:

Mass:

∂β (ρ) f

∂ f
+∇ · (βρ f û) = 0 (A.9)

Momentum:

∂

∂ t
(βρ f ûi)+

∂

∂x j
(βρ f ûiû j +β (ρu

′′

i u
′′

j)
f +βP

f
δi j −2v̂(βρ f ∂ ûi

∂x j
+

βρ f ∂ û j

∂xi
)+

2

3
ν̂βρ f ∂ ûk

∂xk

δi j)+
∂

∂x j
(β (ρ û∗i û∗j)

f − τ̂i j)+

β

vol(Ω f )

∫∫

∂Ω
(P̂δi j +

2

3
δi j

∂ ûk

∂xk

−2µ̂ Ŝi j)n jdA = 0

(A.10)
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Energy:

∂

∂ t
(βρ f êo)+

∂

∂x j
(βρ f ĥû j +

1

2
β (ρu

′′

i u
′′

j)
f +β (ρh

′′
u
′′

j)
f +β (ρu

′′

i u
′′

j)
f ûi−

2ν̂(βρ f (ûi)
∂ ûi

∂x j
+βρ f (ûi)

∂ û j

∂xi
)+

2

3
ν̂βρ f (û j)

∂ ûk

∂xk

−β (τi ju
′′

i )
f +β (P̂u

′′

j)
f−

Cpµ

Pr
β (

∂T

∂x j
) f −

Cpµ

Pr
β (

∂T
′′

∂x j
) f )+

∂

∂x j
(β (ρ û∗j ê

∗) f +
1

2
β (ρ û∗i û∗i û∗j)

f +β ûi(û
∗
j û

∗
i )

f+

1

2
β (ρ û

′′

i û
′′

i û∗j)
f +β (ρ û

′′

i û
′′

j û
∗
i )

f + ν̂(β (ρ û∗i
∂ ûi

∂x j
) f +β (ρ û∗i

∂ û j

∂xi
) f )+

2

3
δi jν̂β (ρ û∗i

∂ ûk

∂xk

) f+

β (Pû∗j)
f −β (τi jû

∗
i )

f +
β

vol(Ω f )

∫∫

∂Ω
(k f

∂T

∂x j
))n jdA = 0

(A.11)

Within Eqs. (A.11-A.12) exist spatial average terms that at present exists no way to account for

them. Developing a turbulence capable of doing so is beyond the work of this paper. Therefore

these terms are lumped in with the boundary terms in order to replace them with added drag and

heat terms, f p and f q, respectively.

At this point the hats and stars signifying temporal and spatial averages will be suppressed along

with being combined with the surface integrals to a single momentum and energy source terms

each.

Conservation of Mass:

β
ρ

t

∂βρui

∂xi
= 0 (A.12)

Conservation of Momentum:

1

β
f

p
i −

1

β
(ρuiu j +Pδi j +

2

3
ρkδi j −2(µ +µt)δi j +

2

3
(µ +µt)

∂uk

∂xk

δi j)
∂β

∂x j
= 0 (A.13)
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Conservation of Energy:

1

β
f

p
i ui +

1

β
f

q
i −

1

β
(ρu jh+(µ +

µ

σk

)
∂k

∂x j
− (

cpµ

Pr
+

µtcp

Prt
)

∂T

∂x j

−2ui(µ +µt)Si j +
2

3
(µ +µt)u j

∂uk

∂xk

+
2

3
u jρk)

∂β

∂x j
= 0

(A.14)

Adding Eqs.(A.12-A.14) to the traditional mass, momentum, and energy conservation equations

you arrived at Eqs.(2.1-2.3).
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