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ABSTRACT

Throughout the last several decades many techniques have been developed in establishing

solutions to nonlinear partial differential equations (NPDE). These techniques are character-

ized by their limited reach in solving large classes of NPDE. This body of work will study the

analysis of NPDE using two of the most ubiquitous techniques developed in the last century.

In this body of work, the analysis and techniques herein are applied to unsolved physical

problems in both the fields of variational approximations and inverse scattering transform.

Additionally, a new technique for estimating the error of a variational approximation is es-

tablished. Note that the material in chapter 2, ”Quantitative Measurements of Variational

Approximations” has recently been published [20].

Variational problems have long been used to mathematically model physical systems.

Their advantage has been the simplicity of the model as well as the ability to deduce infor-

mation concerning the functional dependence of the system on various parameters embedded

in the variational trial functions. However, the only method in use for estimating the error

in a variational approximation has been to compare the variational result to the exact solu-

tion. In this work, it is demonstrated that one can computationally obtain estimates of the

errors in a one-dimensional variational approximation, without any a priori knowledge of

the exact solution. Additionally, this analysis can be done by using only linear techniques.

The extension of this method to multidimensional problems is clearly possible, although one

could expect that additional difficulties would arise.

One condition for the existence of a localized soliton is that the propagation constant
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does not fall into the continuous spectrum of radiation modes. For a higher order dispersive

systems, the linear dispersion relation exhibits a multiple branch structure. It could be the

case that in a certain parameter region for which one of the components of the solution

has oscillations (i.e., is in the continuous spectrum), there exists a discrete value of the

propagation constant, kES, for which the oscillations have zero amplitude. The associated

solution is referred to as an embedded soliton (ES). This work examines the ES solutions in

a χ(2) : χ(3), type II system. The method employed in searching for the ES solutions is a

variational method recently developed by Kaup and Malomed [Phys. D 184, 153-61 (2003)]

to locate ES solutions in a SHG system. The variational results are validated by numerical

integration of the governing system.

A model used for the 1-D longitudinal wave propagation in microstructured solids is a

KdV-type equation with third and fifth order dispersions as well as first and third order non-

linearities. Recent work by Ilison and Salupere (2004) has identified certain types of soliton

solutions in the aforementioned model. The present work expands the known family of soli-

ton solutions in the model to include embedded solitons. The existence of embedded solitons

with respect to the dispersion parameters is determined by a variational approximation. The

variational results are validated with selected numerical solutions.
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INTRODUCTION

Throughout the last several decades many techniques have been developed in establishing

solutions to nonlinear partial differential equations (NPDE). These techniques are character-

ized by their limited reach in solving large classes of NPDE. This body of work will study the

analysis of NPDE using the idea of a Lagrangian formulation. Consider a nonlinear partial

differential operator (NPDO), Λ, for which there exists some u such that

Λ[u] = 0 (1.1)

Depending on the structure of Λ, solutions to equation (1.1) most likely cannot be found

directly. In fact, it is difficult to make any generalization about (1.1) without imposing

further structure on Λ. Instead of restricting Λ to a certain class of NPDO, consider a

paradigmatic reformulation of (1.1). Suppose this nonlinear operator is the ”derivative” of

some associated ”energy” functional, E.

Λ[u] = ∇(E[u]) (1.2)

Equation (1.1) may now be written as

∇(E[u]) = 0 (1.3)

This establishes a duality in which solutions to equation (1.1) may be equivalently recognized

as the critical points of the functional, E[•].
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1.1 Variational Formalisms: First Principles

Definition 1.1.1 (Lagrangian) Suppose D ⊂ Rn is a bounded, open set with boundary

∂D. The Lagrangian is a smooth functional

L : Rn ×R×D→ R (1.4)

where D = D ∪ ∂D.

More specifically, the Lagrangian may be written as

L = L(∇u(x), u(x), x) (1.5)

With this notation, the energy function described in (1.2) may be more explicitly written as

E[u] =

∫
D

L(∇u, u, x)dx (1.6)

for smooth functions u : D → R satisfying the boundary condition

u(x) = g on ∂D (1.7)

Theorem 1.1.1 Suppose u is a smooth function satisfying the boundary condition u = g on

∂D. Further, assume u is a minimizer of E[•]. Then u is a solution of a certain differential

equation.

Proof: Choose some smooth function p(x) ∈ C∞(D) which is defined on compact support.

Consider the real-valued auxiliary function given by

2



Ẽ(ε) = E(u+ εp) for ε ∈ R (1.8)

Since u is a minimizer, Ẽ has a minimum at ε = 0. Thus Ẽ ′(0) = 0. This derivative may be

computed directly (i.e., the Gauteaux derivative). Given that

Ẽ =

∫
U
L(∇u+ ε∇p, u+ εp, x)dx (1.9)

the first variation is computed to be

Ẽ ′ =

∫
D

n∑
j=1

L∇uj(∇u+ ε∇p, u+ εp, x)pxi + Lu(∇u+ ε∇p, u+ εp, x)pdx (1.10)

Taking ε = 0

0 = Ẽ ′(0) =

∫
Ω

n∑
j=1

L∇uj(∇u, u, x)pxi + Lu(∇u, u, x)pdx (1.11)

Since p(x) has compact support, equation (1.11) can by integrated by parts to give

0 =

∫
U

[
−

n∑
j=1

(L∇uj(∇u, u, x))xi + Lu(∇u, u, x)

]
p(x)dx (1.12)

This is true for any test function p(x), and hence u must satisfy the differential equation

−
n∑
j=1

(L∇uj(∇u, u, x))xi + Lu(∇u, u, x) = 0 (1.13)

This is the Euler-Lagrange equation associated with the energy functional defined in equation

(1.2). The result is that solutions to (3.23) may be sought as minimizers of (1.6).
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1.2 Existence and Uniqueness of Minimizers

This section will address the conditions under which E[•] should have a minimizer. To

begin, recognize that a smooth mapping f : R → R bounded from below need not attain its

infimum. For example, consider f(x) = e−x
2
. It is bounded from below, but f(x) 6= inf [f(x)]

for any x ∈ R. One way to ensure a function which is bounded from below will achieve it’s

infimum is to assume that |f | → +∞ whenever |x| → ∞. There arises a need to create a

controlling mechanism for E[u], when u is a ”large” function.

Condition 1.2.1 (Coercivity) Fix p such that 1 < p < ∞. Further, suppose that there

exists α > 0 and β ≥ 0 such that

L(∇u, u, x) ≥ α|u̇|p − β, for all u̇ ∈ Rn, u ∈ R, and x ∈ D (1.14)

Then the coercivity condition on E[•] is given by

E[u] ≥ α

∫
D

|∇u|pdx− β|D|max (1.15)

Notice that from the above condition,

E[u]→∞ as

∫
D

|∇u|pdx→∞ (1.16)

The class of functions for which minimizer candidates arise need not be smooth. This

condition can be relaxed so as to include functions in the Sobolev space W 1,p(D). The class

of admissible functions through which a minimizer is sought will be taken to be:

A = {u ∈W1,p(Ω)|u = g on ∂D} (1.17)
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Theorem 1.2.1 (Existence of minimizer) Assume that L satisfies the coercivity condi-

tion and is convex in ∇u. Suppose further that the admissible A set is nonempty. Then

there exists at least one function u ∈ A solving

E[u] = minw∈AE[w] (1.18)

Theorem 1.2.2 (Uniqueness of minimizer) Suppose L = L(∇u, x) does not depend on

u(x). Further, suppose that the mapping ∇u→ L(∇u, x) is uniformly convex for each x ∈ R.

Then a minimizer u ∈ A of E[•] is unique.

Proofs of the above two theorems are presented in [10].

1.3 Variational Approximation of the Equations of Motion

Variational problems have existed in mathematics throughout history. One such classical

example is: given a fixed perimeter, what geometry encloses the largest area? To have the

ability to posture dynamic physical systems as a variational problem is quite intriguing. It

means that the evolution of the system moves in such a way as to minimize or maximize

something. More specifically, it moves in such a way as to minimize the action

S =

∫ b

a

L(x, u, ux)dx (1.19)

This lends to the Lagrangian some physical significance. As Richard Feynman points

out ”it is as though the system feels out the action on many possible paths and chooses the

one for which the action is minimal”. In fact, the question arises as to which quantity is

more fundamental: the Lagrangian or the equations of motion. In practice, there are times
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in which the Lagrangian is first established through various considerations. It is only an

afterthought that a variational technique is employed to establish the equations of motion

for which the Lagrangian represents. To further this point, establishing the Lagrangian from

the equations of motion is an inverse problem in mathematics.

One of the purposes of this work is to develop variational techniques that can be employed to

reverse engineer physical systems. The modality of this paradigm is quite simple. Suppose

the Lagrangian, L, corresponding to some physical system is known. Define the operator Λ

to be the first variation:

Λ[•] =
δL[•]
δu

(1.20)

The equations of motion can then be obtained from L. They are determined by

Λ[u] = 0 (1.21)

Suppose that the exact solution, u = ue, of (2.4) is unknown. Express this solution in terms

of some reasonable ”guess” trial function, plus some error correction term.

ue = g + h (1.22)

One goal is to establish an error bound on h exclusively in terms of the guess function

g. Suppose the trial function depends on some number of static parameters, µi. (This is a

simplifying assumption. In general the parameters could evolve in a non-algebraic manner).

For example, suppose there is some suspicion that a localized soliton solution may exist for
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some physical system. The trial function could then be defined in terms of a width, position,

velocity, chirp, and phase. From the Lagrangian, the action can be established according to

S =

∫
∂D

L[ue]dt (1.23)

A set of Euler-Lagrange equations may then be established in terms of the various parame-

ters. These E-L equations will evolve according to

δS

δµi
= 0 (1.24)

In the case of static parameters (i.e., µi are constant), then the functional derivative reduces

to a partial derivative:

∂S

∂µi
= 0 (1.25)

Substituting the ansatz given by (1.22) into (2.1) yields:

S =

∫
∂D

L[ue]dt =

∫
∂D

L[g + h]dt

=

∫
∂D

L[g]dt+

∫
∂D

δL[g]

δu
hdt+

1

2

∫
∂D

∫
∂D̃

δ2L[g]

δuδũ
hh̃dtdt̃+O(h3) (1.26)

Utilizing condition (1.25), this may be rewritten as

∫
∂D

∂L[g]

∂µi
dt+

∫
∂D

∂Λ[g]

∂µi
hdt+

∫
∂D

Λ[g]
∂h

∂µi
dt+O(h2) = 0 (1.27)

Integrating this result by parts (with respect to t) produces
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∫
∂D

∂L[g]

∂µi
dt+ h|t∈∂D

∫
∂D

∂Λ[g]

∂µi
dt+

∂h

∂µi
|t∈∂D

∫
∂D

Λ[g]dt (1.28)

−
∫
∂D

(∫
∂D̃

∂Λ[g]

∂µi
dt̃

)
dh

dt
dt−

∫
∂D

(∫
∂D̃

Λ[g]dt̃

)
∂2h

∂µidt
dt+O(h2) = 0

Suppose that h(t;µi) attains its maximum on t ∈ ∂D. Then (1.28) implies that

(∫
∂D

Λ[g]dt

)
∂hmax
∂µi

+

(∫
∂D

∂Λ[g]

∂µi
dt

)
hmax = −

∫
∂D

∂L[g]

∂µi
dt+O(h2) (1.29)

Notice that the error, h(t), propagates according to linear perturbation theory. The solution

for the linearized equation (i.e. lowest order in h) is given by

hmax = M exp

(
−
∫ ∫

∂D
∂Λ[g]
∂µi

dt∫
∂D

Λ[g]dt
dµi

)∫ (∫
∂D

∂L[g]
∂µi

dt∫
∂D

Λ[g]dt

)
exp

(
−
∫ ∫

∂D
∂Λ[g]
∂µi

dt∫
∂D

Λ[g]dt
dµi

)
dµi|t=tmax

(1.30)

Note that limg→uhmax is singular. The importance of the above bound may be more theo-

retically important than it is computationally useful. It demonstrates that it is possible to

obtain a gauge for the error correction, h, exclusively in terms of the trial function, g. This

idea is developed fully in chapter 2, and has recently been published [20].

Given the evolution of some physical system, represented by the operator Λ[•], how can

one ”measure” the accuracy of the variational approximation? What other quantities exist

that will allow for a ”gauge” on the error function h? The variational principle yields the

Euler-Lagrange equations not simply when the action is a minimum, but more generally

when its derivative vanishes. This could correspond to a minimum, maximum, or a saddle

point. To determine which it is requires an examination of the quantity:
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δ2S =
d2

dε2
S(u+ εp)|ε=0 (1.31)

For all admissible test functions, p(x). This quantity can be interpreted as the curvature of

the action. For the action to be a minimum, it is required that

δ2S ≥ 0 (1.32)

It has been shown (Gel’fand and Fomin 1963) that a necessary, but not sufficient condition

for this is given by

∂2L

∂ux∂ux
≥ 0 (1.33)

As an example, consider varying

S =

∫ b

a

L(x, u, ux)dx (1.34)

Choose some test function p(x) ∈ C2[a, b] such that p vanishes along the boundary. The

second variation is then determined by

δ2S =
d2

dε2
S(u+ εp)|ε=0 (1.35)

In terms of the Lagrangian, (1.35) is

d2

dε2
S(u+ εp)|ε=0 =

∫ b

a

[Luup
2 + 2Luxuh

dp

dx
+ Luxux(

dp

dx
)2]dx (1.36)

Integration by parts leads to an expression for the second variation given by

9



∫ b

a

{[p2[Luu −
d

dx
Luxu +

1

2

d2

dx2
Luxux ] + p

d2h

dx2
Luxux}dx (1.37)

An important note here is that the second variation depends on the test function. This is

not the case for the first variation. The curvature of the action represents a real positive

definite quantity.

1.4 A Variational Approximation of the Vibrating String

To illustrate these ideas, consider the following example using the linear wave equation.

∂2
t u(x, t) = α2∂2

xu(x, t) 0 ≤ x ≤ 4a 0 ≤ t <∞ (1.38)

subject to

B.C.’s: u(0, t) = 0 u(4a, t) = 0

I.C.’s: u(x, 0) = f(x) ∂tu(x, 0) = y(x)

The above PDE is solved by

u(x, t) =
∞∑
n=1

sin(
nπx

4a
)[an sin(

nπαt

4a
) + bn cos(

nπαt

4a
)] (1.39)

where

an =
2

nπα

∫ L

0

g(x)sin(
nπx

4a
)dx (1.40)

bn =
1

2a

∫ L

0

f(x)sin(
nπx

4a
)dx (1.41)

10



Consider the operator

L(∂x, ∂t)[•] =
1

2

(
α2|∂x[•]|2 − |∂t[•]|2

)
(1.42)

In terms of this operator, equation (1.38) may be written as

δL[u]

δu
= 0 (1.43)

Now a variational approximation will be employed to estimate the accuracy of a geometric

model with respect to the equation of motion (for the vibrating string). The solution is

essentially characterized by the phase of the oscillation. While the exact solution is a super-

position of an infinite number of Fourier modes; the approximation will be tested against a

single mode. More specifically, the second mode. Consider the function

g(x, t; a, b(t)) =



b
a
x 0 ≤ x < a

− b
a
x+ 2b a ≤ x < 3a

b
a
x− 4b 3a ≤ x < 4a

where a, b(t) ∈ R (1.44)

Which is periodic with P = 4a.

To estimate how far this is from the exact second harmonic, a variational formulation will

be utilized. The parameter a is fixed at the endpoints of the vibrating string, and b = b(t).

The action integral is then given by

S(t; a, b(t)) =

∫ 4a

0

L[g, gx, gt]dx (1.45)

Which is evaluated to be
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Sawtooth Ansatz

(a,b)

( 0,0)

( 4a,0)

( 3a,-b)

x

f(x)

Figure 1.1: sawtooth variational ansatz for the vibrating string

2
α2 (b (t))2

a
− 2/3

(
d

dt
b (t)

)2

a (1.46)

Varying the action integral with respect to b(t) yields the following results:

δb

δt
=

dS

db(t)
− d

dt
[
dS

db′(t)
] = 4

α2b (t)

a
+ 4/3

(
d2

dt2
b (t)

)
a = 0 (1.47)

The solution to equation (1.47) is given by

b (t) = C1 sin

(√
3α t

a

)
+ C2 cos

(√
3α t

a

)
(1.48)

Next consider a parabolic approximation to the second harmonic of the vibrating string:

g(x, t) =


− b
a2 (x− a)2 + b 0 ≤ x < 2a

b
a2 (x− 3a)2 − b 2a ≤ x < 4a

where a, b(t) ∈ R (1.49)

The action is computed to be
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Parabolic Ansatz

(a,b)

( 3a,-b)

t

f(t)

Figure 1.2: parabolic variational ansatz for the vibrating string

S =
1008

5

(
d

dt
b (t)

)2

a+ 8/3

(
2
α2 (b (t))2

a4
− 2

(
d
dt
b (t)

)2

a2

)
a3 + 32

α2 (b (t))2

a
(1.50)

+
56

3

(
2
α2 (b (t))2

a4
− 26

(
d
dt
b (t)

)2

a2

)
a3 + 6

(
−12

α2 (b (t))2

a3
+ 48

(
d
dt
b (t)

)2

a

)
a2 = 0

The evolution of b(t) is then determined by:

δb

δt
= 16/3

α2b (t)

a
+

32

15

(
d2

dt2
b (t)

)
a (1.51)

The solution to condition (1.51) is given by

b (t) = C1 sin

(
1/2

√
10α t

a

)
+ C2 cos

(
1/2

√
10α t

a

)
(1.52)

Comparing these approximations to the second harmonic of the vibrating string indicates

the following:

Exact temporal phase: nπα
4a

Sawtooth temporal phase:
√

10α
2a
→ n ≈ 2.21

13



Parabolic temporal phase:
√

3α
a
→ n ≈ 2.01

The above result demonstrates the usage of a variational approximation to estimate

solutions of a differential equation. The resulting accuracy of the variational approximation

is obtained by comparsion to the exact solution. The next chapter establishes a new technique

by which the accuracy of a variational approximation can be gauged without knowledge of

the exact solution.
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QUANTITATIVE APPROXIMATIONS OF VARIATIONAL
APPROXIMATIONS

2.1 Introduction

In the theory of modern dynamics, there exist two paradigmatic views on formulating the

mathematical model for a physical system. These paradigms arrive at a completely equivalent

result. The first perspective, commonly viewed as the Newtonian approach, argues that the

evolution of the state of a process can be completely described in terms of the forces involved

with the process. This approach is a manifestation of the Aristotelian ”cause and effect”

view of the universe. The mathematical framework for the second perspective is based on

two publications [11, 12] in the 1830’s by William Hamilton. Within these papers, Hamilton

proposes a theory of dynamics which describes all of classical (Newtonian) mechanics without

the use of forces. Instead, the physical process under consideration will evolve in such a

way as to extremize the integral of the difference between the kinetic and potential energies.

Philosophically, this is in stark contrast to the Newtonian perspective. Instead of viewing the

evolution of a process as a result of external influences, the Hamiltonian approach suggests

there is an internal intention on the part of the process to evolve in a particular manner.

Variational problems have existed in mathematics throughout history. The earliest that

we have located was in the Aeneid [13], where there is a legend of a woman who fled to

Africa after her husband was murdered. She arrived somewhere along the North African

coast where she pleaded with the local ruler, King Jambus, for land. The King granted the
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woman as much land as could be enclosed with the hide of a bull. Legend says that she cut

the hide into very thin and long strips, the land later became the city of Carthage (c. 814

BC) and the woman its ruler, Queen Dido. While legend and fact may not necessarily agree,

this demonstrates that the idea of extremum principles have existed for millenia. About eight

centuries later, Hero of Alexandria (c 10-70) proved the first recorded scientific minimum

principle. He was able to show that the trajectory of a reflected light ray is a minimum if

the angles of incidence and reflection are equal [21]. This idea was later formulated as a least

time principle by Fermat in the early part of the seventeenth century [21].

The mathematical machinery necessary to investigate such problems was found to re-

quire more than the elementary calculus developed by Newton [26] and Leibniz in the mid-

seventeenth century. In 1696, Johann Bernoulli proposed “. . . brachistochrone problem which

can be summarized as ’If two points are connected by a wire whose shape is given by an un-

known function y(x) in a vertical plane, what shape function minimizes the time of descent

of a bead sliding withought friction from the higher to the lower point.’”[25]. This problem

was addressed by several of Bernoulli’s contemporaries, and what arose from these investiga-

tions was a new type of calculus. This calculus is known today as the calculus of variations

and was developed into a full mathematical theory by Euler around 1744 [4]. The mathe-

matics developed by Euler was extended by Joseph-Louis Lagrange (1736-1813) . Lagrange

discovered that Euler’s equation for minimizing a functional integral (later to be named the

Euler-Lagrange equation) could be expressed in a compact way by simply using integration

by parts. It was Lagrange who introduced the integrand of the functional appropriate to

mechanics, i.e., the difference between potential and kinetic energies. Euler had essentially
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only considered the kinetic energy which amounted to requiring additional conditions to get

a correct picture of classical mechanics [1].

Since the solution(s) of a dynamical system is one which extremizes this quantity called

the action, it therefore follows from this principle that one can also devise methods for finding

approximate solutions. Thus even if one reduces the number of degrees of freedom in which

the function can be varied, Hamilton’s Principle will lead one to a solution which, in some

sense, will be as close as possible to the correct solution. However, due to the reduction

in the number of degrees of freedom, one cannot generally expect the function to achieve

the actual extremum of the full problem, but nevertheless, one can still expect to find an

extremum, which should be “near” the exact solution. This method has long been used in

applications from geometry [28] through quantum mechanics [22, 27]. In particular, it was

in this period that we have the ”Raleigh-Ritz method” being developed independently by

Raleigh and Ritz1, for finding eigenfunctions and eigenvalues of linear differential equations.

This method is known in modern mathematical literature as the Raleigh-Ritz method [8, 3].

In fact this usage of variational methods continued into the first half of the 20th Century, and

even up into the late 1980’s. During this time, Quantum Mechanics and all of Modern Physics

were born, and with these, there came a critical need to be able to obtain numerical values for

comparing with experiments. Up until the 1950’s, there were no electronic computers, and

even in the latter half of the 20th, such electronic devices were generally only available at large

1The authors were not able to identify historical records of the work done by Raleigh and Ritz, only that

the name of the method seemed to have been adopted sometime during the late 19thCentury, which was the

time period in which Raleigh and Ritz performed their work.
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government labs or universities, and ever there, their usage were quite limited. Otherwise,

one only slide-rules or crude electric-operated mechanical calculators for use. Thus there was

a definite need for methods for obtaining some kind of approximate solutions when one only

had such devices. Whence the power of analytical methods of mathematics was put into use

with these devices. As an answer to this need, there was major efforts to utilize variational

methods for developing approximate solutions, as well as perturbation expansions of such,

for various physical systems [24]. We note that in this time period, nonlinear problems were

generally not studied as such, except to the degree that one could expand about some solvable

linear problem, or some know analytical solution. Thus it is not surprising that all the work

in this period mainly concentrated on linear eigenvalue problems and their perturbations,

with variational methods playing leading roles. The need for this development of variational

methods began to decline after the 1970’s, with the increasing availability of calculators and

computers, and particularly with the advent of the personal computer and the accompanying

tremendous increase in computational power that came with these devices and their larger

brothers. This marked the end of an era and the beginning of a new one. Within a decade,

it would no longer be important to carefully and analytically expand solutions of equations

of motion, in order to obtain a three-to-four place accuracy in their numerical values, when

with the touch of a few keys, the value desired would appear almost instantly and with an

8-to-14 place accuracy.

Nevertheless, even though computations no longer needed to utilize variational methods,

there has always been other usages of variational methods, in spite of the computational

power that was now generally available. In particular, the variational methods have always
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been adapt at providing functional dependences and trends, and thereby a single, simple

variational result could contain more information than dozens of pages of numerical com-

putations. For example, when a nonlinear problem contains three parameters and is also a

differential system of twelveth-order, one would like to be able to localize as much as pos-

sible the parameter regime wherein one would need to search for soliton solutions. Such

can indeed be done with variational methods [?]. Furthermore, variational techniques from

numerical methods (such as the Galerkin method) have been used to develop variational

methods for dissipative systems [16] and also to study the parameter space of electron de-

vices [19]. Indeed, variational methods have been used to find approximate solutions in

various cases, particularly in cases where closed-form solutions would not generally exist

[?, 16, 17, 14, 15, 29]. However at the same time, variational methods can also lead to wrong

or uncertain results [19, 15], and thus there is also a need for an even deeper and more

through understanding of these methods. In particular, there is a need to be able to discern

when a variational method is not “sufficiently close” to serve as an adequate approximation.

At this point, we probably should lay down a nomenclature for the terms that we have

used above, and for new terms which will arise. By “Hamilton’s Principle”, we mean the

general principle which states that the equations of motion of a conservative physical system

are the Euler-Lagrange for the appropriate Lagrangian. By “variational method” we mean a

method that makes use of a Hamilton’s Principle in some manner. To distinguish the use of

Hamilton’s Principle for finding approximate solutions from other uses of variational meth-

ods, we shall refer to this use of Hamilton’s Principle as the “Variational Approximation”

(VA). We note that the Raleigh - Ritz method is also a VA, and which has been predomi-
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nately used for linear eigenvalue problems. The term VA is intended to include applications

to nonlinear systems as well. More general variational methods, such as those used in Ref.

[16], should perhaps be called a “Gelerkin variational method”, but we shall not directly

discuss those methods here. However the reader should be aware that what we shall present

here can easily be extended that method also.

The major criticism of any use of the VA has generally concentrated on the fact that

there was no general method for estimating the quantitative validity of the VA, except by

comparison with the exact solution, thereby requiring exact solutions anyway. With the VA,

one has obtained an approximate solution. But how could one determine whether or not

this approximate solution was of sufficient accuracy to be of value? In the absence of having

the exact solution, one had no way to answer this. And this fact has always caused one

to hesitate, even if only momentarily, before using or quoting variational results, in spite of

its many frequent successes. Thus a method for the quantitative evaluation of any VA is

needed.

As mentioned above, in the VA one expects to find a solution “close” to the exact

solution. But how close is “close”? The key to determining this is to return to when

variational methods were being intensely used, which was the early 20th Century, where

even perturbation methods for VAs were being developed [24]. Certainly it would have been

generally known that the size of a term at any one given order would give an estimate of

the accuracy at that order. And certainly this would have been used to determine how

many orders one needed to expand out to. At the same time, this also clearly tells us

how to quantitatively estimate any VA. What has to be done, is to formulate the VA as
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the leading term in a perturbation expansion. Then provided that one is expanding about

a function which is sufficiently close to the exact solution, any term in the perturbation

expansion will indicate the resulting error, if the series is terminated at that term. Note

that here we are discussing functional accuracy, not numerical accuracy. This is a step

higher than what was used in the Raleigh-Ritz method, wherein the criteria was only the

accuracy of the eigenvalue. But at the same time, there is no one single number that can

represent ”functional accuracy”. The purpose of this paper is to present such a method

for quantitatively estimating the functional error in any VA, without knowing the exact

solution, and by the use of only linear techniques. Then from the functional accuracy, be

able to determine the numerical accuracy in any quantity of interest.

The method of the VA is quite straight-forward: establish the Lagrangian for the gov-

erning system, choose a reasonable trial function (ansatz) containing certain arbitrary pa-

rameters, calculate the action for that ansatz, and then determine the optimum parameters

of the ansatz by solving the Euler-Lagrange equations which result from varying the action

with respect to each parameter [2]. Then we will quantitatively estimate the error in the VA

without using the exact solution. All that is required is for one to be able to solve a linear

problem, to be defined below.

To illustrate this method, two physical systems will be analyzed. These systems are

simple, so that the method can be easily illustrated. The first system is a vibrating string.

Using a sawtooth ansatz and a parabolic ansatz, we will demonstrate how to quantitatively

determine how “close” the VA is to the correct solution. The second model will be the

well-known soliton solution of the Korteweg-de Vries (KdV) equation. Here we will use a
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Guassian ansatz, and demonstrate how to quantitatively estimate two types of errors which

this VA could introduce into another calculation. In one case, we will have the gaussian

ansatz as being an acceptable approximation and in the other, as being unacceptable.

2.2 Theory

Let us first outline the theory behind this method of quantitatively estimating the error in a

VA. Suppose the Lagrangian, L, corresponding to the physical system of interest is known,

and that this Lagrangian is a functional of the variable u(t). (The variable u(t) may be a

scalar, vector or tensor quantity.) For now, we shall only consider a one-dimensional scalar

case, where the integration variable is t.

The action, S[u], is define by:

S =

∫
D
L[u]dt , (2.1)

where D is the domain of support of the function u. Hamilton’s Principle states that the

governing equations of the variable u(t) will be such that

lim
ε→0

S[u(t) + εδu(t)]− S[u(t)]

ε
=

∫
D

δL

δu
[u(t)] δu(t) dt = 0 , (2.2)

for any bounded variation δu(t), provided that this variation vanishes at any and all end

points of the domain D. Note that this also defines the quantity δL
δu

(t), which is called the

(first) variational derivative of L.

Now, let us define the (nonlinear) operator Φ to be the first variational derivative of L:

Φ[•] =
δL[•]
δu

. (2.3)
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This gives us the Euler-Lagrange equation,

Φ[ue] = 0 , (2.4)

where ue will be the exact solution(s). (There could be more than one solution, depending

on boundary conditions on ue.) Thus the problem is to find ue. Let us now use Hamilton’s

Principle to obtain a variational approximation to ue(t). The problem is then to find the

“best” solution for whatever ansatz is chosen (the VA), and then to obtain a quantitative

estimate of its resulting error(s).

As indicated above, we want to expand ue in a perturbation expansion about the ansatz

plus some error. Let u0(t; q) be the ansatz, where q is some finite collection of parameters,

on which u0 is dependent. Then we should expand ue as

ue = u0(t; q) + εu1(t) + ε2u2(t) + . . . , (2.5)

where here ε is an expansion parameter, whose size will be defined shortly. The collection

of parameters, q, on which the trial function is dependent, are assumed to be finite and

could include an amplitude, width, position, velocity, chirp, phase, etc., depending on the

problem. The variation of u0 will then consist only of the changes that occurs in u0 when

these parameters are varied. In varying these parameters, from (2.2), we will obtain a finite

number of independent variations of S.

Let us see what this expansion can tell us. Substituting the expansion given by (2.5) into
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(2.1), and then expanding about u = u0, yields:

S =

∫
D
L[ue]dt =

∫
D
L[u0 + εu1 + ε2u2]dt ,

=

∫
D
L[u0]dt+ ε

∫
D

(
δL

δu

)
0

(u1 + εu2)dt

+ε2
1

2

∫
D

∫
D̃

(
δ2L

δu(t)δu(t′)

)
0

u1(t)u1(t′)dtdt′ +O(ε3) , (2.6)

where the subscript “0” indicates evaluation at u = u0. Now consider the expression above.

By Hamilton’s Principle, we are to find a ue such that for small variations about ue, we will

have δS = 0. In this variation, we shall vary the parameters q and the functions u1, u2, etc.

Consider the leading order term in Eq. (2.6). Since the functional form of u0 has been

fixed, we can only vary the parameters q. In lowest order (ε = 0), variations of the q’s will

give the set of equations

∂S

∂q
=

∂

∂q

∫
D
L[u0]dt = 0 , (2.7)

which determine the lowest order solution (and structure) of the q’s. Once this is done, we

have the q’s determined, which is the result of applying the VA.

Let us consider the next order, the ε term. By varying the function u1 we can impose ad-

ditional linearly independent variations, beyond what was imposed in zeroth order. Varying

u1 in the ε term will give us: (
δL

δu

)
0

= 0 , (2.8)

which is nothing more than the equation(s) of motion evaluated at the ansatz (u = u0).

However, unless u0 happens to be an exact solution, it is impossible for this condition to be

satisfied. But it can be almost satisfied if u0 is close to an exact solution, in which case the

left hand side of (2.8) will actually be “small” but nonzero. And since it is nonzero, it must
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be balanced by something. The only possible term that could balance it are the next higher

order terms, which are the ε2 terms in (2.6). This we can naturally do if we take the size of

ε to be determined by the order of magnitude of
(
δL
δu

)
0
. So since (2.8) cannot generally be

satisfied, we then must take (
δL

δu(t)

)
0

= εR(t; q)[q] , (2.9)

which defines R and at the same time also defines ε. Inserting (2.9) into (2.6) then gives us

an expansion in which no ε terms are present. Rather, the next lowest order terms are the

ε2 terms and upon varying u1 in these ε2 terms, one obtains

∫
D

(
δ2L

δu(t)δu(t′)

)
0

u1(t′)dt′ = −R(t)[q] . (2.10)

Note that this equation is linear in u1, and thus to determine u1, one only has to solve a

linear nonhomogeneous problem.

In hindsight, this result is not surprising. Although we have used Hamilton’s Principle to

derive this result, one just as easily could have derived it from the Euler-Lagrange equations.

From (2.3) - (2.5), upon using (2.9), one can easily obtain (2.10). One can also interpret

what is occurring here, and give an simple statement of its procedure. One starts with an

ansatz, u0, and uses the VA to calculate the best values for its parameters. Then we calculate

the first-order correction to the ansatz, u1, based on the linearly perturbed Euler-Lagrange

equations, (2.10). The smallness of various features of this correction will be a basis for a

quantitative measure of the validity of the VA.
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2.3 The Vibrating String

The vibrating string of a finite length `, fixed at both ends, has a simplicity which allows one

to readily understand the approach used. If we decompose its evolution into normal modes,

then we may use a VA to determine the modal shapes and the modal eigenfrequencies. The

modal problem is a linear eigenvalue problem, with a well known solution. We take the

Euler-Lagrange equation to be:

Φ[u(x)] = 0 ; Φ[•] =
d2

dx2
[•] + k2[•] , (2.11)

where Φ[•] is the (linear) operator, k2 is the eigenvalue, the interval is [0 ≤ x ≤ `] and the

integration variable is now changed to x. Our boundary conditions are u(0) = 0 = u(`).

Since this problem is linear, the amplitude of the solution is arbitrary. To eliminate this

irrelevant degree of freedom, we shall require the L(2) norm of the eigenmode, u(x), to be

unity.

For the system described in (2.11), we may take the Lagrangian to be

L(u, ux) =
1

2

(
du

dx

)2

− 1

2
νu2 , (2.12)

where ν = k2 is the eigenvalue. Note that due to translational invariance, we only need to

treat the case of the fundamental mode, since the nth-order mode for a string of length `,

can be obtained from the fundamental mode of a string of length `/n.
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2.3.1 The Variational Approximation

We shall consider two different approximations for the fundamental eigenfunction of (2.11):

a sawtooth approximation and an upside-down parabola, each of which is given by:

u
(sawtooth)
0 (x;A, `) =


2A
`
x 0 ≤ x < `

2
,

2A
`

(`− x) `
2
≤ x < ` ,

(2.13)

u
(parabolic)
0 (x;A, `) = A[1− (

2x

`
− 1)2] , (2.14)

where A is the amplitude of the eigenfunction. Requiring the norm of each ansatz to be

unity, gives

A(sawtooth) =

√
3

`
A(parabolic) =

√
15

8`
(2.15)

Diagrams of both ansatzes are shown in Fig. 2.1.

As outlined in Section 2.2, once we have the ansatz, we then evaluate the action for that

ansatz. However for eigenvalue problems, it is standard to set up the variational problem

with the “action” being the eigenvalue [3, 24]. Taking this approach, we then vary the

eigenvalue, ν, where:

ν =

∫ `
0

(
du
dx

)2
dx∫ `

0
u2dx

. (2.16)

It is trivial to verify that varying u and requiring the action to be an extremum then gives

us (2.11). Inserting (2.13) and (2.14) into (2.16) respectively, we obtain

ν
(sawtooth)
0 =

12

`2
= 1.216...π2/`2 , (2.17)

ν
(parabolic)
0 =

10

`2
= 1.013...π2/`2 . (2.18)

In this case, our only parameter was the amplitude which was set by the normalization

condition. Furthermore, since (2.11) is linear, the amplitude drops out anyway and the
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Sawtooth Ansatz

(a,b)

( 0,0)

( 4a,0)

( 3a,-b)

x

f(x)

η0.0 0.2 0.4 0.6 0.8 1.0

u
-0.015
-0.010
-0.005
0.000 Sawtooth Ansatz Error

uex-(u0+u1)

η0.0 0.2 0.4 0.6 0.8 1.0

u

-0.5

0.0

0.5

1.0

1.5

2.0
Parabolic Ansatz

u1

u0

u0+u1

η0.0 0.2 0.4 0.6 0.8 1.0

u
-0.0012
-0.0008
-0.0004
0.0000 Parabolic Ansatz Error

uex-(u0+u1)

Figure 2.1: plots of the difference between the exact solution and the sum of variational

ansatz and the first order correction.

action has only a fixed value and no further variation can be done. Thus the VA for the

eigenvalue for each case takes on the value shown above. As far as accuracy is concerned,

we see that the sawtooth ansatz is less accurate, with the eigenvalue being only within 22%

of the exact value. On the other hand, the parabolic approximation is much better, giving

an eigenvalue within 1.3% of the correct value. However, we know this only because we are

comparing with the exact solution. Let us now see how we can quantify these accuracies

without knowing the correct answer.

2.3.2 The Correction

In the case of the first-order correction to an eigenvalue problem, there will also be an eigen-

value shift as well as a shift in the function. Instead of rederiving our result for eigenvalue
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problems, we may simply recognize that this is so, recognize that a shift is needed, and then

go directly to (2.9) and (2.10), obtaining:

∫
D

(
δ2L

δu(x)δu(x′)

)
0

u1(x′)dx′ +R(x) + 2δν u0(x) = 0 , (2.19)

where we have taken δν to be the shift in the eigenvalue and defined

R(x) =
d2u0

dx2
+ ν0 u0 . (2.20)

Since ν0 = k2, then in general

ν = k2 + δν , (2.21)

in which case, from (2.12), (2.19) becomes

d2u1

dx2
+ k2 u1 = U(x) , (2.22)

where

U(x) = −R(x)− 2δν u0(x) . (2.23)

Eq. (2.19) is a linear problem, even when the analogy of (2.11) is nonlinear. Whence we

can always solve it with linear techniques, and in this case, the solution of (2.22) is:

u1 = −iC+e
ikx − iC−e−ikx +

∫ x

0

U(x′)
sin(k(x− x′))

k
dx′ (2.24)

where C± are the two constants of integration. As one may verify by integrating by parts,

∫ x

0

U(x′)
sin(k(x− x′))

k
dx′ =

du0

dx
(0)

sin(kx)

k
− u0(x) − δν

k

∫ x

0

u0(x′) sin(k(x− x′)) dx′ .

(2.25)
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Now we impose our boundary conditions and the normalization condition. At the left

end, u(0) = 0 gives C+ = −C−. At the right end, u(`) = 0 gives

C+ = −C− = − 1

2k

du0

dx
(0) +

δν

2k sin(k`)

∫ `

0

u0(x′) sin(k(`− x′)) dx′ . (2.26)

Imposing the condition that the norm be unity to order ε will give

∫ `

0

u0(x′)u1(x′) dx′ = 0 , (2.27)

which along with (2.26) will give us the value for δν.

Let us now consider our two ansatzes. With the above, it is straight forward to evaluate

the integrals analytically as well as numerically. We will not give the analytical expressions

due to their complexity. The numerical values are

C
(sawtooth)
+ = 0.0873...A , and δν(sawtooth) = −0.219...π2/`2 , (2.28)

C
(parabolic)
+ = −0.119...A , and δν(parabolic) = −0.013...π2/`2 , (2.29)

whereby we note that the corrections to the eigenvalues are indeed essentially what we had

estimated from our knowledge of the exact solution. Thus δν does indeed give a quantitative

estimate of the accuracy of these two VA’s. As we had pointed out earlier, the parabolic

ansatz is more accurate than the sawtooth, and the above numbers gives a quantitative

justification of that statement.

Naturally, the corrected eigenvalues will be more accurate, and these values are

(ν0 + δν)(sawtooth) = 0.99675...π2/`2 , (ν0 + δν)(parabolic) = 0.99998...π2/`2 , (2.30)

which gives an almost five 9’s agreement for the corrected parabolic approximation.
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The correction to an eigenvalue is just one possible quantitative estimate of VA accuracy.

Another quantitative estimate is the rms error of the ansatz. Taking the above expressions

for (2.24) and defining the relative rms error, Erms, by

E2
rms ==

∫ `
0
(u1)2dx∫ `

0
(u0)2dx

, (2.31)

we find that for each of our approximations,

E(sawtooth)
rms = 0.124... , E(parabolic)

rms = 0.038... . (2.32)

Obviously again the parabolic ansatz is the most accurate.

2.4 The Korteweg Devries Equation

This equation is a well known nonlinear equation [9] and we will use it to demonstrate how

one can obtain estimates of the error of a VA in a nonlinear system. We shall apply this

method to finding soliton (localized traveling wave) solutions of the Korteweg - de Vires

(KdV) equation, which is

ut + 6uux + uxxx = 0 . (2.33)

Soliton solutions of the form u(x, t) = U(ξ) where ξ = x− ct, exist where c is the wavespeed.

The amplitude of such a wave, U , then satisfies the ODE

− cUξ + 6UξU + Uξξξ = 0 . (2.34)

Since these soliton solutions vanish as ξ → ±∞, we may integrate this equation once to

obtain the equation

− cU + 3U2 + Uξξ = 0 . (2.35)
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From (2.35) one may construct the Lagrangian

L = −1

2
cU2 + U3 − 1

2
(Uξ)

2 . (2.36)

Let us take a gaussian ansatz of the form:

U0(ξ) = A exp(−ξ2/ρ2) . (2.37)

where U0 has two parameters; an amplitude A and a width ρ. Given this ansatz, we may

construct the action, S:

S =

∫ +∞

−∞
L[u0(ξ)]dξ = −

√
2π

4

(
cA2ρ− 4√

6
A3ρ+

A2

ρ

)
. (2.38)

Note that in this case, c is a control parameter and is not to be varied. Varying the action

with respect to the trial function parameters will result in two Euler-Lagrange equations

whose solution(s) will give ”the closest fit” to the exact solution. These equations reduce to

δS

δA
= 0 = cρ2 −

√
6Aρ2 + 1 , (2.39)

δS

δρ
= 0 = cρ2 − 4√

6
Aρ2 − 1 , (2.40)

whose solutions are

A =

√
6

5
c , ρ2 =

5

c
. (2.41)

2.4.1 First Order Correction

We shall now calculate the first order correction to the variational ansatz. As before, we

take an expansion as in (2.5),

Ue = U0(ξ; q) + εU1(ξ) + . . . , (2.42)
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and insert it into (2.35). In the above, ε is a small ordering parameter, U0(ξ) is the variational

ansatz and U1(ξ) is the first-order correction. Again we note that if (4.12), together with

(2.41), is an reasonably accurate approximation, then we would expect the quantity

εR(ξ) = −cU0 +
1

2
U2

0 + U0,ξξ , (2.43)

to be quite small. This then should generate a reasonably small U1 which would be deter-

mined by the linear problem

− cU1 + U0U1 + U1,ξξ = −R(ξ) . (2.44)

The problem of solving (2.44) can be simplified if we scale our coordinates and amplitudes.

Let us define a new coordinate, y, and new amplitudes, H0 and H1, where

ξ = ρy , H0(y) = c U0(ξ) , H1(y) = c U1(ξ) , (2.45)

in which case (2.43) and (2.44) become

d2H1

dy2
+ (6

√
6e−y

2 − 5)H1 = −R′(y) , (2.46)

where

R′ =

√
6

5
e−y

2
[
(4y2 − 7) + 3

√
6e−y

2
]
. (2.47)

The boundary conditions on H1 are that H1 → 0 as y → ±∞. There will be two homo-

geneous solutions of (2.47) and one particular solution. The two homogeneous solutions

approach a linear combination of exp (±
√

5y) as y → ±∞. The boundary conditions will

give a unique solution for H1, provided that neither homogeneous solution is a bound state

(which is the case).
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To see this, we start integrating from the left end. We eliminate the homogeneous solution

that approaches exp (−
√

5y) as y → −∞, leaving us with the particular solution and one

homogeneous solution, H1h which will in general approach exp (
√

5y) as y → −∞. We take

the particular solution, H1p, to also vanish as y → −∞. Then we integrate H1h and H1p

from y = −∞ to y =∞. Each solution will in general contain the component exp (
√

5y) as

y → ∞. We now construct a linear combination H1 = H1p + γH1p and then determine γ

such that the exponentially increasing component of H1 vanishes as y → ∞, resulting in a

unique, bounded solution, shown in Fig. 2.

In Fig. 3, we show the ansatz H0 compared to the sum H0 + H1. As one can see, the

first-order correction mainly corrects for the more rapid decay of the gaussian at large y.

In Fig. 4, we show the difference between the exact solution, He, and H0 + H1, which will

indicate what the second-order correction would be. Here we note that the largest remaining

correction is in the central region of the pulse. [Since the KdV equation is nonlinear, after

the first-order correction we would have a nonzero second-order correction, which would

therefore be largest wherever the amplitude was largest. Here we see that this is indeed the

case.]

As already mentioned, there are several ways in which one could quantitatively measure

the accuracy of an ansatz, depending on what quantity one was interested in. We shall

consider two possibilities. First, the standard rms error (2.31) can again be calculated. This

would be appropriate as a measure of the global error in the pulse shape. Here we find that

Erms = 0.0380..., which indicates that this is a quite good global approximation. However, if

one were interested in calculation soliton-soliton interactions wherein the overlap of the tails
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Figure 2.2: the first-order correction, H1(y), to the gaussian ansatz.
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were important, then the situation could become different. So the quantitative measure of

a VA may well depend on what application it was destined to be applied to.

Let us now be definite, and calculate a quantitative measure for this case. For the gaussian

approximation, we have from Fig. 3 that the width at half-height is w1/2 = 1.594.... If one

were to plot the tail amplitude vs. this width, as in Fig. 6, one readily would see that the

gaussian ansatz is an inferior approximation for the tails. For example, if one chose to have

the solitons separated such that the tail amplitude in the region of the next soliton would

be no more than 0.001, the dashed line in Fig. 6 shows that a soliton-soliton separation

of only 1.56 widths would be sufficient. However if we add the first-order correction to the

ansatz, H0 +H1, which is also shown in Fig. 6, then we would come to a different conclusion.

The curve H0 +H1 shows that the ansatz plus correction, at a width of 1.56, would have an

amplitude of ≈ 0.008, which is eight times too large. Looking at where the separation should

actually be, we see that the tails of H0 +H1 do not decay to 0.001 until at least 2.1 widths.

Thus since the ratio of these widths is 2.1/1.59 = 1.32, a measure of the VA accuracy in this

case would be ±32%, considerably more than the 3.8% indicated by the rms error.

2.5 Conclusion

In this paper we have established a method for quantifying a measure of the accuracy of

variational approximations, and these quantitative estimates can be obtained without the

use of exact solutions. The only further calculation required beyond the calculation of the

variational solution, is the solution of a nonhomogeneous linear equation.

We have also pointed out that the quantitative measure of any variational approximation
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line is an example - see the text.

needs to be based on the intended use of the solution. Depending on the use, the VA could

either be quite acceptable or could even be unacceptable. The smallness of the correction,

or the smallness of its deviation from some important property of the exact solution, should

be the quantitative measure of the validity of any VA.

This work also opens up further future approaches to the modeling of physical and math-

ematical systems. It is now possible for one to chose an acceptable analytical model close

to a system being studied, obtain a VA for that system, and then use the method outlined

here to estimate how accurate any obtained results were, by estimating the error from the

first-order correction. Furthermore, by using the first-order correction found, one may then

improve on the predictions of that VA.
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LOCATING EMBEDDED SOLITONS IN A CHI(2):CHI(3)
SYSTEM USING A VARIATIONAL APPROXIMATION

3.1 Embedded Solitons

A localized ordinary soliton usually has a propagation constant that does not fall into the

continuous spectrum of radiation modes. Consider the case of the NLS equation given by

i
∂u

∂z
+

1

2

∂2u

∂x2
+
γ

4
|u|2u = 0 (3.1)

To find the soliton solution admitted by (3.1) consider a search for stationary state solutions

(i.e., an eigenstate of the Hamiltonian which allows for the z-dependence to be factored out)

by taking:

u(x, z) = eikzU(x) (3.2)

Substituting (3.2) into (3.1) (and dividing off a factor of eikz) yields an equation for the

propagation of the field envelope

U ′′(x)− 2kU(x) +
γ

2
U3(x) = 0 (3.3)

The linear dispersion relation will determine for which values of the propagation constant,

k, there will be localized structure (i.e. exponential behavior), versus pure radiation modes.

If k > 0, the solution will be localized. If k < 0, integration of the NLS equation exhibits

pure radiation modes. The localized soliton solution is found to be
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Figure 3.2: numerical integration of NLS equation; k < 0 (pictured on the right) yields

oscillations while k > 0 (pictured on the left) yields localization

U(x) = 2

√
2k

γ
sech(

√
2kx) (3.4)

Consider a similar (hypothetical) dispersion relation for a two component system as

shown in Figure 3.3. The dispersion relation for this system has a multiple branch structure.

More specifically, there are regions of ω in which one branch corresponds to k real, while

the other branch corresponds to k imaginary. Within these partial gaps in the dispersion
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relation, there exist quasi-solitary waves with non vanishing oscillatory tails. It has been

observed that (under the appropriate circumstances) there may exist discrete values of ω

for which the amplitude of the tail vanishes. This would represent a localized object at a

discrete value of ω for which a real value of k = kES exists. This value of ω lies within the

continuous part of the wave number spectrum (which does not support the existence of pure

solitons). For this reason, these solutions are referred to as embedded solitons (ES). A more

analytic justification of the existence of such a soliton solution is given in [6].

3.2 Type II, CHI(2):CHI(3) System

3.2.1 The Model

Soliton solutions in a three wave (3W) system have been detailed in [7]. The system combines

two orthogonally polarized fundamental frequency (FF) components and a single second

harmonic (SH) component. The governing system incorporates birefringence and both χ(2)

and χ(3) nonlinearities. Such a system has physical significance for solitons in optical systems
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in which the material birefringence is employed to phase-match two orthogonal linearly

polarized components of the FF wave to a single SH component. This is known as a type-II

χ(2) interaction. In the presence of a uniform media which admits the phase-matched χ(2)

interaction, the Kerr nonlinearity is typically weaker than its quadratic counterpart. As

discussed in [2], within certain optical crystals the χ(2) and χ(3) nonlinearities can be made

comparable. This is accomplished by aligning the beam’s Poynting vector relative to the

crystallographic axis.

Suppose u and v are the complex envelopes of the two components of the FF field, and

w is the single SH component. The complete evolution equations for the 3W system (taking

into account the χ(2):χ(3) interaction, self-phase modulation (SPM), cross-phase modulation

(CPM), and four-wave mixing (FWM)) are:

ıuz +
1

2
uxx + v∗w + γ1

(
1

4
|u|2 +

1

6
|v|2 + 2 |w|2

)
u+

1

12
γ1v

2u∗ + γ2 |w|2 v + bu = 0 (3.5)
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ıvz +
1

2
vxx + u∗w + γ1

(
1

4
|u|2 +

1

6
|v|2 + 2 |w|2

)
v +

1

12
γ1u

2v∗ + γ2 |w|2 u− bv = 0 (3.6)

2ıwz +
1

2
wxx + uv − qw + 2γ1

(
|u|2 + |v|2 + 2 |w|2

)
w + γ2 (uv∗ + u∗v)w = 0 (3.7)

In the above system, b is the birefringence coefficient, and q is the phase-mismatch pa-

rameter that controls the second harmonic generation process. The χ(2) coefficient has been

normalized to unity, while γ1 and γ2 are the two χ(3) coefficients. All of the above stated

constants are real. The only constraint is that γ1 and γ2 are of the same sign. γ1,2 > 0

corresponds to self-focusing while γ1,2 < 0 corresponds to a self-defocusing nonlinearity.

3.2.2 The Linear Dispersion Relation

Consider the stationary soliton solutions of the form

u(z, x) = eıkzU(x), v(z, x) = eıkzV (x), w(z, x) = e2ıkzW (x)

Upon substituting these forms into the governing equations, a system of ODE’s is obtained.

This system is determined by:

− (k − b)U +
1

2
U ′′ + VW + γ(

1

4
U2 +

1

4
V 2 + 2W 2)U +

1

6
γW 2V = 0 (3.8)

−(k + b)V +
1

2
V ′′ + UW + γ(

1

4
U2 +

1

4
V 2 + 2W 2)V +

1

6
γW 2U = 0

−(4k + q)W +
1

2
W ′′ + UV + 2γ(U2 + V 2 + 2W 2)W +

1

3
γUVW = 0
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It has been assumed that γ2 = γ1/6 = γ. This assumption is discussed in [7]. The above

equations can be decoupled by taking

V = W = 0 or U = W = 0 or U = V = 0 (3.9)

giving rise to

− (k − b)U +
1

2
U ′′ +

γ

4
U3 = 0 (3.10)

− (k + b)V +
1

2
V ′′ +

γ

4
V 3 = 0

− (4k + q)W +
1

2
W ′′ + 4γW 3 = 0

There exist exact soliton solutions to these equations:

U = 2

√
2(k − b)

γ
sech

(√
2(k − b)x

)
(3.11)

V = 2

√
2(k + b)

γ
sech

(√
2(k + b)x

)

W =

√
4k + q

2γ
sech

(√
2(4k + q)x

)
To determine the regions of k which may allow for the formation of an ES, we must

first consider the linear dispersion relation for the governing system (3.5)-(3.7). The linear

dispersion relation is determined by
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ω2
u = 2(k − b) ω2

v = −2(b+ k) ω2
w = −2(q + 4k) (3.12)

In order for each respective component to be localized, it must be the case that

ucomp : k > b vcomp : k > −b wcomp : k > −q
4

(3.13)

For the purpose of this work, it will be assumed that either birefringence is set (b = 1) or it

is neglected (b = 0). We seek a component arrangement with respect to the linear spectrum

in which two of the components are localized, while the third component has oscillatory

behavior away from the core. The core of the third component should be soliton-like and

the oscillations should be relatively small. With the birefringence set, there are not many

arrangements that fit these requirements. Observe that the v-component has no opportunity

to be an ES. There is no arrangement for which the u and w components can simultaneously

be localized while v contains a small oscillating tail.

There exist two possible varieties of ES in equations (3.5)-(3.7). The first possibility is

that the ES exists within the u-component. In fact, this is the only possible scenario for an

ES in this system if the birefringence is considered. The other possibility for the existence

of an ES occurs only when the birefringence can be neglected. In this case, both the u

and v-components are localized (with the same linear dispersion relation) for k > 0. In

this situation there exists a small q-dependent neighborhood to the right of zero which may

support the existence of an ES on the SH component. This neighborhood exists for

k ∈
(

0,−q
4

)
where q < 0 (3.14)
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Figure 3.5: linear dispersion relation for the χ(2) : χ(3), type II system

3.2.3 The Variational Approximation

The Lagrangian density from which the governing equations can be derived is given by

L =
1

2
(ıu∗∂zu+ ıv∗∂zv + 2ıw∗∂zw + c.c.) +

1

2

(∣∣∣∣dudx
∣∣∣∣2 +

∣∣∣∣dvdx
∣∣∣∣2 +

∣∣∣∣dwdx
∣∣∣∣2
)

(3.15)

+ b(|u|2 − |v|2)− q|w|2 + (u∗v∗w + w∗uv) +
γ1

8
(|u|4 + |v|4) + 2γ1(|u|2 + |v|2 + |w|2)|w|2

+ γ2(|u|2|v|2 + u∗v|w|2 + v∗u|w|2) +
γ1

24

[
(u∗v)2 + (v∗u)2

]
where c.c. is the associated complex conjugate.

The method employed in this paper for establishing a criteria for embedded solitons

is outlined in [18]. Up until the appearance of this work, locating ESs has primarily been

accomplished numerically in a ”hit or miss” fashion. The authors of the above cited work use

a variational approximation (VA) to develop a criteria for finding ES’s in a second harmonic

generation model. The approach supposes that for wave numbers close to kES, (those wave
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numbers close to a wave number for which an embedded soliton exists), there exists a family

of delocalized solitons with small amplitude oscillating tails in the ES component that vanish

at k = kES. The tail of such a delocalized structure (taking into account the phase shift)

will be assumed to take the form

Vtail = au,v,w cos(κu,v,wx)eıαu,v,w(z) (3.16)

The core soliton form is taken to be a Gaussian for the trial function. The tail behavior of

the delocalized component will be taken into consideration with the addition of the above tail

ansatz into the variational ansatz. In addition, it will be assumed that all three components

will have identical core widths. This assumption does not pose a major restriction on the

VA method. The only region in which this assumption breaks down is when k is near the

boundary of the continuous spectrum [7]. The core ansatz for all three components is taken

to be:

Vsol = Au,v,w exp
[
−(x2/ρ2) + ıαu,v,w

]
(3.17)

where Au,v,w are the real amplitudes, ρ the common width, and αu,v,w the phase at the center

of the respective soliton component. With the tail added to the necessary component, the

full variational ansatz is

Vv,w(x) = Vsol and Vu(x) = Vsol(x) + Vtail(x) (3.18)

The three variational solution forms are substituted back into the Lagrangian density given

in (3.15). From this, it is necessary to calculate the effective Lagrangian.
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Figure 3.6: variational ansatz for the χ(2) : χ(3), type II system

Leff =

∫ ∞
−∞

Ldensitydx (3.19)

The difficulty is that, in general, Leff does not exist. It contains terms that will converge,

as well as terms that will not. More specifically, the terms in Ldensity which cause this

difficulty are given in expression (3.20).

3

8
γa2 +

1

2
γa2 cos(2κx) +

1

8
γa2 cos(4κx) + 2κ2 − 2κ2 cos(2κx) + 4b

+ 4b cos(2κx)− 4(
∂

∂z
α(z))− 4(

∂

∂z
α(z)) cos(2κx) (3.20)

This can be remedied by utilizing the phase, κ, in the ansatz of the oscillating tail of

the delocalized component. It is possible to solve for κ in a such a way as to keep Leff

finite. The terms which are pure radiation will average out, leaving a necessity to balance

the remaining terms. The phase which accomplishes this balance, κ, has been calculated to

be (depending on which component is delocalized)

47



κ2
u = − 3

16
γ1a

2
u − 2b+ 2

d

dz
αu(z) (3.21)

κ2
w = −3γ1a

2
w + 2q + 4

d

dz
αw(z)

The equations for the evolution of the parameters in the ansatz can now be established via

Leff . Varying the effective Lagrangian with respect to each of the parameters will produce an

Euler-Lagrange equation. In the case of the exact solution this functional derivative should

be zero. Of course the ansatz solution form is approximate, and hence it will result in a set

of Euler-Lagrange equations ≈ 0. Four evolution equations can be obtained according to:

∂Leff
∂Au,v,w

=
∂Leff
∂ρ

= 0 (3.22)

Note that since the ansatz parameters are static, the functional derivative reduces to a

partial derivative. The four associated Euler-Lagrange equations for the evolution of the

static parameters are (respectively):

[
1

ρ2
+ 2(k − b)

]
Au√

2
− 2√

3
AvAw −

γ

4
Au(A

2
u + A2

v)− 2γ

[
Au +

Av
12

]
A2
w = 0 (3.23)[

1

ρ2
+ 2(k + b)

]
Av√

2
− 2√

3
AuAw −

γ

4
Av(A

2
u + A2

v)− 2γ

[
Av +

Au
12

]
A2
w = 0 (3.24)[

1

ρ2
+ 8k + 2q

]
Aw√

2
− 2√

3
AuAv − 4γA3

w − 2γ

[
A2
u +

1

6
AuAv + A2

v

]
A2
w = 0 (3.25)[

b− k +
1

2ρ2

]
A2
u√
2

+

[
−b− k +

1

2ρ2

]
A2
v√
2

+

[
−q − 4k +

1

2ρ2

]
A2
w√
2

+

2√
3
AuAvAw +

γ

16
(A2

u + A2
v)

2 + γ

[
A2
u +

1

6
AuAv + A2

v

]
A2
w = 0 (3.26)

The small amplitude of the oscillating tail is an extra variational degree of freedom. This

will give rise to the existence of another Euler-Lagrange equation. It is obtained by
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∂Leff
∂au,v,w

|a=0 = 0 (3.27)

We are interested in the ”location” (in parameter space) of the ES, which by itself has no

tail (a=0). After taking the above functional (partial) derivative, a is taken to be zero. This

means that, prior to varying in a, only terms in Leff which are linear in a will be kept. The

fifth Euler-Lagrange equation depends on which of the components has the small oscillatory

tail. These two variational equations have been determined for u and w respectively:

Ucomp : (3.28)

6
√

3γA3
u + 48

√
3γAuA

2
w + 6

√
3γA2

vAu + 4
√

3γAvA
2
w + 36

√
2AvAwe

1
12

(b−k)ρ2 = 0

Wcomp : (3.29)

8
√

3γAuAvAw + 48
√

3γAw(A2
u + A2

v) + 96
√

3γA3
w + 36

√
2AuAve

−( 1
12
q+ 1

6
k)ρ2 = 0

An assumption has been made on the two Kerr coefficients, γ1 and γ2. They have been

set so as not to be independent. If the cubic nonlinearity is induced by the response of the

dielectric medium [7], then it is the case that

γ2 = γ1/6 (3.30)

In equations (3.28) and (3.29), γ = γ1. In addition, stationary state solutions will be saught.

This allows the z-dependence to be factored using using (3.31).

d

dz
αu(z) =

d

dz
αv(z) =

1

2

d

dz
αw(z) = k (3.31)
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Figure 3.7: variational predictions for the k-value of embedded solitons for b = 1

The above Euler-Lagrange equations are then solved numerically to recover an initial

estimate for the three core amplitudes Au,v,w, a value for the component width ρ, and an

approximate wave number, k, for which the ES exists. This was done by choosing a con-

trol parameter (in this case the amplitude of the core of the w-component), and using it

to simultaneously solve the remaining four equations. The fifth Euler-Lagrange equation

(representing the evolution equation obtained by varying the terms in Leff which are linear

in a) is monitored for passing through a zero. If this crossing corresponds to a value of k for

which the appropriate localized and delocalized structure is present, it is a possible candidate

for an embedded soliton. Consider the case in which the small oscillating tail is on the u

component. Two possible embedded soliton candidates were located using the variational

approximation. The numerical plot revealing the wave numbers is given in figure (3.7). This

is a picture of the crossing of the fifth Euler-Lagrange equation versus k.

As discussed earlier, in order for the delocalized structure to be the w-component (with

u and v localized), birefringence must be set to zero. In addition, the SH control parameter,
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Figure 3.8: variational predictions for the k-value of embedded solitons for b = 0

q, must be taken to be a negative number. Embedded solitons were located along q = −2,

q = −4, and q = −8. Solving the variational equations using the w-component EL equation,

as well as the above mentioned parameter setting, estimates for the location of the ES’s were

established. The numerical plots for these wave numbers are given in figure (3.8).

3.2.4 Numerical Integration

The variational approximation provides initial data to search for these possible embedded

soliton candidates numerically. To accomplish this, the system of ODEs in (3.8) is integrated

using an adaptive fourth order Runge-Kutta method. For each ES candidate, the numerical

integration was performed repeatedly throughout neighborhoods of k = kES in an attempt to

51



k
0.57 0.58 0.59 0.60 0.61 0.62 0.63 0.64 0.65

A
m

pl
itu

de
 o

f 
O

sc
ill

at
io

ns

0.000

0.040

0.080

0.120

0.160

0.200

Amplitude vs. wave number
     in the neighborhood 
  of kES for q=1 and γ=0.1
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establish a region where an appreciable drop in the oscillatory amplitude could be observed.

It is worth mentioning that no value of kES was located such that the oscillatory tails vanish.

The decreasing trend in the amplitude was tracked to six decimal place accuracy for each ES

candidate. For the case when q = 1 and γ = 0.1, the VA produced an estimated kES value

at k≈0.62. The result of numerical integration yielded an estimate for kES much closer to

k≈0.61. A numerical plot of the maximum amplitude of the oscillatory component vs. k is

given in figure (3.9).

Each of the points in figure (3.9) were obtained ”by hand” in the sense that the amplitude

was manually extrapolated from each numerical plot of the integration. This is the reason

for the ”jagged” quality of the curve. Notice also that the amplitude does not cross through

a zero. The amplitude is a signed quantity. Figure (3.10) is a snapshot of the numerical

integration of the three components in the neighborhood of kES≈0.610251. At this value of

k, the amplitude of the oscillations is about A ≈ 0.01495. In order to understand what is

happening around the value of k where the amplitude starts to fall off rapidly, we need to

consider the phase of the oscillation.
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Figure 3.10: numerical integration of χ(2) : χ(3), type II system for kES≈0.610251
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Figure 3.11: π phase shift of asymptotic delocalization in the χ(2) : χ(3), type II system

Table 3.1: numerical information for embedded solitons in the fundamental component of
the χ(2) : χ(3), type II system

q γ VA Initial Initial Initial Numerical Measured
estimate amplitude amplitude Amplitude Integration % drop

for k of u of v of SH estimate in
component component component amplitude

1 0.1 0.62 12.3 17.3 -3.16 0.610251 99.87%
2 0.2 0.50 3.38 -6.78 1.56 0.500630 99.98%

There were two criteria by which the possible ES candidates were judged. As indicated,

one of these criteria was a significant decreasing tendency in the oscillatory amplitude. The

second criteria was that the phase of the oscillating tail shifts by π as k crosses kES. This

would be an indication that the small oscillatory amplitude has gone through a zero. For

example, in the case q = 1 and γ = 0.1, it was found that the oscillatory phase shifted

by about π between k = 0.55 and k = 0.7. The phase remained relatively unchanged for

k < 0.55 and k > 0.7. This criteria of the phase shifting by π across kES was used as a

determining factor in all of the candidates identified as a possible ES. The following is a

summary of the data found for both predicted ES’s on the FF component.
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Table 3.2: numerical information for embedded solitons in the harmonic component of the
χ(2) : χ(3), type II system

q γ VA Initial Initial Numerical Rel. Error Measured
estimate amplitude Amplitude Integration in VA % drop

for k of FF of SH estimate approx. in amplitude
component component for kES

-2 0.25 0.22 3.05 -0.85 0.203321 7.5% 94.5%
-2 0.3 0.28 2.80 -0.8 0.286320 2.3% 87.3%
-2 0.4 0.31 3.05 -0.6 0.295429 4.7% 77.8%
-4 0.1 0.12 6.01 -1.95 0.114440 4.6% 93.0%
-4 0.2 0.36 4.07 -1.05 0.359665 0.09% 87.0%
-4 0.3 0.53 3.36 -0.75 0.558539 5.3% 94.0%
-4 0.5 0.65 2.77 -0.5 0.623895 4.0% 97.7%
-4 0.7 0.67 2.21 -0.35 0.658127 1.7% 99.1%
-8 0.1 0.39 7.09 -1.85 0.402118 3.1% 98.5%
-8 0.3 0.76 4.04 -0.70 0.726060 4.4% 99.4%
-8 0.5 1.00 3.25 -0.45 0.998447 0.2% 99.6%
-8 0.7 1.10 2.98 -0.35 1.100130 0.01% 99.6%
-8 0.9 1.20 2.36 -0.25 1.182684 1.4% 96.8%

A total of thirteen ES’s were identified for the SH component. In each case, both a

significant decrease in amplitude and phase shift by approximately π across the wave number

kES was identified. Along each branch of q, the approximate values of k vs. γ for which ES’s

are predicted to exist are plotted in figure (3.12).

3.3 Embedded Solitons in a CHI(2):CHI(3), Type I System

Consider the χ(2) : χ(3), type I system given by

ıuz +
1

2
uxx + u∗v − (|u|2 + 2|v|2)u = 0 (3.32)

ıvz +
1

4
vxx − βv + u2 − 2(2|u|2 + |v|2)v = 0

This model is presented in [23]. The above optical system may be derived from the La-
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grangian density given by

Ldensity =
ı

2
(u∗uz − u∗zu) +

ı

4
(v∗vz − v∗zv)− 1

2
|ux|2 −

1

8
|vx|2 −

1

2
β|v|2 (3.33)

+
1

2
(u∗2v + u2v∗)− 1

2
(|u|4 + 4|u|2|v|2 + |v|4)

The stationary state solution form

u(z, x) = eıkzU(x) v(z, x) = e2ıkzV (x) (3.34)

reduces the above governing equations to the system of ODE’s:

1

2
U ′′ − kU + UV − (U2 + 2V 2)U = 0 (3.35)

1

4
V ′′ − (2k + β)V + U2 − 2(2U2 + V 2)V = 0 (3.36)
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3.3.1 Localization of the Linear Spectrum

If embedded solitons exist in equations (3.32), they will do so in a certain parameter regime

mandated by the linear spectrum. The linear spectrum is mapped out in the following

manner:

k < 0 : 2k + β > 0 (3.37)

u: delocalized v: localized

k > 0 : 2k + β < 0 (3.38)

u: localized v: delocalized

3.3.2 The Variational Approximation

The same technique employed for the type II system will be used. Initially, the two compo-

nents in the variational ansatz were assumed to have differing widths.

Ucore = A1 exp(− x2

ρ1
2
) (3.39)

Vcore = A2 exp(− x2

ρ2
2
) (3.40)

(3.41)

The delocalized component is modified by adding to the above ansatz the term:
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U/Vtail = a cos(κx) (3.42)

In order to keep the action integral finite, the phase of the delocalized component must take

the form (depending on which component is delocalized):

U − delocalized : κu =
√
−2(4k + a2) (3.43)

V − delocalized : κv =
√
−2(4k + 2β + a2) (3.44)

Varying the action with respect to the parameters yields the following set of E-L equations.

(Note that a is taken to be zero after varying L with respect to the respective parameters).

Also note that in these equations A1 corresponds to the core amplitude of the u-component,

and A2 corresponds to the core amplitude of the v-component.

A1 : −4A1A2
2
√
π

1√
2 ρ22+2 ρ12

ρ12ρ22

−A1
3√π√
ρ1
−2

+2A1A2

√
π

1√
2 ρ22+ρ12

ρ12ρ22

−k A1

√
2
√
π√

ρ1
−2
−1/2

A1

√
2
√
π

ρ1
2
√
ρ1
−2

= 0

(3.45)

A2 : −4A1
2A2

√
π

1√
2 ρ22+2 ρ12

ρ12ρ22

+ 1/4
(−4 k ρ1

4ρ2
4A2 − 2 β ρ1

4ρ2
4A2)

√
2
√
π

ρ1
4ρ2

4
√
ρ2
−2

− A2
3√π√
ρ2
−2

(3.46)

+A1
2
√
π

1√
2 ρ22+ρ12

ρ12ρ22

− 1/8
A2

√
2
√
π

ρ2
2
√
ρ2
−2

= 0

58



ρ1 : A1
2A2

2
√
π

(
4

1

ρ1ρ2
2
− 2

2 ρ2
2 + 2 ρ1

2

ρ1
3ρ2

2

)(
2 ρ2

2 + 2 ρ1
2

ρ1
2ρ2

2

)−3/2

(3.47)

+ 1/4

(
−8 k ρ1

3ρ2
4A2

2 − 4 β ρ1
3ρ2

4A2
2
)√

2
√
π

ρ1
4ρ2

4
√
ρ2
−2

−
(
−2 k ρ1

4ρ2
4A2

2 − β ρ1
4ρ2

4A2
2
)√

2
√
π

ρ1
5ρ2

4
√
ρ2
−2

− 1/4
A1

4√π
(ρ1
−2)3/2 ρ1

3
− 1/2A1

2A2

√
π

(
2

1

ρ1ρ2
2
− 2

2 ρ2
2 + ρ1

2

ρ1
3ρ2

2

)(
2 ρ2

2 + ρ1
2

ρ1
2ρ2

2

)−3/2

− 1/2
k A1

2
√

2
√
π

(ρ1
−2)3/2 ρ1

3
+ 1/2

A1
2
√

2
√
π

ρ1
3
√
ρ1
−2
− 1/4

A1
2
√

2
√
π

ρ1
5 (ρ1

−2)3/2
= 0

ρ2 : 1/4

(
−8 k ρ1

4ρ2
3A2

2 − 4 β ρ1
4ρ2

3A2
2
)√

2
√
π

ρ1
4ρ2

4
√
ρ2
−2

−
(
−2 k ρ1

4ρ2
4A2

2 − β ρ1
4ρ2

4A2
2
)√

2
√
π

ρ1
4ρ2

5
√
ρ2
−2

+ 1/4

(
−2 k ρ1

4ρ2
4A2

2 − β ρ1
4ρ2

4A2
2
)√

2
√
π

ρ1
4ρ2

7 (ρ2
−2)3/2

− 1/4
A2

4√π
(ρ2
−2)3/2 ρ2

3
(3.48)

+ A1
2A2

2
√
π

(
4

1

ρ2ρ1
2
− 2

2 ρ2
2 + 2 ρ1

2

ρ1
2ρ2

3

)(
2 ρ2

2 + 2 ρ1
2

ρ1
2ρ2

2

)−3/2

− 1/2A1
2A2

√
π

(
4

1

ρ2ρ1
2
− 2

2 ρ2
2 + ρ1

2

ρ1
2ρ2

3

)(
2 ρ2

2 + ρ1
2

ρ1
2ρ2

2

)−3/2

+ 1/8
A2

2
√

2
√
π

ρ2
3
√
ρ2
−2
− 1/16

A2
2
√

2
√
π

ρ2
5 (ρ2

−2)3/2
= 0

When u is localized, the fifth E-L equation is

a : −1/4
A2

√
π (−8 k − 4 β) e−1/4 (−8 k−4β)ρ22√

ρ2
−2

+ 1/2
A1

2√π
√

2e−1/8 (−8 k−4β)ρ12√
ρ1
−2

(3.49)

− 4A1
2A2

√
πe
−1/4

(−8 k−4 β)ρ1
2ρ2

2

2 ρ2
2+ρ1

2
1√

2 ρ22+ρ12

ρ12ρ22

+ 1/2
(−2 β ρ1

4ρ2
4A2

√
π − 4 k ρ1

4ρ2
4A2

√
π) e−1/4 (−8 k−4β)ρ22

ρ1
4ρ2

4
√
ρ2
−2

− 2/3
A2

3√π
√

3e−1/12 (−8 k−4β)ρ22√
ρ2
−2

= 0 (3.50)
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When v is localized, the fifth E-L equation is

a : −4A2
2A1

√
πe

1/2
k ρ1

2ρ2
2

2 ρ1
2+ρ2

2
1√

2 ρ12+ρ22

ρ22ρ12

(3.51)

− 2
k A1

√
πe1/2 k ρ12√
ρ1
−2

+ 2
k A1

√
πe1/2 k ρ12

ρ1
2 (ρ1

−2)3/2

+ 2A2A1

√
πe

1/2
k ρ1

2ρ2
2

ρ1
2+ρ2

2
1√

ρ12+ρ22

ρ22ρ12

− 2/3
A1

3√π
√

3e1/6 k ρ12√
ρ1
−2

= 0

To reduce the complexity of the above algebraic system, it will be assumed that the widths

of the gaussian pulses are equal. Setting ρ1 = ρ2 = ρ the reduced Euler-Lagrange equations

can be rewritten as follows:

A2
1 = −2A2

2 +
2
√

3

3
A2 −

√
2k −

√
2

2ρ2
(3.52)

0 = A3
2 +

(√
2β

2
+
√

2k

)
A2 +

(
2A2 −

√
3

3

)
A2

1 (3.53)

0 = A4
2 +

(
2
√

2k +
√

2β −
√

2

4ρ2

)
A2

2 +

(
2
√

2k + 4A2
2 −

4
√

3

3
A2

)
A2

1 + A4
1 (3.54)

0 = 4
√

3A3
2 +

(
8
√

3A2 − 3
√

2e
1
12

(4k+2β)ρ2
)
A2

1 (3.55)

0 = 4
√

3A2
2 − 3

√
2A2e

− 1
12
kρ2 + 2

√
3A2

1 (3.56)

The above equations are solved numerically in a similar manner to those in the type II

project, with one exception. A technique is employed which allows for a reasonable estimate

of a range for the control parameter, A2. The ODE’s (3.36) have a constant of motion given

by:

∂x

[
1

4
v2
x − (2k + β)v2 − v4 + u2

x − 2ku2 − u4 + 2vu2 − u2v2

]
= 0 (3.57)
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Figure 3.13: allowable values of the control parameter given a point in (β, k) space

The above quantity is constant for any given value (k,β,u,v). From this, it can be shown

that

[
U2

0 − V 2
0 − |k|+

1

2
V 2

0

]2

= −3

4
V 4

0 −
1

2
V 3

0 +

(
1 +

3

2
|k| − β

)
V 2

0 + 2|k|V0 + k2 > 0 (3.58)

Where U0 and V0 are the initial amplitudes of the soliton core. Given a value of k and β, a

range of the initial amplitude of the v component can be established. Figure (3.13) shows

various ranges of the control parameter used in solving the E-L equations.

Consider the region of the linear spectrum given by k < 0, β + 2k > 0. There were no

ES located by the variational approximation. Every crossing of zero which was located

corresponds to a region where β+2k < 0. Figure (3.14) depicts a number of these numerical

results. For the region of the linear spectrum given by k > 0, β + 2k < 0, the variational

method did indicate the existence of embedded solitons. Several of these findings in (k, β)

space are shown in figure (3.15). It is worth mentioning that the variational approximation

returned initial amplitudes for these ES that are quite small (on the order of < 10−1). It
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Figure 3.14: numerical results for the variational approximation for the χ(2) : χ(3), type I

system for k < 0

is possible that they do not correspond to ES (these solutions are on the verge of being in

the linear regime, where the nonlinear mechanisms which enable the existence of ES fail to

dominate).

3.4 Conclusion

In this paper we have demonstrated that there does exist localized solutions to the χ(2) : χ(3),

Type II optical system for which the propogation constant falls into the continuous spectrum

of radiation modes. Figure (3.12) shows in parameter space where such solutions have been

found. Additionally, variational results indicate no such structure persists in a χ(2) : χ(3),

Type I system.
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LOCALIZED SOLUTIONS FOR 1D LONGITUDINAL WAVE
PROPAGATION IN MICROSTRUCTURED SOLIDS

4.1 Introduction

In recent years, interest in applied research pertaining to microstructured solids has become

more prevalent. One such area of interest pertains to what are known as shape-metal alloys

(SMA). SMA’s have potential application in such areas such as aeronautics, development

of reconstructive surgical tools, and robotics [8]. Recent work [3] has lead to the realiza-

tion of the existence of solitary wave solutions in such models. The work done in finding

localized solutions was entirely based on numerical integration. This paper examines the

use of a variational approximation to find localized ordinary solitons as well as extends the

known family of solitons which exist in the SMA model to include embedded solitons (ES).

Embedded solitons are localized solitary wave solutions which exist at discrete points in the

continuous spectrum of the linearized system. The accepted model for 1-D longitudinal wave

propagation through microstructured media is based on a higher order KdV-type equation.

The model (4.1) incorporates third and fifth order dispersion, as well as higher order first

and third order nonlinearities.

ut + [P (u)]x + duxxx + buxxxxx = 0 (4.1)

where the nonlinear potential is given by
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P (u) = −1

2
u2 + u4 (4.2)

In the above cited paper, the authors numerically solve for solitary wave solutions in the

logarithmic parameter range given by

0.8 ≤ bl ≤ 2.4 (4.3)

1.4 ≤ dl ≤ 4.8 (4.4)

For the purposes of the current analysis we will consider the model both in terms of the (b, d)

parameter space as stated in equation (4.1) as well as under the transformation determined

by (4.5).

v(x, t) =
1

2
u(
√

2|d|ξ) ξ = x− ct (4.5)

Under this transformation, the stationary state ODE (4.6) governing 1-D longitudinal wave

propagation reduces to a 1-dimensional parameter space. (It also scales a coefficient of the

nonlinearity).

− cv + vξξ + γvξξξξ −
1

2
v2 +

1

4
v4 = 0 (4.6)

where

γ =
b

2d2
(4.7)
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4.2 The Linear Spectrum

The search for localized solutions begins with an analysis of the eigenvalues of the linearized

spectrum. That is to say, we consider the possible values of the extrinsic parameter, γ, and

the wavespeed, c, for which localized solutions (ordinary solitons) may possibly exist. Any

localized solution will have a vanishing amplitude for large ξ. Hence, for solitons to exist,

all four eigenvalues must remain real. The linear problem has eigenvalues corresponding to

λ(c; γ) = ±

√
−1−

√
1− 4γc

2γ
σ(c; γ) = ±

√
−1 +

√
1− 4γc

2γ
(4.8)

To keep all 4 real, it must be that:

γ < 0 0 < γc <
1

4
(4.9)
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cγ=1/4

Figure 4.1: the dispersion region (possible values in c−γ space) for which localized structure

may exist.

If an embedded soliton exists it arises from a saddle-node bifurcation. This is when the

stable-unstable manifolds (real roots) correspond to the exponential tails of the embedded
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Figure 4.2: the dispersion surface (possible values in (b, d) space) for which ES may exist.

soliton, while the center manifold (imaginary roots) correspond to the continuous wave

radiation whose amplitude vanishes [5]. Due to the sensitivity of the existence of embedded

solitons with respect to the dispersion coefficients, it is conducive to do the analysis for

embedded solitons in terms of the original 2-dimensional parameter space (b, d). In terms of

this parameter space, the eigenvalues satisfy the quintic equation for λ given by (4.10). The

existence of an embedded soliton necessitates that the only valid parameter region in (b, d)

space corresponds to solutions of (4.10) ω1 > 0 and ω2 < 0.

Bω2 −Dω2 − 1 = 0 ω = λ2 B = b/c D = d/c (4.10)

Figure (4.2) shows plots for the values in (b, d) space for which embedded solitons may exist.

The left figure is a surface plot of (4.10) while the right graphic shows a ”top-down” view of

the surface. The colored region is the region for which ES may exist. This graphic is more

instructive in that it demonstrates the limiting region in (b, d) space for which ES may exist.
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4.3 Variational Formulation

4.3.1 The Variational Approximation for Ordinary Solitons

The modality for the variational approximation is quite standard, and is employed through-

out many areas of applied mathematics (also known as the Raleigh-Ritz method). The

Lagrangian from which equation (4.6) is established is determined by (4.11).

L = −1

2
cU2 − 1

6
U3 +

1

20
U5 − 1

2
U2
ξ +

γ

2
(Uξξ)

2 (4.11)

The search for localized solutions will be facilitated by using a Guassian trial function (4.12).

Uvariational = A exp(−ξ
2

ρ2
) (4.12)

Integrating the Lagrangian density over all space yields the action (4.13)

1

4
cA2
√

2ρ
√
π − 1

18
A3
√

3ρ
√
π +

1

100
A5
√

5ρ
√
π − 1

4

A2
√

2
√
π

ρ
+

3

4

γA2
√

2
√
π

ρ3
(4.13)

The algebraic constraints for which the variational solution exists can be determined by

the associated Euler-Lagrange equations. This is accomplished by varying the action with

respect to the core amplitude, A, and the core width, ρ. This algebraic system is given

below.

30c
√

2ρ4 − 10A
√

3ρ4 + 3A3
√

5ρ4 − 30
√

2ρ2 + 90γ
√

2 = 0 (4.14)

225c
√

2ρ4 − 50A
√

3ρ4 + 9A3
√

5ρ4 + 225
√

2ρ2 − 2025γ
√

2 = 0 (4.15)
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The width of the core can be determined explicitly in terms of the amplitude and wavespeed

(4.16). Numerical solution curves of these associated E-L equations are given in figure (1)

and figure (2). Using ρ as control parameter, the equations are solved in terms of amplitude

(A) and wavespeed (c). The equations are cubic in amplitude, hence there are 3 possible

branches of solutions. As the numerics indicate, there are solutions along two of these

branches for 0 > γ > −1.1, and only a single branch of solution for γ < −1.1. Additionally,

it is worth mentioning that the variational approximation indicates that localized solutions

(at least, for ordinary solitons) only exist for negative core amplitudes. This is was also

discovered in the previous work done by Ilison and Salupere [3].

ρ2 =
−195

√
2±

√
(195
√

2)2 − 4(255
√

2c− 60
√

3A+ 12
√

5A3)(−1935
√

2γ)

2(255
√

2c− 60
√

3A+ 12
√

5A3)
(4.16)

4.3.2 The Variational Approximation for Embedded Solitons

The method employed in the identification of embedded solitons in equation (4.1) is modeled

after the technique presented in [18]. To locate wave speeds for which there exist embedded

solitons, suppose there exists some wave speed, cES at which an ES exists and within a small

neighborhood of cES there exists a family of delocalized solitons that have a small radiating

tail. The tail of such a delocalized soliton will have a form which will be variationally

approximated by (4.17). Note that we are interested only in even solutions, hence the use

of a cos to model the radiating tails. The wavevector κ(c) allows for a necessary degree of

freedom to ensure convergence of the action.
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Figure 4.3: variational solution curves beneath the bifurcation point (γ >= −1.1)
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Figure 4.4: variational solution curves beyond the bifurcation point (γ <= −1.2)
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Utail = a cos(κ(c)ξ) (4.17)

The core of the variational ansatz is taken once again to be a gaussian pulse. The delocalized

tail can then be added to the gaussian core to arrive at a reasonable trial given by (4.18).

Uvariational = A exp(−ξ
2

ρ2
) + acos(κ(c)ξ) (4.18)

The existence of the action (4.19) depends solely on the appropriate selection of the wavevec-

tor. In general, (4.19) does not exist.

S(A, ρ, a, c) =

∫ ∞
−∞

L(U = Uvariational)dξ (4.19)

There are terms in L(U = Uvariational) which depend linearly on ξ which is the ultimate

cause of the action not existing (in general). Those terms can be annihilated by an appro-

priate choice for the wave vector (4.20). Of the terms remaining, there those which can be

integrated (after using some trigonometric simplification to eliminate higher order radiation

cross multiplied with gaussian structure), and terms which are purely radiation.

κ(c) =

√
2

2

√
b(d+

√
d2 + 4bc)

b
(4.20)

The requirement is that the action remain finite, and hence the terms which are pure oscil-

lations are averaged out. The action (up to O(a1)) is then determined by (4.21).
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S =
−A2
√
π

1800ρ3
[450
√

2cρ4 + 100
√

3Aρ4 − 18
√

5A3ρ4 + 450
√

2dρ2 − 1350
√

2b

− 225A2aρ4 exp(−φ) + 450
√

2aρ4 exp(−2φ)] +O(a2) (4.21)

where

φ =
1

32

(d+
√
d2 + 4bc)

b
ρ2 (4.22)

To approximate the wave speeds (c) for which embedded solitons exist, we will consider an

approximation for which the delocalized solitons have a small oscillating amplitude. The

action is varied with respect to the core amplitude (A), the width of the core (ρ), and

the small radiating amplitude (a). The resulting E-L equations are then evaluated at the

condition a = 0. That is, we consider the variation of the action with respect to those terms

which are linear in the radiating amplitude.

(
∂S

∂A
|a=0 = 0) : −30

√
2cρ4 − 10

√
3Aρ4 + 3

√
5A3ρ4

− 30
√

2dρ2 + 90
√

2b = 0 (4.23)

(
∂S

∂ρ
|a=0 = 0) : 225

√
2cρ4 + 50

√
3Aρ4 − 9

√
5A3ρ4

− 225
√

2dρ2 + 2025
√

2b = 0 (4.24)

(
∂S

∂a
|a=0 = 0) : exp(−φ)(2

√
2 exp(−φ)− A2) = 0 (4.25)

Figures (4.5)-(4.10) show numerical solution curves for the algebraic set of E-L equations

(4.23)-(4.25). Note that these solution curves are in terms of the (b, d) parameter space (with
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Figure 4.6: cES(A) for d > b, b = 1

respect to the original posturing of the dynamical system). The following section offers a

discussion of these variational results.

4.3.3 Summary of Variational Results for Embedded Solitons

In the area of the parameter space for which the third order dispersion dominates the fifth

order dispersion (i.e., d > b), parameter estimates for embedded solitons are readily available.

Figures (4.5) through (4.8) represent parameter curves along which embedded solitons exist
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for this region of (b, d)-space. In order to locate these parameter curves, it is necessary to

keep b of order unity or less. In fact, is required that b remain in the approximate interval

b ∈ (0, 2.6). The third order dispersion can vary up to a couple orders of magnitude greater

than b, and the parameter curves still persist. Figure (4.5) depicts the required wave speed

as a function of the core amplitude of the embedded soliton for b = 0.1. As the fifth order

dispersion is increased in value, the viable amplitude range which support positive wave

speeds (required by the spectral configuration) drops dramatically. This is illustrated in

Figure (4.6). This trend continues as b→ 2.6 (roughly). If b is increased beyond this value,

the variational approximation returns wave speeds which are negative for all values of A.

This is illustrated in Figure (4.7). In Figure (4.7), the third order dispersion is fixed at one

order of magnitude, and b is varied between b = 1 and b = 2. As b→ 2, the wave speed goes

through a zero at relatively small amplitudes. As previously indicated, at about b ≈ 2.6,

the approximation produces nothing but negative wave speeds. Figure (4.8) gives parameter

estimates for the core width, ρ, as a function of the core amplitude. The figure contains three

values of the third order dispersion (d = 100, d = 150, and d = 200) for two different values

of the fifth order dispersion (b = 0.1 and b = 1). As expected, the width of the embedded

soliton decreases with larger amplitudes. Additionally, as b becomes more dominant, the

width estimate for the embedded soliton core is suppressed.

Another area in (b, d) parameter space which the variational approximation predicts the

existence of embedded solitons is when the third and fifth order dispersions are comparable in

magnitude. For this configuration of the parameter space, there is a limited region in which

existence curves persist. Most of the numerical analysis for this case yielded a negative
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wave number (which defies the required configuration of the linear spectrum). Figures (4.9)

and (4.10) show embedded soliton parameter curves for b = d. The parameter values for

embedded solitons were located in the region 0.8 < b = d < 3.9.

In the case of the fifth order dispersion dominating the third order dispersion, no numer-

ical predictions for embedded solitons were located. For this case (b > d), the associated

wave speeds returned by the variational approximation are found to be complex.

It is worth mentioning that negative values for the dispersion coefficients were tested. In

this case, no embedded solitons are located by the variational approximation. If b is taken

to be negative (regardless of the sign of d), all predicted wave speeds become complex. If d

is taken to be negative (with b positive), only negative wave speeds are recovered. This does

not meet the requirement of the linear spectrum.

4.4 Numerical Validation

4.4.1 Determination of Γ at ξ = 0.

Since only even solutions are being considered, numerical integration of equation (4.6) re-

quires knowledge of two things. The first of these is the core amplitude, which may be

obtained from the variational estimate. The next piece of required information is the value

of the second derivative at the origin (assuming the integration is taken from the origin

to infinity). To obtain a representation for the curvature at the origin (U(ξ = 0) = Γ),

in terms of known quantities, consider the following constant of motion. Multiplying the

aforementioned equation by Uξ and integrating yields:
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d

dξ

[
1

2
cU2 − 1

6
U3 +

1

20
U5 +

1

2
(Uξ)

2 + γUξξξUξ −
γ

2
(Uξξ)

2

]
= 0 (4.26)

Hence, at the origin, the initial amplitude and curvature are related by:

Γ2 =
1

γ

(
cA2 − 1

3
A3 +

1

10
A5

)
(4.27)

4.4.2 Results of Numerical Integration

Numerical integration of equation (4.6) was facilitated by a modified Runge-Kutta routine

which could search out for localized structure. The routine accomplishes this feat by inte-

grating out to a certain point, determines the behavior of the eigenmodes (in this case, four

of them), extrapolates back to the origin and establishes a manner in which to change a de-

gree of freedom (i.e., the initial amplitude or curvature) in such a way as to find the localized

structure. For the case of the embedded soliton, regions (b, d) for which variational solutions

were found corresponded to regions for which there were delocalized solitons. The delocal-

ized solitons exit for a continuous interval of wavespeed values. Varying the wavespeed and

tracking where the amplitude of the delocalized radiation dies off yields a numerical valida-

tion of the existence of an embedded soliton. It is worth noting that there are cases in which

the amplitude of the radiation simply approaches zero, and does not actually become zero.

To ensure this is not the case, the values of the complex eigenmodes (note that for the ES

there are two real and two complex eigenmodes) are tracked through phase shift of π. This

phase transition indicates the delocalized amplitude actually goes through a zero. Figures

(4.11)-(4.13) Show the results of the numerical integration. The near-localized solution is
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superimposed with the nearby member of the delocalized soliton family.

ξ
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Numerical integration of stationary state ODE

A0=7.259

A0=7.258

Figure 4.11: b = 0.1, d = 50, c = 35.7, Γ = −8.284195797

Figure 4.12: numerical integration of equation in (b, d) space

4.5 Conclusion

In this paper we have demonstrated that there does exist localized solutions to equation

(4.1) as initially investigated by Ilison and Salupereit in early 2004 [3]. Beyond ordinary

solitons, there also exist embedded solitons. Both types of solution structure can be readily
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Figure 4.13: numerical integration of equation in (b, d) space

identified using a variational approximation.
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