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ABSTRACT

As applications for shape memory polymers (SMPs) become more advanced, it is nec-

essary to have the ability to monitor both the actuation and thermal properties of structures

made of such materials. In this paper, a method of using three stereo pairs of webcams

and a single thermal camera is studied for the purposes of both tracking three dimensional

motion of shape memory polymers, as well as the temperature of points of interest within the

SMP structure. The method used includes a stereo camera calibration with integrated local

minimum tracking algorithms to locate points of interest on the material and measure their

temperature through interpolation techniques. The importance of the proposed method is

that it allows a means to cost effectively monitor the surface temperature of a shape memory

polymer structure without having to place intrusive sensors on the samples, which would

limit the performance of the shape memory effect. The ability to monitor the surface tem-

peratures of a SMP structure allows for more complex configurations to be created while

increasing the performance and durability of the material. Additionally, as compared to the

previous version, both the functionalities of the testbed and the user interface have been

significantly improved.
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CHAPTER 1

INTRODUCTION

1.1 Stereo Vision

There has been much focus on using cameras for engineering applications since the 1980’s.

Most of the applications for stereo vision recently come from the robotics field for object

detection [1], [2], [3]. The basis of most of these stereo vision reconstruction techniques is

epipolar projection. In this method non-parallel image planes are projected into a parallel

plane to resolve the 3D coordinates of an image point [4]. If these coordinates are found many

manipulations can be used to discover other useful information, such as applying coordinate

transformations and using perspective projection techniques to find new points of interest.

1.2 Calibration of Thermal Imaging Cameras

Since thermal imaging devices became available in the mid 1980’s many people have been

integrating them into their research. One difficulty that is experienced with thermal imaging

cameras is that the traditional methods of RGB camera calibration [5], [6] involving checker-
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board patterns are difficult to implement. To solve these issues many people have developed

methods to generate thermal checkerboard grids to be used in the traditional calibration

techniques [7],[8],[9]. These techniques are significantly limited by the fact that they are

passive checkerboard heating techniques so the fidelity of the checkerboard decreases. A

method of active checkerboard generation would greatly increase thermal camera calibration

accuracy and allow thermal cameras to be used in more diverse applications.

1.3 Testbeds

The ability to test any engineering system in a controlled environment prior to application is

very valuable, especially in the fields of dynamic modeling and control. To accomplish this,

scaled down or more cost effective environments are created to allow the user to better control

uncertainty when attempting to verify new physical or theoretical engineering concepts.

Many people have designed and used testbeds in their research in this manner. In [10] the

group developed a way to allow autonomous UAVs to attempt an in air refueling maneuver

using a visual tracking algorithm. To test this algorithm it was not feasible to implement it

on actual flying planes, so they decided to attach the refueling probe and drogue to the end

of two 6 DOF robotic arms were used to simulate the motion of the aircraft attempting the

refueling maneuver. In [11] a testbed was developed to allow for the testing of cooperative

robotic hovercrafts over the internet. This testbed was designed with a certain amount of

flexibility to allow for testing of many different control algorithms in one testbed. Another
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testbed application was the use of vision and inertial sensing units as a method to monitor

cubesat motion on a custom air bearing surface [12].

The testbed which is discussed in this thesis is a continuation of work which was conducted

previously [13]. The main application of this testbed is to be able to monitor shape memory

polymer composite structures during actuation to control their deflection. If precision control

of these structures is possible many new applications for shape memory polymers could be

implemented while increasing fundamental knowledge of shape memory polymer composite

properties and capabilities.

1.4 Shape Memory Polymer

Shape memory polymers (SMPs) are a special type of smart material which posses the ability

to retain a ”memory” of a macroscopic ”permanent” shape. These materials can then be

manipulated and deformed into a ”temporary” shape under special environmental conditions

(heat,light or magnetic field) which will be retained until the stimulus is applied again and

the material will revert back to the original stress free ”permanent” shape. Shape memory

polymers have several advantages to traditional shape memory alloy smart materials. The

benefits to shape memory polymers compared to shape memory alloys is that SMPs are easier

to manufacture,require lower activation temperatures, higher possible recovery strains, low

cost and ease of material processing [14]. For these reasons, many researchers and engineers

have recently began to conduct research into the use of SMP in structural applications.
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Shape memory polymers are also capable of being actuated via different stimuli such as light

[15], electromagnetic field [16], ambient heating [14][17] and electrical resistive heating [18].

With these clear benefits researchers have began to apply these SMPs to various fields

of research. In the biomedical field people have used SMP as smart sutures [19], smart

stents [20] and smart drug delivery systems [21]. Another key area of interest for shape

memory polymers is in aerospace engineering summarized in [22] including use in hinges [23],

deployable structures [24] [25] [26] and morphing wings [27] [28]. For all of these applications

the ability to monitor the actuation temperature during design of the structures or devices is

critical for their successful implementation. A method of monitoring temperature, actuation

voltage, current and deflection could allow these preliminary areas of research to greatly

improve their accuracy and efficiency during actuation.

1.5 Thesis Outline

Chapter two consists of the layout and implementation of the vision system within the

testbed. It includes the geometrical constraints placed on the testbed, individual and stereo

camera calibration techniques for both webcams and the thermal imager and correlation

between the camera coordinate systems to locate pixel locations in each camera frame. The

techniques discussed in this chapter can be directly applied to the testbed to locate tracked

points in space and determine their temperature using the correlation process.

Chapter three consists of the design and implementation of the electrical system of the
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testbed. It includes the electrical constraints for the testbed, breadboarding prototypes of

the electrical system and the design of a printed circuit board for implementation in the

final testbed. This chapter contains information about the electrical measurements and

power distribution capabilities of the testbed and methods to increase the stability of the

electrical system through printed circuit board fabrication.

Chapter four consists of the design and implementation of the graphical user interface for

the testbed. The chapter contains information on the constraints for the GUI design and

implementation.

Chapter five discusses the improvements in the current version of the testbed compared to the

previous work. It also discusses two applications for the testbed which are thermal modeling

of shape memory polymer composites and tracking and correlation of shape memory polymer

structures. These are the two primary applications for this research in our laboratory.

Chapter six discusses the conclusions and future work which could be inspired by this work.

1.6 Contribution of Thesis

The contributions of this research are as follows, the two step correlation methods discussed

allow for us to directly compute the temperature on any point of interest on the surface of

a shape memory polymer structure. This research could benefit many applications in which

spatial temperature information is required.
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CHAPTER 2

VISION SYSTEM FOR MONITORING SHAPE MEMORY

POLYMER STRUCTURES

2.1 Vision System Layout

2.1.1 Camera Configuration

The motivation of the camera orientation chosen was driven by the need to have the capability

to simultaneously monitor geometry and temperature information of a structure from all

sides. To accomplish this a layout of three stereo pairs was selected with an equidistant

angle of 120◦ between the RGB vision cameras with the infrared thermal camera centered

over the stage of the test bed. This orientation can be seen in Figure 2.1.

This configuration was selected because it was the most optimal configuration for surface

deformation measurement on all sides of structure and as thermal cameras can be expensive

the ability to see most of the surface with a single camera greatly reduced the cost of the

vision system.
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Figure 2.1: Layout of stereo pairs relative to the thermal camera with respect to the test

bed stage.[29]

2.1.2 Four Camera Stereo Experiment

As with any stereo vision application the distance between the cameras in the stereo pair

greatly affects both the accuracy and consistency of the distance measured by the pair. For

our application we required the ability to consistently and accurately measure point locations

to within one millimeter. To determine the distance separating the stereo pair we devised

an experiment which would allow us to compare several distances at one time and select the

best configuration for our needs. We set 4 identical cameras at distances 30 mm apart then

used the Caltech Calibration toolbox [30] [6] to conduct a stereo calibration for each pair

of cameras. With these calibration results we were able to select pixel locations of known
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(measured) points of interest on a checker board patterned box with the box both parallel

and at a 15◦ to the cameras and calculate the locations of these points in space relative to

the coordinates of the left camera in the stereo pair. A summary of the results from this

experiment can be seen in Table 2.1 below as well as the orientation of the checkerboard

boxes which can be seen in Figure 2.2.

Figure 2.2: Four Camera stereo vision optimal placement experiment where 3 points are

evaluated across the checkerboard pattern to test for accuracy and consistency in measure-

ment data. The z distance between the cameras and the parallel board was 215mm for all

points and 430mm, 480mm, 495mm.
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Table 2.1: Four Camera Stereo Distance Results

Parallel Configuration 15 ◦ Configuration

1-2 Pair 1-3 Pair 1-4 Pair 1-2 Pair 1-3 Pair 1-4 Pair

Point1

x (mm) -28.80 -28.77 -30.05 -0.73 -0.66 -0.69

y (mm) 60.55 60.34 63.28 58.39 52.40 52.82

z (mm) 205.25 205.12 214.10 473.57 423.60 431.01

Point2

x (mm) 33.21 33.69 33.48 53.78 48.91 49.84

y (mm) 11.35 11.65 11.19 -0.27 -0.18 -0.63

z (mm) 215.21 218.37 216.92 518.82 471.81 480.69

Point3

x (mm) 95.67 94.81 98.705 100.16 97.09 101.04

y (mm) -29.71 -30.34 -31.16 -42.60 -40.45 -43.15

z (mm) 208.92 207.02 215.16 487.41 472.69 494.27
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This experiment is designed to test the z-direction accuracy of the stereo pair as this is

the direction in which large errors would cause inaccuracies in measurement of the surface

geometry. The parallel board configuration was designed to test the consistency of the z-

direction measurement by measuring different points that are located on the same plane a

known distance away in the z direction which was 215 mm. It can be seen that both the

1-2 and 1-3 camera pairs at center to center distance of 30 and 60 mm respectively, showed

very inconsistent measurements and were only to come near the correct measurement in 1

of the points each. The 1-4 camera pair at 90 mm center to center distance was able to

get with 1mm on two of the three measurements and within 2 mm on the third which is

within the desired tolerances of the system. The angled plane portion of the experiment was

designed to test the accuracy of the system by attempting to locate the z-direction distance

of various known distances for the 3 points being 430mm, 480mm, and 495mm respectively.

Once again the 90mm center to center distance stereo pair performed within the desired

accuracy tolerances and was thus selected as the distance that would be used in the final

test bed vision system.
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2.2 Camera Calibration

2.2.1 Webcam Calibration

The calibration method used to calibrate the RGB webcams was the very well documented

checkerboard grid method using the Caltech Calibration toolbox[6][30]. This method relies

on taking a series of images of a checkerboard grid of a known size in which each intersection

point is recorded and used to determine the intrinsic parameters of the webcam. For the

stereo vision application we do not need to find the extrinsic (position) parameters of the

cameras as all of the calculations conducted are relative to the camera coordinate system

not the physical position of the camera in the test bed.

2.2.2 Thermal Imager Calibration

In order to implement the correlation between the thermal and RGB webcams a method

of calibrating the thermal camera using the Caltech toolbox is needed, which led to the

development of our smart thermal grid system which would provide a thermal checkerboard

pattern for calibration. Traditionally a thermal checkerboard pattern had been achieved via

several methods, using a hairdryer to heat a checkerboard circuit [9] or metal wire grid [8],

or placing a thermal mask over a hot plate [7]. Though these methods work initially they

do not provide a consistent thermal grid pattern as with time the heat in the material will
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dissipate leading to inconsistencies in grid edges as time progresses. To solve this issue we

designed a self-regulating thermal grid which is capable of maintaining a constant tempera-

ture differential through a thermal wire grid overlaid on a traditional checkerboard to allow

for simultaneous calibration of thermal and RGB webcams. The schematic for the system

can be seen below in figure 2.3.

Figure 2.3: Thermal Camera Calibration tool schematic[29]

The calibration tool is composed of three main components, the sensor unit which is used

to capture the ambient temperature and the wire grid temperature, the power control unit

which uses an Arduino Uno board to regulate the voltage to the wire grid via a PID controller

to control the temperature of the grid to the desired differential and the final component is

the magnetic wire grid which consists of a single insulated wire that is woven into a desired

checkerboard pattern. When the device is initialized the controller regulates the input voltage

12



which comes from either the on-board USB connection or through a 5V battery source while

the grid temperature is monitored with a thermocouple and the ambient temperature is

measured via an infrared room temperature sensor. Since the grid is maintained at a fixed

differential from the ambient temperature the grid is stable and always visible in the thermal

imager.

The wire selected was 39 AWG Magnetic wire because the small diameter (d=0.0897

mm) will reduce image distortion as well as not interfering with the edge detection in the RGB

camera calibration images. The length of the wire used, L= 2.44 m, resulted in an overall

resistance through the wire of 6.7 Ω in a 7x9 square checkerboard grid with a grid spacing

of 15mm. With consideration to the safety of the device a maximum allowable current was

set to be less than 1 A thus, a 5V DC battery was selected for the device. To minimize

the temperature measurement delay in the system a Type-K Thermocouple was selected to

measure the temperature of the wire grid while the DS18B20 one wire temperature sensor

was used to measure the ambient temperature. Figure 2.4 shows the wiring diagram used as

well as the implementation of these components in the final design.
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(a) Design of Control grid Circuit (b) Hardware implementation

Figure 2.4: Thermal Calibration Grid Implementation

2.2.3 Stereo Camera Calibration

The Caltech toolbox includes a stereo camera calibration toolbox is also included and it

provides a means of calculating the rotation and translation matrices between two the origins

of cameras for the right RGB camera to the left RGB camera and the left RGB camera to

the thermal camera, RRC→LC and RLC→Thermal respectively, relates the coordinate origins

of the cameras using only the individual calibration results of the webcams and thermal

imager. The benefit of this method is that the matrices can be calculated without needing

to measure the locations of the camera focal points, which can be difficult as the focal

point is not a physical point in space. The stereo calibration toolbox uses the checkerboard

intersection point locations in the calibration results from both cameras to locate the position

and rotation of the right camera with respect to the left camera. The toolbox output is the

rotation matrix and translation vector for the right camera location with respect to the left
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camera location. These can be combined to form a homogeneous transformation matrix as

follows,

M =









Ω3×3 T3×1

01×3 1









where Ω is the rotation matrix and T is the translation vector in the x, y, and z directions.

This matrix is used to triangulate the 3-D position of a point of interest in the left camera

frame coordinates. It also provides an easy means of correlating 3-D points in space between

coordinate systems via simple matrix multiplication.

2.3 Stereo Camera Correlation

The simplest form of the correlation problem is that of a point in a single stereo pair being

correlated to the thermal imager coordinate frame. This representation can be seen below

where Point 1 is found through point triangulation to have [x,y,z ] coordinates in the LC1

Frame. This triangulation process is shown by the arrow between the LC1 and RC1 coordi-

nate frames using the transformation matrix RRC1→LC1 which was found during the stereo

camera calibration process. The dashed lines from the RGB cameras are the projected image

points found though triangulation between and the line from the thermal camera projected

point in the thermal camera reference frame.

15



Figure 2.5: Single Stereo Pair triangulation with camera origins and point projections.

With the point coordinates in the left camera frame it is now possible to locate the co-

ordinates of the point in the thermal imager coordinate using the RLC1→thermal coordinate

transformation found from stereo calibration.
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Figure 2.6: Single Stereo Pair to thermal camera correlation with camera origins and point

projections.

The representation of this process is simply a series of matrix multiplication operations which

is easy to implement for multiple points of interest while remaining computationally efficient.

This can be easily seen in the following equations.
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N =

























x1 x2 . . . xn

y1 y2 . . . yn

z1 z2 . . . zn

1 1 . . . 1

























LC(i)

(2.3.1)

where N is the coordinates of n points of interest found through triangulation in the LC

camera frame. From this the following matrix multiplication can be conducted resulting in

the points of interest in the thermal camera coordinate frame.

[Pthermal]4×n = [RLC→thermal]3×4 × [NLC ]4×n + [TLC→thermal]3×1 (2.3.2)

Resulting in:

P =

























x1 x2 . . . xn

y1 y2 . . . yn

z1 z2 . . . zn

1 1 . . . 1

























thermal

(2.3.3)

With these points in the thermal imager coordinate frame we can use the camera focal

lengths in the x and y direction to locate the ith pixel locations of n points of interest in the

following equation.
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(2.3.4)

The benefit of this method is that it can easily be expanded to being used with i camera

pairs to locate n points on a surface, which can be seen below in figure 2.7.

(a) Stereo Camera Triangulation (b) Thermal Camera Correlation

Figure 2.7: Two-Step Camera Correlation for Temperature Measurement

To accomplish this, the only necessary change is to alter equation 2.3.2 to use the proper

transformation matrices for the camera pair which has the best field of view of the point of

interest. This change can be seen below.

[Pthermal]4×n = [RLC(l)→thermal]3×4 × [NLC(l)]4×n + [TLC(l)→thermal]3×1 (2.3.5)
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where l=1,2,...,i

with these points being represented in the thermal imager coordinate frame equation 2.3.4

is still valid and does not require any changes to locate the pixel locations of the points

of interest in the thermal image. With these pixel locations a simple linear interpolation

technique can be used to calculate the temperature information of the points based on the

intensity of the grayscale pixel value.

T (i) = (Tub − Tlb)×
U(i)

255
+ Tlb (2.3.6)

where U(i) is the pixel intensity value for the ith point of interest, Tlb is the lower bound

temperature set on the thermal imager and Tub is the upper bound temperature set on the

thermal imager. This method of temperature calculation is computationally efficient and

does not require an expensive software package to monitor real time temperature information

interfaced with Matlab.
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CHAPTER 3

ELECTRICAL SYSTEM FOR MONITORING SHAPE

MEMORY POLYMER STRUCTURES

Though an electrical system was previously designed for use in the shape memory polymer

testbed, it was not well suited for use with structures capable of actuation in the 3-D space.

The nature of the structures we wish to analyze require much flexibility in the testbed so

the electrical system must also be flexible. With this in mind, several key improvements

were made including: increasing sensor accuracy, sense voltage and current in real time,

maintain temperature measurement accuracy, increase electrical system stability, and allow

for expansion of electrical components.

3.1 Electrical Specifications

The electrical subsystem that was initially used was optimized for analyzing a bar sample

actuating in a single plane. To adjust the system for more complex structures increasing the

sensor accuracy requirements of the system would be essential for control applications since

the dynamics of the material are more complex and simple PID control would no longer be
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able to control the material deflection. The current sensor accuracy was changed to being

less than .01 A and voltage measurements will be attained by adding a potential divider

to calculate the voltage being experienced by the sample. The voltage in the sample is

calculated using the following.

Vsample =
R2

R1 +R2

× Vpin (3.1.1)

with R1 and R2 being the resistors which make up the potential divider, and Vpin is the

voltage read by the Arduino analog pin. The analog to digital converter on the Arduino is

limited to values between 0-1023 which affects the accuracy of the measurements which can

be taken by the potential divider.

Accuracy =
Vmax

1024
(3.1.2)

where

Vmax =
5.0× (R1 +R2)

R2

(3.1.3)

with equation 3.1.3 and the maximum supply voltage of 35 Volts selected to prevent damage

to the Arduino through over-voltage, it is possible to calculate the values of R1 and R2 to

increase the accuracy of the voltage measurement. To reduce any possible errors from the

potential divider measurement a large impedance is needed. For ease of calculation R2 is

assumed to be 1 MΩ so using equation 3.1.3 with the substituted values we find that.
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35V =
5.0V × (R1 + 1000000Ω)

1000000Ω
(3.1.4)

R1 = 6000000Ω (3.1.5)

The accuracy of the potential divider can similarly be found from equation 3.1.2 to be,

Accuracy =
35V

1024
= 0.0342V/Step (3.1.6)

Which will be sufficient as our voltage control is to 0.1 V and the voltage is simply for

external monitoring and not actually used in the deflection control. To accommodate for

standard resistor values the values for R1 and R2 are chosen to be 6.2 MΩ and 1 MΩ which

will adjust the maximum voltage value to 36 V and the accuracy to 0.0352 V/Step. To

display the values of current and voltage in real time an expansion board which has two 4

digit common cathode 7 segment displays was implemented with an MAX7221 LED display

driver. The display driver is necessary because in order to operate all digits of the display it

would require the use of 64 digital pins on the arduino to run individual displays, however,

when the display driver is used, the number of digital pins required is reduced to 4. The

schematic for this expansion can be seen below.
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Figure 3.1: 7 Segment Display Schematic

Where J1 consists of a 5 pin connector which leads to 1) 5 V Arduino Power, 2-4) are Arduino

digital pins and 5) is the 5 V ground on the Arduino. For more complex structures it may

become important to be able to actuate multiple surfaces of the structure simultaneously for

greater control of the overall deflection shape. To accommodate that the electrical system

has been designed to use another expansion board with 4 Type-P MosFETs on it which

is wired to a 74HC4051N 8-Channel De-Multiplexer. This configuration allows for up to

8 independent heating channels, though more could be easily added in the future. All of

these channels share a path to ground so only one Pulse-width Modulation transistor and

command is required which greatly reduces the complexity of the circuits significantly. The

schematic for the channel selection circuit can be seen below.
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Figure 3.2: Power Channel Selection Schematic

Where Input consists of a 6 pin connector which leads to 1) Pwm Ground , 2-5) are de-

multiplexer pins and 6) is the 30 V positive terminal from the power supply. The Output

consists of a 5 pin connector which leads to 1-4) ground terminal for shape memory polymer

structure structure heating zones and 5) is the positive terminal for all shape memory polymer

structure heating zones. The combination of all of these subsystems into a single cohesive

circuit was needed to be implemented into the testbed to improve performance of the testbed.

The complete system could be used to develop an Arduino shield with breakout boards for the

power channel selection and 7 segment display board, the combination of these schematics

can be seen below in the figure.
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Figure 3.3: Electrical Subsystem Schematic

where J1-J4 are the pins to the Arduino in an Arduino shield configuration, Sample 1:4

and Sample 5:8 are the interfaces to the power selection breakout boards and 7Seg is the

interface of the 7 segment display breakout board. The final implementation uses diodes to

prevent damage to the arduino and combines all of subsystems into a single cohesive circuit.
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3.2 PCB Design for Electrical System

One of the main objectives of the electrical subsystem redesign was that the stability of the

circuits needed to be drastically improved. Before the redesign all of the circuits were bread

boarded on a large breadboard that was very sensitive to bumping which would cause the

calibration of the current sensor to become invalid. The previous iteration of the circuits

can be seen below in figure 3.4.

Figure 3.4: Previous Testbed Circuit

The subsystems which were discussed earlier needed to be implemented in a stable platform

which would allow for the testbed to be used for many so a printed circuit board (PCB)

was designed to serve as an Arduino shield for the testbed. In addition to the shield PCB,

other PCBs would need to be made to house the heating channel and 7 segment display

breakout boards. The boards were designed to have the smallest form factors possible to
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enable the components to fit into a small project box to contain them to prevent damage to

the electrical components of the testbed. The preliminary designs of the PCBs can be seen

below in figure 3.5.

(a) Arduino Shield PCB

Schematic

(b) 7 Segment Display PCB

Schematic

(c) Heating Channel PCB

Schematic

Figure 3.5: PCB Schematics for SMP Testbed
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The software used to create these schematics, DipTrace, can also be used to create renderings

of the PCBs to fit them into solid models for analysis. The rendering of the PCBs above can

be seen below in figure 3.6. Though these designs were completed the production of the PCBs

was not possible through a professional service so the different PCBs were bread boarded on

separate breadboards to simulate the desired functionalities of the electric subsystem and

verify the schematics perform as designed. This verification could be used as validation to

professionally manufacture the PCBs in the future. The breadboard simulated circuits can

be seen in figure 3.7.
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(a) Arduino Shield PCB Render-

ing

(b) 7 Segment Display PCB Ren-

dering

(c) Heating Channel PCB Ren-

dering

Figure 3.6: PCB Schematics for SMP Testbed
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Figure 3.7: Breadboard of Final PCB Design

31



CHAPTER 4

SOFTWARE FOR MONITORING SHAPE MEMORY

POLYMER STRUCTURES

The Graphical User Interface (GUI) which was previously implemented in the testbed was

designed with only tracking the points from a single pair of cameras which can be seen below.

Figure 4.1: Former GUI Design
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The GUI needed to be completely redesigned with the implementation of the 3 stereo pair

and thermal camera to accommodate the increased functionality of the system. When this

redesign was conducted several performance specifications and goals for the new GUI were

established.

4.1 GUI Specifications and Goals

The previous GUI had some aspects which were still desirable in the new GUI design. Some

of these were the simple button interface, simultaneous camera previews, Temperature Dis-

play, and Electrical information display. In addition to these existing features, several more

would be added such as integrated calibration toolbox commands, 7 camera preview win-

dows, stop camera buttons, thermal modeling GUI pop-out, maximum temperature display

and sample rate display.

The main concern with adding all of these functionalities to the GUI was that it would

result in a decrease in performance. The previous GUI was capable of tracking points in

two cameras at a rate of 4.5 Hz which was below the desirable rate of 5 Hz but still suffi-

cient for our experimental process. To compensate for the inevitable slowing of the process

by adding more cameras, a smarter method of serial communications was devised which

would only read or write when necessary instead of reading and writing whenever the serial

communication occurs. Since 95% of the calculation operations for the GUI were taken up

by serial communications this greatly increased the speed of the GUI to over 10 Hz with
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proper variable allocation schemes used. To increase the stability and prevent fluctuations

in measurement speed the sampling rate is fixed at 8 Hz which exceeds the desired 5 Hz.

For the Thermal Modeling GUI no tracking occurs so it is possible to have the GUI operate

at 15 Hz which provides higher resolution for the solver which is desired.

The main goals for the GUI are as follows, provide a method for easy stereo camera cali-

bration, be able to find the temperature of points of interest in real time, track geometry

information in real time, track up to 5 points of interest in each camera pair image plane

and to be easy to be understand and use by the operator.

4.2 GUI Implementation

To create the GUI, the integrated GUI creator and editor in Matlab GUIDE was used. This

tool provides an easy to use way to layout and generate Matlab code for a GUI, then simply

insert the code that should be executed on button presses or changed by text input boxes.

The generated overall GUI can be seen in the figure below with the control panel on the left

side and the video preview area on the right. This layout sticks to the original layout of the

GUI while increasing the functionality of the testbed and allowing for more flexibility while

conducting experiments.
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Figure 4.2: Overall GUI Layout

The first block of the GUI is the Step 1: Video Preview Block shown below, it contains

two pushbuttons which allow the user to both start and stop the cameras in the preview

windows. The ability to start and stop the cameras is important because during tracking

circles are plotted on the image preview and stopping the cameras allows these circles to be

reset for additional experiment runs.

Figure 4.3: Video Control GUI Block
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The second block of the GUI is the Step 2: Calibration block shown below, it contains a toggle

button to activate calibration and several buttons and drop-downs which are only accessible

after the Enable Calibration button is pressed. After this button is pressed the window allows

the user to capture 20 images of a checkerboard grid using the preview windows to ensure

the checkerboard is within the image plane in all cameras. With the calibration images, it

is possible to select cameras to run the single camera calibration from the Caltech Toolbox

[30]. After all of the calibration variables have been found, the stereo calibration between the

stereo pairs and thermal imager can be conducted using a different calibration tool within

the Caltech Toolbox. Using an integrated Calibration tool greatly reduces the amount of

time to calibrate the cameras for experiments.

Figure 4.4: Calibration GUI Block

The next two blocks of the GUI are the Step 3: Model and Step 4: Control are shown below.

These blocks provide a method to launch the thermal modeling GUI or select a model for

the controller to be used, currently only a PID controller is available for use. The Select
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Cameras dropdown in the Step 4: Control block allows for the user to select which pair of

stereo cameras will be used as well as any combination of the three together. The Desired

Radius editable text box allows the user to define the desired radius for the controller to

control towards. The Template & ROIs button allows the user to establish the templates

and regions of interest for the tracking algorithm. With the templates saved the user can

now start the actuation process by clicking the System Control button and are able to stop

it at any time with the Stop button. Once the actuation is complete either via reaching the

desired radius or being stopped the Save Data button will become active and allow for the

experiment data to be saved.

Figure 4.5: Model and Control GUI Block
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The final block for user interaction is the Step 5: Return block which is shown below. This

block allows the user to reheat the SMP structure to reset it to a temporary configuration

for the next experiment. This step utilizes the maximum surface temperature to ensure that

no damage is caused to the material and activates the fans afterwards to cool the sample

back down to room temperature prior to the next experiment start. This block also features

a Stop button to stop the heating at any time and starting the fans to prevent damage to

the SMP structures.

Figure 4.6: Reheat GUI Block

The other section of the GUI is the video preview window which can be seen below. This

area of the GUI provides the video previews for all 6 webcams organized by stereo pairs and

the thermal imager in the bottom. Each camera in the stereo pair has a tracking status

indicator at the bottom of it which allows the user to know the tracking status if the circles

are not being plotted on the preview windows. The thermal imager also features two editable

text boxes which allow the user to set the upper and lower limits of the thermal imager scale

for the software interpolation to determine the temperature of the points of interest in the

imager.

38



Figure 4.7: Video Preview GUI Blocks
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CHAPTER 5

IMPROVEMENTS AND APPLICATIONS FOR SHAPE

MEMORY POLYMER TESTBED

5.1 Summary of Testbed Improvements

5.1.1 Comparison to Sivilli Testbed

The testbed developed is the third iteration in a series of testbeds with the first of which was

programmed with only two webcams and was programmed in labView [13]. This testbed

was the foundation for many of the integrated features of the 3D vision testbed developed

in this paper including the tracking algorithm development and the preliminary hardware

and circuit designs. A comparison of the initial hardware setup and the current testbed

configuration can be seen below.
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Figure 5.1: Comparison of Sivilli Testbed to Current Testbed[29]

It can be seen that the previous version of the testbed did not have rigid mounts for the

cameras and also did not include the thermal imager. The new testbed does have rigid

mounting of all cameras. The cameras in the Sivilli testbed also only had a maximum reso-

lution of 640 x 480 which significantly reduces the tracking capabilities as it lowers the pixel

density of the tracking template. In the current version of the testbed the camera resolution

was increased to 1280 x 720 which results in a pixel density four times larger than that of

the previous webcam configuration. The increase in camera resolution should decrease the

tracking frequency due to increased CPU time required for image processing, but the new

testbed actually has significantly higher sampling frequencies than the Sivilli testbed. This

performance increase can be attributed to several key improvements in the software design.

First the GUI for the new testbed was programmed using LabView, whereas the GUI for

the new testbed was programmed in Matlab which has better image processing algorithms.

It should be noted that the GUI developed in the LabView environment was not capable of
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conducting stereoscopic geometry reconstruction which greatly reduces the flexibility of this

version of the testbed. Secondly, the serial communication between the Arduino and Matlab

was optimized to significantly reduce the CPU time required for this necessary communica-

tion. This change allows the new testbed to operate at sampling frequencies higher than 10

Hz.

5.1.2 Comparison to the Shen Testbed

After the Sivilli testbed was developed the testbed was upgraded to integrate stereoscopic

reconstruction as well as move the GUI to Matlab. There were also several upgrades to the

electronic and hardware systems. Improved cameras were added to the testbed which would

increase their tracking accuracy though the GUI developed was only capable of running the

tracking code at 3 Hz. The thermal camera had still not been integrated into the testbed. A

comparison between the Shen testbed and the testbed developed in this paper can be seen

below.
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Figure 5.2: Comparison of Shen Testbed to Current Testbed[29]

The testbed was in this condition when I began working on developing the 3D vision system.

It is clear to see that this testbed was the inspiration for the current version, though it

did have some significant issues with it. The main issue with the Shen testbed was that

it was only capable of measuring 2D motion of the SMP samples. The addition of four

more webcams would allow the new version of the testbed to be capable of measuring the

3D motion of SMP samples. The Shen version of the testbed was also very vulnerable

to calibration errors as the cameras could be moved if the cords were moved or the box

containing them was bumped. This problem was fixed through the development of the

printed camera holders which are integrated into the 3D vision testbed.
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5.2 Applications of Shape Memory Polymer Testbed

This testbed was developed with the primary application being shape memory polymer

structure research. The research focus involves thermal modeling of shape memory polymer

composites for more accurate control of the structures actuation. Another application that

was focused on was the tracking and correlation of shape memory polymer structures, which

has the direct application of being able to control the actuation based on the vision and

temperature information captured in the testbed in real time. It should be noted that the

testbed has other applications in shape memory polymer actuation as well as other smart

materials such as shape memory alloys and piezoelectrics. The direct image correlation

also has applications in any system where accurate non-contact temperature measurements

are required. The GUI for this version of the testbed did not have an integrated calibration

function and required images to be acquired externally to the GUI which decreased efficiency

while conducting calibration. These deficiencies in the Shen testbed were some things that

became constraints when designing the new 3D vision testbed.

5.2.1 Thermal Modeling of Shape Memory Polymer Composites

One main issue that occurs during shape memory polymer structure research is that once a

composite structure is created the thermal properties of the structure. Being able to identify

or estimate values for the new thermal properties of the composites will allow for a greater
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understanding of how the material behaves and opens up the actuation for better control

using a model based controller. The process of identifying the thermal constants uses a finite

element formulation to estimate the heat transfer occurring in volume elements within the

composite structure. To accomplish this an element on the surface is chosen to be 1 pixel

in the thermal imager image and the heat transfer to surrounding elements is estimated by

selecting the 4 pixels around it as shown below.

Figure 5.3: Finite Element Configuration for Thermal Constant Identification[29]

The red center is the pixel which is chosen to be the point of interest and the four orange

sections adjacent to the point of interest are the elements which conduction heat transfer

occurs in our finite element model. The overall heat transfer for the point of interest, which

can be seen below, consists of convection and radiation heat transfer from the upper and lower

surfaces of structure, conduction heat transfer to the adjacent elements and heat generation

within the carbon nanopaper layer of the composite.
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Figure 5.4: Element of Interest Heat Transfer Summary[29]

To collect the data required for identification an experimental process was designed which

would allow the user to select a point of interest on the surface and heat the structure at

different voltages to increase the accuracy of the identified constants. To accomplish this,

an easy to use GUI was developed which would automatically run the experiments on a set

range of voltages and number of experience. This GUI is launched out of the main GUI from

the model select dropdown menu in the Step 3 block. The GUI can be seen below in Figure

5.5.
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Figure 5.5: GUI for Thermal Constant Identification

In the GUI, 1 starts the thermal imager in the GUI window while closing the preview active

in the main GUI, 2 changes the sample # in the data structure of the experiment, 3 changes

the number of runs at each voltage step for the experiment with they default being 5 runs, 4

manually selects the point of interest on the sample,5 is the thermal imager preview window,

6 & 7 are the upper and lower bounds of the thermal imager temperature scale and the Stop

button stops the experiment and saves the data. The GUI also keeps track of the data

length, sample rate, and maximum temperature to prevent damage to the samples during

experiments and to determine if the data collected will be usable. As these experiments

can consist of 35 or more runs taking up to 4 hours the process of heating and cooling was
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automated using the integrated fans to increase the speed of cooling and also ensure uniform

starting temperatures for the experiments. The fan control is governed by the temperature

of the point of interest and cools the structure until the temperature is below 23◦. At the

conclusion of the experiment set the GUI compiles the data into a single .zip file and emails

it to the user notifying them of completion. This ”start and forget” methodology frees up

the user to do other things during an experiment which does not necessarily require constant

supervision. The data obtained, in the form of an n × 9 matrix with n being the data length

consisting of time, current, control command, ambient temperature, POI temperature, top

temperature, right temperature, bottom temperature and left temperature. This data is used

in a nonlinear solver to determine the coefficients of specific heat and thermal conductivity

as seen in [31].

5.2.2 Tracking and Correlation of Shape Memory Polymer Structures

The tracking and correlation of points of interest is one of the most important applications

of the platform, with its accuracy affecting the accuracy of all experiments that take place

within the testbed. The first configuration used to test the tracking and correlation is a

stationary structure test. This allowed us to verify that the tracking is able to find the initial

point of interest and stabilize around that point and that the point correlation between the

RGB webcams and the thermal imager is within the requirements for the platform. Through

this experiment, the location of the point in the RGB camera frame is within the 1mm
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measurement tolerance established and the pixel travel is within the 5-pixel tolerance for

the platform. These points were then correlated to the thermal imager and plotted on the

image to verify the location. A cold rod is used to point on the surface and mark these

points manually to compare to the correlated results. The resulting error from this process

is around 1 pixel, which is lower than the 2-pixel tolerance set for the platform. This showed

that if the tracking results are correct in the RGB cameras, the correlation to the thermal

imager will be correct as well.

Figure 5.6: Stationary structure tracking with correlation[29]

The next step is to conduct a similar experiment with a moving SNS to verify that the

platform is capable of monitoring moving structures. Once again 3 points were tracked by a

stereo pair of webcams but this time on a moving SMP bar structure activated at 15 V DC.

A second stereo pair is used to simultaneously provide a reference for the correlation pixel
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locations. The tracking of the sample is still within the desired specifications for both location

and speed with an average sampling rate of 5.1 Hz, which exceeds the 4 Hz requirement with

the GUI running and the correlation results were within the 2-pixel tolerance of the reference

points which were checked with the cold rod at the beginning and the end of the motion to

verify the accuracy of the reference plot.

Figure 5.7: Moving structure tracking with correlation[29]

The accuracy of this correlation process is dependent on several factors, including the quality

of both the calibration images captured and the accuracy of the calibration process of each

individual camera. If there are errors in either of these two steps, they will be propagated

though the stereo calibration and result in the correlated result being outside of the desired
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tolerances. Another factor affecting the accuracy of the correlation process is the resolution

of the cameras used. If the resolution of the camera is too low, the tracking of the points

cannot be maintained consistently, but if the resolution is too high latency issues will arise

and cause tracking to be lost due to the point of interest leaving the search region before

it is detected. Finally, changes in the camera positions will invalidate the transformation

matrices used, requiring the cameras to be re-calibrated.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

A discussion of stereo and thermal camera calibration has been presented with an application

of correlating points in 3D space to their respective locations in a thermal image. The benefit

of finding these points is it allows for finding surface temperatures at any point of interest

which can be tracked with conventional object tracking algorithms for RGB cameras.

This testbed has a field of vision which contains an 8 inch cube but the system could easily be

expanded to view larger objects and more cameras could be integrated to retain the surface

resolution desired for accurate tracking. Since the testbed is capable of this scaling feature it

could have numerous other applications in which accurate spatial temperature measurements

are required.

This testbed has further potential in smart materials research as well where actuation is

temperature dependent such as with shape memory polymers or shape memory alloys. The

ability to monitor the surface temperature of actuating smart materials in real time could

lead to more precise actuation control as well as increasing controllability to actuate to

more complex geometries. These controllers would require the use of model based robust

controllers which would require accurate models to be effective. This testbed is also capable

of helping create these models through the identification process developed which provide a
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more fundamental understanding of the behavior of the base materials as well as in composite

structures which could open up more applications in the future.

6.1 Future Work

In the future, a better model based controller needs to be developed to be able to control

the actuation geometry of the shape memory polymer composite structures. The better

shape control could open shape memory polymers up to new applications in deployable

structures [32][24][25][26], aircraft wing morphing structures [33][27][28] and other unknown

applications which present themselves.
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