
University of Central Florida University of Central Florida 

STARS STARS 

Electronic Theses and Dissertations, 2004-2019 

2015 

ZrB2-SiC Based Ultra High Temperature Ceramic Composites: ZrB2-SiC Based Ultra High Temperature Ceramic Composites: 

Mechanical Performance and Measurement and Design of Mechanical Performance and Measurement and Design of 

Thermal Residual Stresses for Hypersonic Vehicle Applications Thermal Residual Stresses for Hypersonic Vehicle Applications 

Richard Stadelmann 
University of Central Florida 

 Part of the Mechanical Engineering Commons 

Find similar works at: https://stars.library.ucf.edu/etd 

University of Central Florida Libraries http://library.ucf.edu 

This Doctoral Dissertation (Open Access) is brought to you for free and open access by STARS. It has been accepted 

for inclusion in Electronic Theses and Dissertations, 2004-2019 by an authorized administrator of STARS. For more 

information, please contact STARS@ucf.edu. 

STARS Citation STARS Citation 

Stadelmann, Richard, "ZrB2-SiC Based Ultra High Temperature Ceramic Composites: Mechanical 

Performance and Measurement and Design of Thermal Residual Stresses for Hypersonic Vehicle 

Applications" (2015). Electronic Theses and Dissertations, 2004-2019. 1407. 

https://stars.library.ucf.edu/etd/1407 

https://stars.library.ucf.edu/
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/etd
http://network.bepress.com/hgg/discipline/293?utm_source=stars.library.ucf.edu%2Fetd%2F1407&utm_medium=PDF&utm_campaign=PDFCoverPages
https://stars.library.ucf.edu/etd
http://library.ucf.edu/
mailto:STARS@ucf.edu
https://stars.library.ucf.edu/etd/1407?utm_source=stars.library.ucf.edu%2Fetd%2F1407&utm_medium=PDF&utm_campaign=PDFCoverPages
https://stars.library.ucf.edu/
https://stars.library.ucf.edu/


ZrB2-SiC BASED ULTRA HIGH TEMPERATURE CERAMIC COMPOSITES: 
MECHANICAL PERFORMANCE AND MEASUREMENT AND DESIGN OF 

THERMAL RESIDUAL STRESSES FOR HYPERSONIC VEHICLE 
APPLICATIONS 

 
 
 
 
 
 
 
 
 

by 
 
 

RICHARD PHILIP STADELMANN 
 

B.S. University of Central Florida, 2011 
M.S. University of Central Florida, 2013 

 
 
 
 
 
 

A dissertation submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy 

in the Department of Mechanical & Aerospace Engineering 
in the College of Engineering & Computer Science 

at the University of Central Florida 
Orlando, Florida 

 
 
 

Fall Term 
2015 

 
 
 
 

Major Professor: Nina Orlovskaya 
 



 

ii 

 

  

 

 

 

 

 

 

 

 

© 2015 Richard P. Stadelmann 

  



 

iii 

 

ABSTRACT 

 Ultra-high temperature ceramics (UHTCs), such as ZrB2-based ceramic composites, have 

been identified as next generation candidate materials for leading edges and nose cones in 

hypersonic air breathing vehicles. Mechanical performance of ceramic composites play an 

important role in the ultra-high temperature applications, therefore SiC is added to ZrB2 as a 

strengthening phase to enhance its mechanical performance. The high melting temperatures of 

both ZrB2 and SiC, as well as the ability of SiC to form SiO2 refractory oxide layers upon oxidation 

make ZrB2-SiC ceramics very suitable for aerospace applications.  

 Thermal residual stresses appearing during processing are unavoidable in sintered ZrB2-

SiC ceramic composites. Residual microstresses appear at the microstructural level (intergranular 

microstresses) or at the crystal structure level (intragranular microstresses). These microstresses 

are of enormous importance for the failure mechanisms in ZrB2-SiC ceramics, such as ratio of the 

trans- and intergranular fracture; crack branching or bridging, microcracking, subcritical crack 

growth and others, as they govern crack propagation–induced energy dissipation and affect the 

toughness and strength of the ceramic material. Therefore, understanding the evolution of residual 

stress state in processed ZrB2-SiC ceramic composites and accurate measurements of these stresses 

are of high priority.  

 In the present research the ZrB2-17vol%SiC, ZrB2-32vol%SiC, and ZrB2-45vol%SiC ultra-

high temperature particulate ceramic composites were sintered using both Hot Pressing (HP) and 

Spark Plasma Sintering (SPS) techniques. The mechanical performance of the ZrB2-SiC 

composites was investigated using 3- and 4-point bending techniques for measurements of 
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instantaneous fracture strength and fracture toughness. Resonant Ultrasound Spectroscopy was 

used for measurement of Young’s, shear, and bulk moduli as well as Poisson’s ratio of the 

composites. The distribution of thermal residual stresses and the effect of the applied external load 

on their re-distribution was studied using micro-Raman spectroscopy. Piezospectroscopic 

coefficients were determined for all compositions of ZrB2-SiC ceramic under study and their 

experimentally obtained values were compared with the piezospectroscopic coefficients both 

published in the literature and calculated using theoretical approach. Finally, the novel ZrB2-IrB2-

SiC ceramic composites were also produced using Spark Plasma Sintering (SPS), where IrB2 

powder was synthesized using mechanochemical route. It is expected that the IrB2 additive phase 

might contribute to the improved overall oxidation resistance of ZrB2 based ultra-high temperature 

ceramic composites.  
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CHAPTER 1: INTRODUCTION 

 From the beginning of time, mankind has sought ways to fly. In 1902, the Wright brothers 

made the dream of powered flight possible, allowing man to fly for extended periods of time. As 

the years grew on, advances in airplanes came about with the improvements of the understanding 

of aerodynamics. The development of planes had a great impact in war, especially during World 

War I, when the first dog fights occurred. From this war, both sides saw how important of a 

contribution an airplane would be to war; this caused the airplane to grow in design and 

development. With World War II (WWII), airplanes had a major role in combat. Not only did 

WWII give rise to an advent of new airplanes, it also led to the development of the new turbojet 

engine used in many military aircrafts to this day. After the wars were over, airplanes started to be 

used as a means of travel around the world. Airplanes had much shorter travel times compared to 

ships. When the Cold War set in, there were many secret government projects intended to develop 

the fastest and most technologically advanced airplanes in the world. Chuck Yeager broke the 

sound barrier using the Bell X-1 rocket, thus bringing man into the age of flying faster than the 

speed of sound. Chuck later broke this record by flying at a speed of Mach 2.44, or 2.44 times 

faster than the speed of sound.  The “Space Race” during the Cold War brought about even more 

technological advances that gave way to a new era of rockets and airplanes.  

 With the research and development to make airplanes more efficient and fly faster than 

ever, we are constantly searching for the technology of the future, especially in hypersonic 

missiles, and re-entry aerial vehicles. This is creating high demand for more research and better 

materials. We have already been able to achieve sustained supersonic flight and short flights at 

hypersonic speed, speeds that are greater than 5 times the speed of sound or Mach >5.  At sea level, 
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the speed of sound is around 342 m/s. So Mach >5 at sea level would be speeds higher than 1710 

m/s. However, we have not been able to sustain flight at a hypersonic range for long periods of 

time, such as a couple of hours. This is mainly due to the fact that materials used today are not able 

to withstand the extreme environment of hypersonic flight for extended periods of time. 

 This hypersonic environment has many aspects that make it difficult to design aerospace 

vehicles that could withstand the conditions experienced, whether they are space crafts or aerial 

vehicles that stay in the Earth’s atmosphere. When the Apollo 11 Lunar pod returned from the 

mission of landing on the moon it re-entered the Earth’s atmosphere at Mach 36 and reach a 

maximum temperature of 11,000K [1]. This is almost two times hotter than the surface of the sun. 

This is the highest challenge for designing hypersonic aerial vehicles. Finding materials that can 

withstand these temperatures is difficult and there is no one right answer. Figure 1 below shows 

the flow and other aspects of re-entry to Earth’s atmosphere.  

 
Figure 1: Re-entry to Earth's atmosphere [2] 
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1.1: Hypersonic Flow 

In this hypersonic flight regime there are many phenomena that occur. This includes strong 

separated bow shock, thin shock layer, viscous interaction, high-temperature flow, and entropy 

layer [1]. If one looks at the classic compressible flow theory, which assumes a calorically 

perfectly gas, and apply it to high Mach #s one finds that it over calculates the temperature behind 

the normal shock. This is mainly due to the fact that at high temperatures the specific heats are no 

longer constant. Thus kinetic theory and classical thermodynamics have to be used along with 

taking in to account chemically reacting flow to get an accurate representation of the true 

temperature behind the shock at high Mach #’s. This can be seen in below in Figure 2. This figure 

shows that for the case of the return of the lunar module it would greatly overestimate the 

temperature behind the shock. This is due to the fact that they do not take into consideration a 

chemically reacting flow.  
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Figure 2: Temperature behind a normal shock at high velocities. Reprinted from Hypersonic and 
High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. 

Anderson, Jr. [1]  

 Now talking about each aspect of hypersonic flight mentioned in the paragraph above; first 

the thin shock layer. The shock layer is the flowfield between the shock wave and the body as 

shown in Figure 3 below [1]. As the Mach # is increased the shock layer becomes thinner and 

thinner, thus at high Mach #s this results in a considerably thin shock layer.  
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Figure 3: Thin hypersonic shock layer. Reprinted from Hypersonic and High Temperature Gas 

Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

Next viscous interaction, shown below in Figure 4, is a major interaction between the boundary 

layer and the inviscid flow field. The main cause of this is viscous dissipation is when hypersonic 

flow is slowed down by viscous effects within the boundary layer. The loss of kinetic energy goes 

in part into the internal energy of the gas [1].  

 

Figure 4: Viscous interaction effects. Reprinted from Hypersonic and High Temperature Gas 

Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 
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As a result of a strong separated shock there is high temperature flow behind the shock. Because 

these temperatures are high enough to allow chemical reactions to occur, the temperature behind 

the shock actually decreases due to the fact that the chemical reactions occurring in the flow are 

dissociation reactions. These reactions are endothermic, which mean it requires heat and absorbs 

the heat; therefore, decreasing the overall temperature in the flow. This is one of the main reasons 

there is a big difference between the calorically perfect gas temperature behind the shock and 

chemically reacting flow gas temperature behind the shock. The entropy layer has the boundary 

layer growing inside it as shown below in Figure 5. The entropy layer is also a region of strong 

vorticity as related through the Crocco’s theorem from classical compressible flow. This is also 

called vorticity interaction [1].  

 

Figure 5: Entropy Layer. Reprinted from Hypersonic and High Temperature Gas Dynamics 2nd 

Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

Figure 6 below show a picture summary of the phenomena of hypersonic flow described above. 
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Figure 6: Recap of the phenomena experienced in hypersonic regime. Reprinted from Hypersonic 
and High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. 

Anderson, Jr. [1]  

1.1.1: Hypersonic Shock and Expansion Waves 

In the beginning of hypersonic flow study the classical inviscid compressible flow shock 

theoretical relations were attempted to be applied to hypersonics. This was done by taking the 

limits of the compressible flow shock relations where M1 tends to ∞ and assuming small deflecting 

angle, θ. For an oblique shock one would get the relations shown in the following Figure 7. 
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Figure 7: Oblique shock-wave geometry. Reprinted from Hypersonic and High Temperature Gas 

Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

For the rest of this dissertation any variable with a subscript 1 and 2 denote the properties of the 

flow before and after a shockwave respectively. It was found that in the hypersonic regime the 

Mach # and constant ratio of specific heats, γ, dependence break down and a new parameter is 

found. This new parameter is called for the hypersonic similarity parameter, K. The definition of 

the hypersonic similarity parameter is shown below as Equation (Eqn.) (1) [1]: 

 𝐾 = 𝑀1𝜃 (1) 

where M1 is the free stream Mach number and 𝜃 is the defection angle of the flow. With this 

parameter one can come up with the shock relations as a function mainly of K. These oblique 

shock relations are shown below as Eqns. (2)-(3) [1]; they are valid for hypersonic flow with large 

but finite Mach number and small angles of deflections: 
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𝑃2𝑃2 = 1 + 𝛾(𝛾 + 1)4 𝐾2 + 𝛾𝐾2√(𝛾 + 14 )2 + 1𝐾2 (2) 

 𝐶𝑝 = 2𝜃2[𝛾 + 14 + √(𝛾 + 14 )2 + 1𝐾2] (3) 

where P2 and P1 are the static pressure before and after the shock, K is the hypersonic similarity 

parameter, described in Eqn. (1), γ is the ratio of specific heat, θ is the flow deflection angle, and 

finally Cp is the coefficient of pressure after the shock. Looking at Eqn. (3) one sees that 𝐶𝑝𝜃2 =𝑓𝑛(𝐾, 𝛾) and not a function of γ and M as found typically in supersonic flows.  

 Continuing our talk about the initial theory of taking supersonic relations and expanding 

them to hypersonic flow by taking M1 tends to ∞ and assuming small deflecting angle, θ. The next 

information wanted is the flow properties after an expansion or turning of the flow. This is done 

through the expansion-wave relations also known as Prandtl-Meyer flow. Figure 8 below shows 

the geometry of the hypersonic expansion-wave as well as the nomenclature before and after the 

turn. 

 

Figure 8: Expansion-wave geometry. Reprinted from Hypersonic and High Temperature Gas 
Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 
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This can give the pressure coefficient after the flow has turned such as on a nose cone downstream 

of the shock. Therefore one can estimate the lift and drag of the object with supersonic relations, 

with the assumptions that the Mach number is high but finite and that the deflection angle, θ, is 

small.  Also expressing the relations in terms of the hypersonic similarity parameter K one gets 

the following Eqns. (4)-(6) [1]: 

 𝜃 = 2𝛾 − 1 ( 1𝑀1 − 1𝑀2) (4) 

 
𝑃1𝑃2 = (1 − 𝛾 − 12 𝐾) 2𝛾𝛾−1 (5) 

 𝐶𝑝 = 2𝜃2𝛾𝐾2 [= (1 − 𝛾 − 12 𝐾) 2𝛾𝛾−1 − 1] (6) 

where Cp is the coefficient of pressure after the expansion fan, θ is the angle of the deflection as 

shown in Figure 8, K is the hypersonic similarity parameter as described in Eqn. (1) above, 𝛾 is 

the ratio of specific heats, P is the pressure, and the subscripts 1 and 2 designate the properties of 

the flow before and after the expansion fan, respectively. 

Theses relations just give the basic results of the fluid before and after the shock and the 

flow turning about an angle. Surprisingly these relationships are perfect to give initial guesses for 

hypersonic Computational Fluid Dynamics (CFD) and actually estimate the properties 

immediately before and after the shock wave and expansion wave pretty closely [1].  

1.1.2: Hypersonic Shockwaves of Chemically Reacting Flow in Equilibrium 

 At high temperature experience in hypersonic flow, the ratio of specific heats, γ, is not long 

a constant and thus γ=fn(T) [3].  This is shown in Figure 9 below. 
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Figure 9: Ratio of specific heat. Reprinted from Hypersonic and High Temperature Gas Dynamics 

2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

 Now that one knows that there are chemical reactions occurring hypersonic flow and that 

the ratio of specific heat is no longer constant in hypersonic flow, the typical compressible flow 

theory shock relations, found in most fluids textbooks, are no longer valid [3-5]. These relations 

are shown below as Eqns. (7)-(11) for normal shocks: 

 𝑀22 = 𝑀12 + 2𝛾 − 12𝛾𝛾 − 1𝑀12 − 1 (7) 

 
𝑇2𝑇1 = (1 + 𝛾 − 12 𝑀12) ( 2𝛾𝛾 − 1𝑀12 − 1)[(𝛾 − 1)22(𝛾 − 1)]𝑀12  (8) 

 
𝑝2𝑝1 = 2𝛾𝑀12𝛾 + 1 − 𝛾 − 1𝛾 + 1 (9) 
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𝜌2𝜌1 = (𝛾 + 1)𝑀12(𝛾 − 1)𝑀12 + 2 (10) 

 𝑝𝑜2𝑝𝑜1 = [ 𝛾 + 12 𝑀121 + 𝛾 − 12 𝑀12]
𝛾𝛾−1 [ 12𝛾𝛾 + 1𝑀12 − 𝛾 − 1𝛾 + 1] 1𝛾−1

 (11) 

where M is the Mach number, 𝛾 is the ratio of specific heats, 𝜌 is the density,  𝑝 is the pressure, 𝑢 

is x-direction component of velocity, ℎ is the enthalpy. The subscripts 1, and 2 stand for the static 

properties of the flow before and after the shockwave, respectively. The subscripts o1, and o2 stand 

for the stagnation properties of the flow before and after the shockwave, respectively. Again the 

reason for the typical compressible flow theory shock relations not being valid is because the ratio 

of specific heat is no longer constant (the main assumption made when deriving the compressible 

flow theory shock relations) as well as the chemical reactions occurring in the flow affect the 

properties after the shock wave. Therefore, one would like to investigate the governing equations 

for shockwaves in hypersonic flow with equilibrium and non-equilibrium chemically reactions 

occurring in the flow. The shock relations shown as Eqns. (4)-(6) are valid only for very high Mach 

#’s and for very small deflection angles, but this is not always the case, since most hypersonic nose 

cones, leading edges, etc., are blunt bodies due to the aerodynamic heating that occurs at high 

Mach #’s. If a wedge used in typical supersonic flow is used in hypersonic flow the wedge would 

simply melt away and would ultimately fail. Thus a deeper understanding of shockwaves is not 

only beneficial, it’s necessary for determining if the materials under consideration are candidates 

for hypersonic aerial vehicles. The use of the most suitable materials could also help improve the 

performance of the vehicles by being used in leading edges or nose cones for hypersonic aerial 

vehicles.  
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 To derive the appropriate governing equations, start first by looking at normal shocks in 

equilibrium flows, where the equilibrium conditions hold behind the shock. An equilibrium flow 

is defined as flow that is in local thermodynamic and chemical equilibrium [1]. Starting with the 

derivation of the normal shock equation for equilibrium flows with the conservations of mass 

(continuity), momentum, and energy shown below as Eqns. (12)-(14), respectively[1]: 

 𝜌1𝑢1 = 𝜌2𝑢2 (12) 

 𝑝1 + 𝜌1𝑢12 = 𝑝2 + 𝜌2𝑢22 (13) 

 ℎ1 + 𝑢122 = ℎ2 + 𝑢222  (14) 

where 𝜌 is the density,  𝑝 is the pressure, 𝑢 is x-direction component of velocity, ℎ is the enthalpy, 

while the subscripts 1 and 2 stand for the properties of the flow before and after the shockwave 

respectively. Then with some rearrangement one gets the following expression for the pressure 

behind the shock, shown below as Eqn. (15), and the enthalpy behind the shock, as shown below 

as Eqn. (16) [1]: 

 𝑝2 = 𝑝1 + 𝜌1𝑢12[1 − 𝜌1𝜌2] (15) 

 ℎ2 = ℎ1 + 𝑢122 [1 − (𝜌1𝜌2)2] (16) 

where 𝜌 is the density,  𝑝 is the pressure, 𝑢 is x-direction component of velocity, ℎ is the enthalpy, 

while the subscripts 1 and 2 stand for the properties of the flow before and after the shockwave 

respectively. The properties behind the shocks are then calculated by using the Eqs. (15) and (16) 

above, and the following iterative numerical solution method found in the book written by 
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Anderson [1]. The iterative numerical solution to hypersonic normal shockwave in equilibrium 

flow is as follows: 

1. Assume a value of ρ1/ρ2 (an initial value of 0.1 is usually a good first guess). 

2. Calculate P2 using the Eqn. (15) above and h2 from Eqn. (16) above. 

3. With the values of P2 and h2 just obtained, calculate ρ2 from any equilibrium 

thermodynamic properties table, graph, or equations 

4. Form a new value of ρ1/ρ2 using the value of ρ2 obtained from step 3 

5. Use this new value of ρ1/ρ2 to calculate new values of P2  and h2 using the same equations 

as in step 2. Repeats steps 1-5 until convergence has been reached, i.e. the change in ρ1/ρ2 

from one iteration to the next is negligible. 

6. Now we have the correct values of P2, h2, and ρ2. Now obtain the correct value of T2 from 

any equilibrium thermodynamic properties table, graph, or equations 

7. Next obtain the correct value of u2 from equations 

Completing steps 1-7 above one can find all the properties behind a normal shock in hypersonic 

equilibrium flow based on the flow properties before the shockwave. Upon review of the results 

for normal shockwaves, one finds that the ratio of density, pressure, and enthalpy is a function of 

three freestream (flow properties before the shockwave) of velocity, pressure and temperature; 

instead of being just a function of the freestream Mach # as found in calorically perfect gas normal 

shock relations [3-6]. In addition to the flow properties behind the shock, the equilibrium 

composition behind the front depends on the values of P2 and T2, with these two values being 

dependent on the freestream properties of P1 and T1. From the equations and the above statement 
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one can determine that chemically reacting gas is mainly governed by the following variables of 

velocity, temperature, and pressure. In equilibrium flow the definition of the Mach # is the same 

as defined for a calorically perfect gas. However, when non-equilibrium flow is being considered, 

the definition of Mach # becomes less obvious and further loses it importance [1]. Temperature is 

the parameter that is the most sensitive variable when chemical reactions are occurring. On the 

contrary, chemical reactions have almost no effect on pressure. This is because pressure is mainly 

governed by fluid mechanics instead of thermodynamics. One will also notice that in an 

equilibrium gas, with dissociating and ionizing reactions, increasing the pressure at a constant 

temperature tends to decrease the atom and ion mass fractions. Thus increasing the pressure at a 

constant temperature prevents the ionization and dissociating reactions. This is shown below in 

the following Figure 10, where the temperature ratio across the shock is plotted vs. upstream 

velocity[1]. Looking at Figure 10, one can see that at higher pressures there is less dissociated and 

ionization reactions occurring, thus resulting in higher T2/T1 ratio across the shockwave.  
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Figure 10: Influence of pressure on the normal shockwave temperature in equilibrium air. 

Reprinted from Hypersonic and High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with 
permission from John D. Anderson, Jr. [1]. 

 

Figure 11: Variation of normal shock density with velocity and altitude; velocity range 
below (A) and near & above (B) orbital velocity (From Huber [7]). Reprinted from 

Hypersonic and High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with 
permission from John D. Anderson, Jr. [1] 
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 The ratio of densities ρ2/ρ1 has a very important effect on the normal shock detachment 

distance. This is expressed as the following approximation shown below in Eqn. (17) [1]: 

 

𝛿𝑅 ≈ 𝜌1𝜌2 = 1𝜌2𝜌1  (17) 

where 𝛿 is the shock detachment distance, R is the radius of the blunt-body, 𝜌1 is the density of 

the flow before the shockwave, and 𝜌2 is the density of the flow behind the shockwave. This 

equation above is valid only at high velocities. The shock detachment distance is greatly affected 

by chemical reactions. When chemical reactions occur it results in higher density ratios across the 

shockwave and thus decreases the shock detachment distance as shown graphically as Figure 12 

below (A for normal shock and B for oblique shockwave) [1]: 

 

Figure 12: Relative locations of blunt-body bow shockwaves (A), and oblique shockwaves (B) for 

calorically prefect and chemically reacting gases. Reprinted from Hypersonic and High 
Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. 

[1]. 
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The oblique shockwave equations are derived by looking at the following geometry shown below 

as Figure 13. 

 

Figure 13: Oblique shockwave geometry. Reprinted from Hypersonic and High Temperature Gas 
Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

Based on the geometry shown in the figure above, one can derive Eqn. (18) shown below for the 

ratio of the normal and tangential component of the velocity vector behind the shock wave: 

 tan(𝛽 − 𝜃) = 𝑉𝑛,2𝑉𝑡,1 = 𝑉𝑛,2𝑉𝑛,1 𝑉𝑛,1𝑉𝑡,1  (18) 

where  the angles  𝛽, 𝜃  are defined in Figure 13. The velocities component before, 𝑉𝑛,1and 𝑉𝑡,1,  
and after, 𝑉𝑛,2and 𝑉𝑡,2, the shockwave are also defined in Figure 13. The n and t subscripts stand 

for the normal and tangential components of velocity, respectively. While the subscripts 1 and 2 
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stand for the properties of the flow before and after the shockwave, respectively. Now substituting 

in the fact that the tangential component of the velocity vector is the same across the shockwave, 

i.e. Vt1=Vt2, thus one gets the following Eqn. (19) shown below: 

 tan(𝛽 − 𝜃) = 𝑉𝑛,2𝑉𝑛,1 tan (𝛽) (19) 

where the variables 𝛽, 𝜃, 𝑉𝑛,2, 𝑉𝑛,1 all have the same mean as in Eqn. (18) and Figure 13. The Eqn. 

(19) above is for the equilibrium high-temperature case, which relates the wave angle, β, the 

deflection angle θ, and the upstream velocity V1. Combining this equation with the normal shock 

Eqns. (12)-(16) one can create the following θ-β-V Figure 14 shown below for equilibrium flows 

across oblique shocks [1]. 

 

Figure 14: Deflection angle-wave angle-velocity diagram for oblique shocks on high-temperature 

air at 10,000 ft altitude (From Moeckel [8]). Reprinted from Hypersonic and High Temperature 
Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1]. 
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 Now that one has defined all of the normal and oblique shock relations one would like to 

looks at the overall results. Therefore, using the velocity-altitude map by Bussing and Eberhardt 

[9], one can construct the equilibrium chemical species behind the shockwave for a normal shock 

Figure 15A, and oblique shock Figure 15B shown below[1]. 

 

Figure 15: Equilibrium chemical species variations behind normal shock (A) and behind 30-deg 
oblique shock (B) for two different trajectories (From [9]). Reprinted from Hypersonic and High 

Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. 
[1]. 

1.1.3: Hypersonic Shockwaves of Chemically Reacting Flow in Non-equilibrium 

 Before one can start talking about shockwave in a non-equilibrium flow one must first 

define the meaning of a shock front. The shock front is defined as the thin region where large 

gradients in temperature, pressure, and velocity occur, and where the transport phenomena of 

viscosity and thermal conduction are important [1]. Due to the fact that in chemical equilibrium 

and calorically perfect gas, the gradients in the flow take place almost discontinuously within a 
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thin region, which is the shockwave itself. In this case the shockwave was the shock front. But in 

chemical non-equilibrium flow the reactions take place at a finite rate, thus the shockwave now 

consists of the shock front and the non-equilibrium region behind the front. Because the shock 

front is only a few mean paths thick, therefore the flow properties immediately behind the shock 

front are frozen properties and then downstream the finite-rate reactions take place and the 

properties of the flow relax to their equilibrium values [1].  

 Now let’s look at the derivation of the equations that define shockwaves in chemical non-

equilibrium flows, specifically normal and oblique shock. Starting with the normal shockwave, 

and looking at the shock front region one obtains the properties immediately behind the shock 

front. This is done by taking the flow properties of a frozen flow, that is the typically calorically 

perfect gas, i.e. γ is constant and equal to 1.4 for air, shown above as Eqns.(7)-(11). From this one 

obtains the values of Tfrozen and ρfrozen. 

Due to the fact that dissociating and ionizing reactions are endothermic in nature, the static 

temperature behind the shock front decreases and therefore the density increases, with the chemical 

species reaching equilibrium values downstream. This can be found by performing a numerical 

calculation of the non-equilibrium region behind the shock front. Assuming the flow behind the 

shock front is 1-D stead state one gets the follow Eqns. (20)-(23) for continuity, momentum, energy 

, and species continuity respectively [1]: 

 𝜌𝑑𝑢 + 𝑢𝑑𝜌 = 0 (20) 

 𝑑𝑝 = −𝜌𝑢𝑑𝑢 (21) 
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 𝑑ℎ0 = 0 (22) 

 𝑢𝑑𝑐𝑖 = �̇�𝑖𝜌 𝑑𝑥 (23) 

where 𝜌 is the density,  𝑝 is the pressure, 𝑢 is x-direction component of velocity, ℎ is the enthalpy, 𝑐 is the species concentration, x is the distance measured from the shock front, extending 

downstream, �̇�𝑖is the finite-rate chemical reaction term, and i is the ith species being considered 

in the numerical calculations. Solving these Eqns. (20)-(23) will give you the solution of the 

flowfield between the shock front and the hypersonic aerial vehicle body. One must use a 

numerical integrating technique for solving these ordinary differential equations. The very well-

known Runge-Kutta technique is an excellent technique to integrate the mentioned flow field 

starting at the shock front to flow downstream in steps of Δx. The initial conductions used to start 

the calculations is by assuming the frozen flow across the shock front and obtaining the properties 

immediately behind the shock front using the typically compressible flow normal shock relations. 

This initial condition is assuming that the chemical composition across the shock front does not 

change. One should note that caring out this calculation, if the finite-rate reactions are very fast, ie �̇�𝑖is very large in the above Eqn. (23), then a Δx must be chosen to be very small even with using 

a high order method. Such fast finite reactions results in a stiff species continuity equations lead 

to instabilities in the solution. Typical results of this numerical calculations, described above, is 

shown below as Figure 16 [1]. 
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Figure 16: Distributions of the chemical species for the nonequilibrium flow through a normal 

shock wave in air: M∞=12.28, ρ∞=1.0mm Hg, and T∞=300K (From Marrone [10]). Reprinted from 
Hypersonic and High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from 

John D. Anderson, Jr. [1]. 

 Now, let’s investigate the oblique shock waves in chemical non- equilibrium flow. One 

must first define the geometry of the oblique shockwave, one gets two cases: the first is the straight 

oblique shock shown in Figure 17A below, and the second is the compression corner shown below 

as Figure 17B. 
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Figure 17: Geometry for non-equilibrium flow behind a straight oblique shockwave (A), and the 
schematic of non-equilibrium flow over a compression corner (B). Reprinted from Hypersonic and 

High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. 

Anderson, Jr. [1]. 

From the oblique shockwave in chemical equilibrium flows one knows that the tangential 

component of velocity is constant, ie Vt1=Vt2=Vti. This is still true in chemical non-equilibrium 

flow, thus the Eqns. (20)-(23) above for normal shock apply to oblique shocks. The same numerical 

solution used above with normal shocks in chemical non-equilibrium flow can be applied to 

oblique shockwaves in chemical non-equilibrium flows. Now since the tangential component of 

velocity is constant the normal component of velocity, Vn, varies with distance x, from the shock 

front. Since ρVn is constant across a normal shockwave, then since the density across a normal 

shock increases the normal component of velocity must decrease across the normal shockwave. 

Now that one knows that the velocity decreases with increases of distance, x, from the shock front, 

one can say that Vn3<Vn2 and since Vt2=Vt3, the flow deflection angle θ3 >θ2. Thus, one can 

conclude that the streamlines in the non-equilibrium flow behind a straight oblique shock front are 

curved and continually increase their deflection angle until equilibrium conditions are reached far 

downstream, as shown above in Figure 17A. One can also conclude that in order to get straight 
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streamlines after the oblique shockwave in chemical non-equilibrium flow one must have a 

compression corner as shown above in Figure 17 B. One sees that the shockwave is curved while 

the streamlines are straight with a constant deflection angle, θ. The wave angle, β, of this curve 

shock wave varies from the frozen flow angle right at the corner, to the equilibrium angle value 

reached downstream of the corner. One must finally note that the equilibrium shock-wave angle is 

always less than the frozen wave angle or calorically perfect gas shockwave angle [1].  

 To sum up, the non-equilibrium flow behind a shock front varies with distance behind the 

front. Therefore a dimensional scale is introduced into such flows. Bussing and Eherhandt [9] 

defined a non-equilibrium length scale, relaxation distance, as the distance downstream of the 

shock front, required for the flow properties to reach 95% of their equilibrium values . This 

relaxation distance is different for different flows. The shockwave analysis shows that non-

equilibriums effects are very important in hypersonic aerial vehicles. This can further be proved 

by the following example. Say you have a blunt body with a nose radius of 10cm. The approximate 

shock detachment distance will be on the order of 1cm or less. This indicates that most of the 

portions of the blunt body flow region will be in chemical non-equilibrium flow. For slender bodies 

and wings one predicts long regions of chemical non-equilibrium flows downstream from the 

leading edge further proving the point that chemical non-equilibrium flow dominates the 

performance of the hypersonic vehicle. Thus it is of utmost importance to choose and design the 

best materials for applications such as nose cones and leading edges for the future of hypersonic 

aerial vehicles.  
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1.1.4: Hypersonic Flow Navier-Stokes Equations 

 Now that one has covered all of the possible different types of shockwaves encountered by 

hypersonic aerial vehicles, the next step is to go over the following theories, which are some more 

approximate methods with increasing complexity: Newtonian, Modified Newtonian, Newtonia-

Buseman, Tangent-Wedge/Tangent-Cone Methods, Shock-Expansion Method, Small-

Disturbance Theory, Blast Wave Theory, Shock-Layer Theory, Method of Characteristics. The 

most exact of these theories are Euler and Navier-Stokes equations (applied to Viscous Flow with 

and without chemical reacting flows). All of these theories, derivations, and applications can be 

found in Anderson[1]. 

The most important of these theories is the Navier-Stokes equations. Since computers have 

been able to handle more computationally heavy problems these equations are becoming more 

popular. This is due to the fact that the Navier-Stokes equations give the exact solution to the entire 

flowfield including the regions of the flow with chemical reaction present, as well as the boundary 

layer. The Navier-Stokes equation can also be used to solve the location of the shock. For 

hypersonic viscous flow with no chemical reactions the governing equations as show below as 

Eqns. (24)-(34) [1]: 

 
𝜕𝜌𝜕𝑡 + ∇ ∙ (𝜌�⃑� ) = 0 (24) 

 𝜌 𝐷𝑢𝐷𝑡 = −𝜕𝑝𝜕𝑥 + 𝜕𝜏𝑥𝑥𝜕𝑥 + 𝜕𝜏𝑦𝑥𝜕𝑦 + 𝜕𝜏𝑧𝑥𝜕𝑧  (25) 

 𝜌𝐷𝑣𝐷𝑡 = −𝜕𝑝𝜕𝑦 + 𝜕𝜏𝑥𝑦𝜕𝑥 + 𝜕𝜏𝑦𝑦𝜕𝑦 + 𝜕𝜏𝑧𝑦𝜕𝑧  (26) 
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 𝜌𝐷𝑤𝐷𝑡 = −𝜕𝑝𝜕𝑧 + 𝜕𝜏𝑥𝑧𝜕𝑥 + 𝜕𝜏𝑦𝑧𝜕𝑦 + 𝜕𝜏𝑧𝑧𝜕𝑧  (27) 

 

𝜌 𝐷(𝑒 + 𝑉2 2⁄ )𝐷𝑡 = 𝜌�̇� + 𝑑𝑑𝑥 (𝑘 𝜕𝑇𝜕𝑥) + 𝑑𝑑𝑦 (𝑘 𝜕𝑇𝜕𝑦) + 𝑑𝑑𝑦 (𝑘 𝜕𝑇𝜕𝑦) − ∇ ∙ (𝑝�⃑� )
+ 𝜕(𝑢𝜏𝑥𝑥)𝜕𝑥 + 𝜕(𝑢𝜏𝑦𝑧)𝜕𝑥 + 𝜕(𝑢𝜏𝑧𝑥)𝜕𝑥 + 𝜕(𝑣𝜏𝑥𝑦)𝜕𝑦 + 𝜕(𝑣𝜏𝑦𝑦)𝜕𝑦
+ 𝜕(𝑣𝜏𝑧𝑦)𝜕𝑦 + 𝜕(𝑤𝜏𝑥𝑧)𝜕𝑧 + 𝜕(𝑤𝜏𝑦𝑧)𝜕𝑧 + 𝜕(𝑤𝜏𝑧𝑧)𝜕𝑧  

(28) 

where  

 𝜏𝑥𝑦 = 𝜏𝑦𝑥 = 𝜇(𝜕𝑣𝜕𝑥 + 𝜕𝑢𝜕𝑦) (29) 

 𝜏𝑥𝑧 = 𝜏𝑧𝑥 = 𝜇(𝜕𝑢𝜕𝑧 + 𝜕𝑤𝜕𝑥) (30) 

 𝜏𝑦𝑧 = 𝜏𝑧𝑦 = 𝜇(𝜕𝑤𝜕𝑦 + 𝜕𝑣𝜕𝑧) (31) 

 𝜏𝑥𝑥 = 𝜆(∇ ∙ 𝑉) + 2𝜇 𝜕𝑢𝜕𝑥 (32) 

 𝜏𝑦𝑦 = 𝜆(∇ ∙ 𝑉) + 2𝜇 𝜕𝑣𝜕𝑦 (33) 

 𝜏𝑧𝑧 = 𝜆(∇ ∙ 𝑉) + 2𝜇 𝜕𝑤𝜕𝑧  (34) 

where t is time, k is the thermal conductivity and 𝜆 = − 23 𝜇 is the bulk viscosity coefficient, μ is 

the viscosity, ∇ is the gradient, u is the x-component of velocity, v is the y-component of velocity, 

w is the z-component of velocity, �̇� is the volumetric heating that may occur, ρ is the density, e is 
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the internal energy, h is the specific enthalpy, T is the temperature, p is the pressure and V is the 

velocity vector.  

 Upon conducting a boundary layer analysis on a flat plate, analogous to Blasius, the 

boundary layer thickness in hypersonic flow can be calculated. One finds that the boundary layer 

thickness is proportional to  
𝑀𝑒2√𝑅𝑒 [1]. This relation shows that as the Mach # increases the boundary 

layer becomes thicker and is an order of magnitude higher than the conventional incompressible 

boundary layer.  

 Another important aspect of hypersonic is the aerodynamic heating that occurs, with the 

strongest heating at the stagnation point. By conducting another order of magnitude analysis one 

find that the wall heat transfer is inversely proportional to the radius of the nose tip and is shown 

below in Eqn. (35) [1]: 

 𝑞𝑊 ∝ 1√𝑅 (35) 

where R is the radius of the nose, and qw is the heat transfer in watts. Looking at this result, one 

notices that to decrease the heat transfer into the hypersonic vehicle, one needs to increase the 

radius of the nose.  

 For hypersonic flow with chemical reaction one gets the same governing equations as 

hypersonic viscous flow except that the energy equation is modified as shown below in Eqns. (36)-

(37) [1]: 
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𝜌 𝐷(𝑒 + 𝑉2 2⁄ )𝐷𝑡
= −∇ ∙ 𝑞 − ∇ ∙ (𝑝�⃑� ) + 𝜕(𝑢𝜏𝑥𝑥)𝜕𝑥 + 𝜕(𝑢𝜏𝑦𝑧)𝜕𝑥 + 𝜕(𝑢𝜏𝑧𝑥)𝜕𝑥
+ 𝜕(𝑣𝜏𝑥𝑦)𝜕𝑦 + 𝜕(𝑣𝜏𝑦𝑦)𝜕𝑦 + 𝜕(𝑣𝜏𝑧𝑦)𝜕𝑦 + 𝜕(𝑤𝜏𝑥𝑧)𝜕𝑧 + 𝜕(𝑤𝜏𝑦𝑧)𝜕𝑧
+ 𝜕(𝑤𝜏𝑧𝑧)𝜕𝑧  

(36) 

 where     𝑞 = −𝑘∇𝑇 + ∑ 𝜌𝑖𝑈𝑖ℎ𝑖𝑖 + 𝑞𝑅 (37) 

where t is time, k is the thermal conductivity and 𝜆 = − 23 𝜇 is the bulk viscosity coefficient, μ is 

the viscosity, ∇ is the gradient, u is the x-component of velocity, v is the y-component of velocity, 

w is the z-component of velocity, q is the heat flux-vector, qR is the heat flux due to radiation, ρ is 

the density, e is the internal energy, h is the specific enthalpy, T is the temperature, p is the pressure 

and V is the velocity vector.  

 For a chemically reacting flow in nonequilibrium one more equation is needed and that is the 

species continuity equation shown below as Eqn. (38) [1]: 

 𝜌𝐷𝑐𝑖𝐷𝑡 = ∇ ∙ (𝜌𝐷𝑖𝑚∇𝑐𝑖) + �̇�𝑖 (38) 

 

where t is time, i is the ith chemical species, ρ is the density, 𝐷𝑖𝑚 is the diffusion velocity of species 

i into species m,  ∇ is the gradient, 𝑐 is the species concentration, and �̇�𝑖is the finite-rate chemical 

reaction term. Thus for a chemically reacting flow in nonequilibrium the governing equations are 

Eqns. (24)-(27), (29)-(34), and finally (36)-(38). Anderson, has also covered effects of wall 
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catalytic activity, species recombination downstream, and radiative gas dynamics on the 

hypersonic flow which have not been covered in this dissertation due to the fact that these 

properties are based on the specific material and flow regime for which data has not been collected. 

If one would like to know more about these effect one can look at publications and Anderson [1] 

to find details on these subjects. 

1.1.5: Summary of Hypersonic Flow Fields 

Figure 18 below shows the different regions of flow for a hypersonic blunt-body. One finds 

that there are three distinct regions the non-equilibrium, equilibrium and nearly frozen flow. For 

the non-equilibrium region the flow is chemically reacting and the species present are changing 

with respect to time and location along the blunt-body, i.e. the flow is not in chemical equilibrium. 

The equilibrium region, which includes the stagnation point, is the region where the flow is 

chemically reacting but the species present do not change with respect to time and location along 

the blunt-body, and thus the flow is in chemical equilibrium. For the nearly frozen flow there is 

little to no chemical reactions occurring, thus the name frozen.  
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Figure 18: Different Regions in high-temperature blunt-body flowfield. Reprinted from Hypersonic 
and High Temperature Gas Dynamics 2nd Ed., Copyright (2006), with permission from John D. 

Anderson, Jr. [1] 

For each of these regions a different set of governing equations are used, and therefore the 

CFD that is used to needs to be able to detach the area where there is chemically non-equilibrium, 

equilibrium or frozen flow and solve the appropriate governing equations. This describes the flow 

field where the hypersonic vehicle is in the continuum range [1]. When a spacecraft on re-entry or 

aerial hypersonic vehicle flies through the atmosphere, it experiences different flight regime. 

Therefore, there is no one answer to explain hypersonic flow upon re-entry, rather the re-entry 

flight path can be broken up to three sections of different flight characteristics. Figure 19 shows 

the typical flow regimes an aerial vehicle encounters upon re-entry.  
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Figure 19: Different flow regimes. Reprinted from Hypersonic and High Temperature Gas 

Dynamics 2nd Ed., Copyright (2006), with permission from John D. Anderson, Jr. [1] 

Upon re-entry space crafts, such as the space shuttle, first encounter the free molecule regime, 

where individual molecule’s impacts on the surface are important, to the transition regime, where 

slip effects are important, and finally to the continuum regime. The regime of flight the aerial 

vehicle is defined by the following similarity parameter, the Knudsen number. The Knudsen 

number is defined by the following Eqn. (39) [1]: 

 Kn=λ/L (39) 

where λ is the mean free path of the flow and L is the characteristic length. The different flow 

regime is defined using the Kn as shown in Figure 19 above. The free molecule regime occurs 

when the Kn ≥1, the transition regime occurs when 0.03>Kn<1, and finally the continuum regime 

occurs when Kn<0.03 [1]. This helps to determine what regime is more important at any given 

point in time during re-entry when doing simulations. 
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1.2: Material Requirements for Hypersonic Vehicles Applications 

 Due to all of the phenomena occurring all at once in hypersonic flow, it is very difficult to 

design vehicles to withstand the extreme conditions. Most materials in this environment will 

simply melt, oxidize, fail from thermal shock, and at high temperature the mechanical properties 

of most materials degrade as the temperature increases. In addition to the degradation of the 

mechanical properties, creep and fatigue also becomes a major issue. Looking through literature 

one is able to come up with a set of general requirements needed in order to determine if a material 

is a possible candidate for applications in hypersonic vehicles. Some of the desired material 

properties were picked based on the performance of materials that were previously used. The 

material should have a very high melting temperature >2000°C [11], have a high strength at 

elevated temperature > 300 MPa at 1700°C [11]. The material should also have high thermal 

conductivity >14.5 W/mK [12], which is the thermal conductivity of C/C-SiC ceramic composites. 

Lastly the material should be oxidation resistant, < 80 g/m2 over 2 hours at 1400°C [13]. Looking 

at these requirements one finds a group of ultra-high temperature ceramic composites (UHTC), 

specifically ZrB2-SiC ceramic composites, that could fulfill the requirements. These composites 

have been of high interest to the scientific community for the past few years. This material is 

relatively cheap and light, making it ideal for aerospace application where weight matters. ZrB2-

SiC ceramic composites exhibit the following properties: melting temperature > 3000°C [11], 

strength 217±17 MPa at 1800°C [14], thermal conductivity of 66 W/mK [13], and oxidation 

resistance of 50g/m2 over 2 hour at 1400°C [12]. Thus showing ZrB2-SiC is an excellent candidate 

for hypersonic vehicle applications. 
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1.3: Proposed Material Candidate Properties  

 This section will present literature search of ZrB2-SiC ceramic composites starting with the 

crystal structure and phase diagrams of each of the phases. 

1.3.1: Crystal Structure and Phase Diagram of ZrB2, IrB2, and SiC 

 The crystal structure of ZrB2 is shown below as Figure 20 [15, 16]. As one can see ZrB2 

consist of layers of Zr and B in the hexagonal structure. ZrB2 has AlB2-type crystal structure and 

is a member of the space group symmetry P6/mmm and the crystal has a simple hexagonal 

symmetry of D6h. The B rings shown in Figure 20 in blue, has a single Zr atom centered above and 

below it [16]. 
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Figure 20: ZrB2 crystal structure, where the green balls are Zr atoms and the blue balls are 

B atoms. ZrB2 unit cell view from the a or b-plane (A), c-plane (B), 111 plane (C), and a 3D 
view showing the alternating layers of B and Zr (D). 

The bonding between the Zr and B layer is most likely ionic [16]. The lattice parameters for ZrB2 

calculated both experimentally and theoretically ranges from 3.127 to 3.197Å for a and 3.49-

3.561Å for c [16-21]. The bond length between the boron atoms ranges from 1.818 to 1.83Å and 

the bond length between Zr and B atoms ranges from 2.529 to 2.546 Å [16-21]. 

The 6H-SiC crystal structure is shown below as Figure 21 [22]. 6H-SiC is part of the P63mc 

space group and the C4
6V point group with a stacking order of ABCACB [23]. The lattice 
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parameters for 6H-SiC calculated both experimentally and theoretically ranges from 3.031-

3.0817Å for a and 15.1173-15.11976Å for c [23-26]. 

 

Figure 21: 6-hexagonal SiC crystal structure looking at the a or b-plane (A), c-plane (B), 
111 plane (C), and finally a 3D view of the crystal structure (D) [15] 

 The third and final crystal structure one is interested in is the Ir-B crystal structure. There 

are many different phases of the Ir-B system but the IrB2 crystal structure is the relevant 

one here. A new phase of the Ir-B system has recently been synthesized. This new phase 

is ReB2-type IrB2 and the crystal structure is shown below in Figure 22 [27]. The lattice 

parameters of this new IrB2 phase is shown in ref. [27].  
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Figure 22: ReB2-type IrB2 crystal structure looking at the a or b-plane (A), c-plane (B), 111 plane 
(C) and a 3D view of the structure (D) (from Xie [27]) 

 A summary table of the lattice parameters for ZrB2, 6H-SiC, and ReB2-type IrB2 has been 

created to be able to compare the different crystal structures of interest and is shown below in 

Table 1. 

Table 1: Summary of lattice parameters of ZrB2, 6H-SiC, and ReB2-type IrB2 

Composition a, Å c, Å 
ZrB2 [16-21] 3.127-3.197 3.49-3.561 

6H-SiC [23-26] 3.031-3.0817 15.1173-15.11976 
ReB2-type IrB2 [28] 2.926 7.543 

 

 The phase diagrams for ZrB2 system is shown below in Figure 23. These are essential to 

determine what molar percentage of ZrB2 can be produced at different temperatures. This is mostly 

used by industry to produce these powders. 
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Figure 23: Phase diagram Zr-B system without labels(a), and with labels of the phases(b)[29, 30] 

 The SiC system phase diagram is shown below in Figure 24. This shows the same 

information as the ZrB2 phase diagram but for SiC system only. Another SiC phase diagram not 

shown has also been found by Zou et al [31].  
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Figure 24: Si-C binary system Phase Diagram. Reprinted from Journal of the European 

Ceramic Society, vol. 32, G. Honstein, C. Chatillon, and F. Baillet, “Thermodynamic 
approach to the vaporization and growth phenomena of SiC ceramics. I. SiC and SiC–SiO2 

mixtures under neutral conditions," pp. 1117-1135, Copyright (2012), with permission from 
Elsevier. [32] 

 The ZrB2-SiC phase diagram found in literature is shown below in Figure 25. 



 

40 

 

 

Figure 25: ZrB2-SiC phase diagram. Reprinted from Journal of the European Ceramic 
Society, vol. 32, Q. Lonné, N. Glandut, and P. Lefort, "Surface densification of porous 

ZrB2–39mol.% SiC ceramic composites by a laser process," pp. 955-963, Copyright (2012), 
with permission from Elsevier. [33] 

 The final phase diagram that one would like to include in this work is the Ir-B system. The 

Ir-B phase diagram is shown below in Figure 26. 
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Figure 26: Ir-B phase diagram. Reprinted from Journal of the Less Common Metals, vol. 82, H. 

Ipser and P. Rogl, "Constitution diagrams of the binary systems Pd-B and Ir-B," pp. 363, 
Copyright (1981), with permission from Elsevier. [34, 35] 

1.3.2: Mechanochemical Synthesis 

 Mechanochemical synthesis is the use of mechanical processes to cause or induce chemical 

reactions to occur near or at room temperature. The mechanical energy is what incudes these phase 

transformations and chemical reactions to occur [36, 37]. The reason this works is that the powder, 

in the solid phase, can support shear strain/stresses [38]. Therefore mechanical energy can cause 

chemical reactions to occur: due to the low diffusion distances and that the increases in surface 

energy effectively lowers the energy to initiate chemical reactions at or near room temperature 

[36]. There are a few advantages to using mechanochemical synthesis. Firstly, mechanochemical 

synthesis is more energy efficient compared to traditional high-temperature solid-state synthesis 
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methods, which require extended high temperature heating [36]. Secondly, the mechanochemical 

synthesis is a scalable technology that can be used to produce bulk quantities of polymers, alloys, 

and ceramic materials [36]. Thirdly, mechanochemical synthesis is able to synthesize new 

nanoscale and non-equilibrium phases. Finally, mechanochemical synthesis does not require 

solvents; which reduces the production of waste [36]. Although a few models/theories [39, 40] 

have been proposed with limitations [36], it must be mentioned that the exact mechanism of the 

mechanochemistry or mechanosynthesis is still not understood fully [36]. Mechanochemistry has 

been successfully used to produce high performance alloys for aerospace applications [41], 

ceramic material [42-44], and polymer synthesis [36, 45]. 

 Ball milling is one of the many methods that is used as a part of the mechanochemcial 

synthesis technique; other types of milling used for mechanosynthesis are planetary, shaker, 

attrition, and pebble mills [36, 46]. Ball milling was found to be able to synthesis many different 

phases to include equilibrium and non-equilibrium phases, such as metastable, and quasi 

crystalline phases, as well as solid solutions, amorphous alloys and nanostructures [36, 41]. The 

mechanical of ball milling is shown below as a schematic as Figure 27. 
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Figure 27: Mechanisms of ball milling. Reprinted from “Rhenium, osmium and iridium diborides 

by mechanochemistry : synthesis, structure, thermal stability and mechanical properties”, Z. Xie, 
Copyright (2014), with permission from Zhilin Xie. [36] 

Ball milling accelerates the kinetics of chemical reactions through dynamic fracturing, 

deformation, and cold welding of the solid particles [36, 47]. Ball milling has many variables that 

affect milling that are as following: the milling container, milling medium, ball to powder mass 

ratio, milling time, milling speed, milling atmosphere, temperature, and powder to container 

volume ratio [36]. The effects of each of these are described in detail by Xie in [36]. A description 

of the mechanisms of mechanochemistry is also described in detail by Xie in [36].  

As a way to show how powerful this mechnochemistry is, recently a new phase of ReB2 

was synthesized using this technique [48]. New phases of OsB2 [49-53]and IrB2 [27, 28] have also 
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been discovered. Finally AlMgB14 [54] was also produced using mechanochemistry. These recent 

discoveries show that mechanosynthesis will lead to many more new materials never thought of 

or discovered yet. 

1.3.3: Sintering Processes of ZrB2-SiC, ZrB2-IrB2-SiC, and pure SiC Ceramic Composites 

 For ZrB2-SiC ceramic composites the most common method of sintering the material is hot 

pressing (HP) [55, 56] and spark plasma sintering (SPS) [57-59]. HP uses heating elements along 

with pressure and vacuum to sinter the material, a schematic is shown below in Figure 28. The 

disadvantage of HP is that the heating and cooling rates are slow and it takes many hours to even 

a full day to sinter one sample.  

 

Figure 28: Hot pressure schematic. Reprinted from Diamond and Related Materials, vol. 21, Z. 

Yuan, Z. Jin, R. Kang, and Q. Wen, "Tribochemical polishing CVD diamond film with FeNiCr 
alloy polishing plate prepared by MA-HPS technique," pp. 50-57, Copyright (2012), with 

permission from Elsevier. [60] 
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SPS uses pulsing electrical current to heat up a sample along with pressure and vacuum to sinter 

the material, a schematic is shown below as Figure 29. SPS has many advantages to HP; heating 

and cooling rate are very high, on the order of 100°C/min, and it take only 1-2hours to produce 

one full sample with some materials requiring only a few seconds to sinter. As opposed to HP that 

takes almost a full day to produce a sample. The disadvantages of SPS are that the sample has to 

be electrically conductive, the samples are usually circular, and the sample size that SPS is able to 

produce is not as large as in HP. But in recent years larger SPS machines have been developed, 

capable of producing large samples  

 

Figure 29: Spark plasma sintering schematic. Reprinted from Materials Chemistry and Physics, vol. 
112, X. Dong, F. Lü, L. Yang, Y. Zhang, and X. Wang, "Influence of spark plasma sintering 

temperature on electrochemical performance of La0,80Mg0.20Ni3.75 alloy," pp. 596-602, Copyright 

(2008), with permission from Elsevier. [61] 
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There are also less comment methods that have been used to produce ZrB2-SiC. These methods 

are reactive hot pressing  [62, 63], reactive spark plasma sintering [64-66], colloidal processing 

[67], combustion synthesis [68, 69], electron beam sintering [70], gel casting based on a double 

gel network [71], plasma arc welding [72], aqueous tape casting and hot pressing [73], reeducation-

carburization route [74], pressure less sintering  [75-77], and boro-carbothermal reduction [78, 

79].  

Apart from the effect of the sintering method on the ZrB2-SiC, papers have also 

investigated the effect of sintering on the microstructure, density of the produced samples, and the 

mechanical properties of the material [80]. Other effects that have been investigated are the effect 

of powder processing on the densification [81], creating porous ceramics [82], improving 

mechanical properties by changing sintering properties [83], and heating rates [84].  

In their paper Zhang et al., compare properties of ZrB2-SiC produced by SPS and HP [85]. 

This paper found that both SPS and HP methods produced samples with flexural strength above 

700MPa but the SPS sample was sintered for only 20 minutes while the HP sample took 210 

minutes to sinter [85]. 

1.3.4: Mechanical Properties of ZrB2, SiC, and ZrB2-SiC  

Mechanical properties of major importance for materials are strength, toughness, and 

hardness. These properties determine the applications of the material under study, thus the reason 

for including this section in the literature search. For pure ZrB2 the theoretical density is 6.09 g/cm3 

[86] and the melting temperature is 3100-3500°C [87]. For pure 6H-SiC the theoretical density is 
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3.21 g/cm3 [88] and the melting temperature is 2700°C [87]. A summary of the properties of ZrB2 

and 6H-SiC are shown below as Table 2.  

Table 2: Mechanical Properties of ZrB2 and SiC 

  ZrB2 SiC 

Young’s modulus [89-92] 489-493 GPa 440±20 GPa 

Melting temperature [87] 3100-3500°C 2700°C 

Density [86, 88] 6.09 g/cm3 3.21 g/cm3 

Vickers hardness [91, 93] 21-23 GPa 32 GPa 

Fracture toughness [85, 91, 94] 5.46-6.02 MPam1/2 6.8 MPam1/2 

Fracture strength [85, 91, 94] 416-708 MPa 490±70 MPa 

Coeff. of Thermal Expansion(CTE) 
[19, 91, 95] 

5.9x10-6
 K-1 4.16x10-6 K-1 

Thermal conductivity [93, 94] 60 W/mK 0.9-50 W/mk 

There are more papers on the mechanical properties of ZrB2 and SiC than one can read and 

collect all of the data. Therefore I am going to summarize the range of Young’s modulus, shear 

modulus, bulk modulus, Poisson’s ratio, flexure strength, flexure toughness, hardness, and density 

that has been found in literature in Table 3. Table 3 values are based on literature of mechanical 

properties of pure ZrB2, pure 6H-SiC, and ZrB2-SiC at room temperature only. The values in Table 

3 include materials that are porous, fully dense, and that contain impurities causing the density to 

be above theoretical density. This is the main reason why there is such a wide range of reported 

values. Another reason for the large range of reported values is that a variety of different methods 

were used to produce all of these results that include some that varied the sintering properties to 

find the effect on the mechanical properties of the material. 
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Table 3: Summary of mechanical properties of pure ZrB2, pure 6H-SiC, and ZrB2-SiC ceramic 
composites at room temperature 

Composition ZrB2 
ZrB2-

10vol%SiC 
ZrB2-

20vol%SiC 
ZrB2-

30vol%SiC 
6H-SiC 

Measured 
Density 
(g/cm3) 

5.28-6.26 [56, 
96, 97] 

5.54 [97] 5.72 [97] 5.43 [97] 
3.124-3.21 

[91] 

Young’s 
Modulus 

346-550 [56, 
96-99] 

439-453 [97, 
98] 

466-481 [97, 
98] 

484-517 [97, 
98] 

410-475 
[91, 97-99] 

Shear 
modulus 

(GPa) 
185 [56] - - - - 

Bulk 
Modulus 

(GPa) 
185 [56] - - - - 

Poisson’s 
Ratio 

0.11-0.15 [56] - - - - 

Vickers 
Hardness 

(GPa) 

8.3-23.9 [96, 
97, 99] 

13.1-24.9 
[97, 98] 

17.7-26.8 [97, 
98] 

21.7-24.7 [97, 
98] 

15.74-32 
[91, 99] 

Flexure 
Strength 
(MPa) 

275-565 [56, 
96, 97] 

404-713 [97, 
98] 

359-1003 [97, 
98, 100]  

673-1089 [97, 
98, 101] 

420-800 
[91, 102] 

Flexure 
Toughness 

(MPa) 

2.3-4.8 [56, 
96, 97, 103] 

3.0-4.1 [97, 
98] 

3.3-6.4 [97, 
98, 100] 

3.2-5.3 [97, 
98] 

3.1-7.0 
[91, 103] 

 

Table 3 above, shows mechanical properties of ZrB2-SiC with different volume percent of SiC, 

other papers have also published results of ZrB2-SiC with different weight percent of SiC instead 

of volume percent. Table 4 below shows all of these mechanical properties found to date on weight 

percent SiC in ZrB2. 
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Table 4: Mechanical properties of ZrB2-SiC with different weight percent of SiC [99] 

Composition 
Fracture Toughness (MPa 

m1/2) 
Hardness (GPa) 

ZrB2-5wt%SiC 3.31-3.65 19.05-21.97 
ZrB2-10wt%SiC 2.485-2.841 16.47-19.08 
ZrB2-15wt%SiC 2.58-3.525 17.18-17.86 
ZrB2-20wt%SiC 1.965-3.162 15.62-15.81 

 

An investigation of ZrB2 flexure strength and elastic modulus was carried out by Neuman 

from room temperature to 2300°C [104]. The elastic modulus as a function of temperature for pure 

ZrB2 is shown below as Figure 30, and the flexure strength as a function of temperature is shown 

below as Figure 31. Both plot show that the Young’s modulus and strength decrease with increase 

in temperature [104]. 

 

Figure 30: Elastic modulus vs. temperature for ZrB2. Reprinted from Journal of the American 

Ceramic Society, vol. 96, E. W. Neuman, G. E. Hilmas, and W. G. Fahrenholtz, "Strength of 
Zirconium Diboride to 2300°C," pp. 47-50, Copyright (2012), with permission from John Wiley and 

Sons. [104] 



 

50 

 

 

Figure 31: Flexure strength vs. temperature for ZrB2. Reprinted from Journal of the American 

Ceramic Society, vol. 96, E. W. Neuman, G. E. Hilmas, and W. G. Fahrenholtz, "Strength of 
Zirconium Diboride to 2300°C," pp. 47-50, Copyright (2012), with permission from John Wiley and 

Sons. [104] 

Now looking at the mechanical properties of ZrB2-SiC at elevated temperature one find the 

same trend as with pure ZrB2, that the mechanical properties decline as the temperature increases 

[105-107]. For ZrB2-30vol%SiC the trends of mechanical properties are shown in Figure 32 blow, 

with A being the Elastic modulus, B being the fracture toughness, C being the flexure strength and 

D being the oxide thickness for the sample at that temperature. 
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Figure 32: Summary of trends of the mechanical properties of ZrB2-30vol%SiC (A) Young’s 
Modulus [106], (B) Fracture toughness [106], (C) Flexure strength [106], and for completeness the 

oxide layer thicknesses. Reprinted from Journal of the European Ceramic Society, vol. 33, E. W. 

Neuman, G. E. Hilmas, and W. G. Fahrenholtz, "Mechanical behavior of zirconium diboride–
silicon carbide ceramics at elevated temperature in air," pp. 2889-2899, Copyright (2013), with 

permission from Elsevier. [106] 

Recent papers have reported the results of uniaxial compression and tension tests on ZrB2-

SiC ceramic composites at room temperature and elevated temperatures [108, 109]. The 

compression tests were carried out on polished and unpolished ZrB2-SiC ceramic composites 

without any additives and with carbon and SiC fibers [109]. It was found that the polished ZrB2-

SiC samples without additives preformed the best with a room temperature strength of 
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approximately 3.1 GPa [109]. Figure 33 below shows summary of the compression test results as 

a function of temperature. Looking at this figure one notices the trend of decreasing strength with 

increase in temperature; this trend matches well with other literature on elevated temperature 

properties of ZrB2-SiC. 

 

Figure 33: Compressive strength for different ZrB2-SiC composition as a function of temperature. 
Reprinted from Journal of the European Ceramic Society, vol. 31, J. Ramírez-Rico, M. A. Bautista, 

J. Martínez-Fernández, and M. Singh, "Compressive strength degradation in ZrB2-based ultra-

high temperature ceramic composites," pp. 1345-1352, Copyright (2011), with permission from 
Elsevier. [109] 

The tensile test was conducted on ZrB2-SiC-graphite composites, and found at room temperature 

the tensile strength was 120±10MPa, at 1550°C was 60±10MPa, at 1650°C was 40±10MPa, and 

at 1750°C was 20±10MPa [108].  
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Figure 34: ZrB2-SiC Flexure strength after exposure. Reprinted from Journal of the European 

Ceramic Society, vol. 32, M. Patel, J. J. Reddy, V. V. Bhanu Prasad, and V. Jayaram, "Strength of 
hot pressed ZrB2–SiC composite after exposure to high temperatures (1000–1700°C)," pp. 4455-

4467, Copyright (2012), with permission from Elsevier. [107] 

 The flexural strength has also been investigated at room temperature after exposure to high 

temperature, allowing oxide layers to form [107]. One found that as the sample was heated to 

1000°C the strength of the samples increased and then decreased again after samples were exposed 

to higher temperatures [107]. This is mainly due to the fact that at 1000°C  the probability of 

healing flaws is expected to be the highest, and results in the lowest oxide scale thickness [107]. 

In addition to the investigation of the mechanical properties at room temperature and at 

elevated temperatures, one has also found papers on the mechanical properties of ZrB2-SiC with 

different SiC particle size [110, 111]. This paper found that as the SiC particles size is increased 

the mechanical properties of strength, fracture toughness, Young’s modulus and hardness all 

decreased [110, 111]. One also found papers on the effect of the SiC powder used in ZrB2-SiC on 

the composites mechanical properties [110-112]. Papers have also been published on effects of 
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different additives on the mechanical properties of ZrB2-SiC, with CrSi2 and HfB2 [113], and 

carbon nanotubes [114]. The final set of papers reported that other factors that have an effect on 

ZrB2-SiC composite properties is heating rates [84], holding times [115], hot pressing time and 

temperature [93]. 

The final section of mechanical properties is creep. There are relatively few papers on creep 

when compared to the rest of mechanical properties, the first being on the creep behavior of ZrB2-

SiC. This paper found that between 1500-1600°C, the creep rate increase, which was attributed to 

the activation energy changing from 364kJ/mol to 639kJ/mol [116]. The lower activation energy 

refers to ZrB2 or ZrB2-SiC interphase boundary, while the higher activation energy refers to ZrB2-

ZrB2 and/or ZrB2-SiC boundary sliding [116]. The second paper found was on 4-point flexure 

creep of ZrB2-30vol%SiC in argon [117]. The samples were placed under a static load of 19MPa 

for 0-100h at 1500 and 1600oC. It was found that the strain rate at 1600oC was 3.7 times higher 

than 1500oC [117]. Another paper on flexural creep was also found, which used an electromagnetic 

Lorentz force loading, 20-50MPa at temperature of 1700-2200oC [118]. The activation energy for 

this flexural creep test was found to be 344±35 kJ/mol, for non-oxidizing conditions as this paper 

investigated creep in both air and non-oxidizing atmospheres [118]. Long crack behavior of ZrB2-

SiC was investigated as a function of temperature using a double cantilevered beam with half-

chevron-notch initiation zones [119]. The KR raised from 0.1 to 0.5 MPa m1/2, and is attributed to 

wake zone toughening up to 1000°C but beyond 1000°C creep zone development became the 

major fracture mechanism [119]. The final paper one found investigated creep of ZrB2-SiC under 

compressive stress with addition of Si3N4 [120]. It was found that ZrB2-SiC had higher creep 

resistance than ZrB2-SiC-Si3N4 [120]. 
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1.3.5: Fatigue and Oxidation of ZrB2-SiC  

Fatigue is a form of failure when a part is subjected to cyclic loading or environmental 

factors that a part or sample will encounter in the real world. There are many types of fatigue: 

cyclic loading, thermal cycling, and corrosion and rust resistance. Most of the papers in this section 

have been found to be mainly about thermal shock resistance. These papers were written by 

Zimmermann [121] and Meng [122]. Zimmermann also investigated the depth of damage and 

stiffness as the temperature changed. Meng investigated the strength of samples after a number of 

thermal shock cycles [122]. 

 Other types of fatigue are crack growth behavior and Mode I fracture toughness have been 

investigated by Bird [119] and Kurihara [123], respectively. Environmental and creep effects have 

also been studied by Orlovskaya [124] on ZrB2-30wt%SiC ceramic composites.  

 Many papers have been published on oxidation results and oxidation resistance of ZrB2-

SiC ceramic composites. Such papers were written by Mallik [125], Tian [126], Hu [127], Guo 

[128], Opeka [129], and Han [130]. All of these papers were about oxidation and oxidation 

resistance. Looking further one finds many more. In addition to just looking at the oxidation 

mechanisms, tests were conducted with torches and high enthalpy flow using arc-jet test and 

plasma torch. These tests were done to simulate the intense heating of the leading edge upon re-

entry. Looking at the specimen after the testing, one notices the sample is no longer smooth and is 

charred, showing the effects of oxidation on the sample.  

Since ZrB2-SiC exposed to high temperatures will be oxidized, one would like to know 

how the material oxidizes. First looking at the oxidation of each phase separately, starting with 
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ZrB2. ZrB2 oxidizes through the following chemical reactions shown below as Eqns. (40)-(41) 

[131]: 

 𝑍𝑟𝐵2(𝑠) + 52𝑂2(𝑔) → 𝑍𝑟𝑂2(𝑠) + 𝐵2𝑂3(𝑙) (40) 

 𝐵2𝑂3(𝑙) → 𝐵2𝑂3(𝑔) (41) 

where s stands for solid phase, g stands for gas phase, and l stands for liquid phase of the 

composition in the reaction. ZrB2 oxidation in air results in dense adherent oxide scale consisting 

of two phases, ZrO2 and B2O3 [131]. At low temperatures (<1000°C), a glassy B2O3 film is 

observed on top of the (ZrO2+B2O3) scale [131]. But at higher temperatures the B2O3 layer is not 

present. Over all temperatures a porous ZrO2 scale is one part of the oxidation product [131]. At 

low and intermediate temperatures the ZrO2 pores are filled with B2O3 [131]. The microstructure 

of ZrO2 changes from equiaxed grains to columnar grains at higher temperatures [131].  

 Now looking at the oxidation of SiC by itself, SiC has two types of oxidation behavior, 

“active” and “passive” at high temperatures [132]. “Passive” oxidation occurs at high oxygen 

pressures, which occurs within a protective film of SiO2(s) that is formed on the surface through 

the following reaction Eqn. (42) [132]: 

 2𝑆𝑖𝐶(𝑠) + 3𝑂2(𝑔) → 2𝑆𝑖𝑂2(𝑠) + 2𝐶𝑂(𝑔) (42) 

“Active” oxidation occurs at low oxygen potentials and occurs through the following reactions as 

shown below as Eqns. (43)-(44) [132]: 

 𝑆𝑖𝐶(𝑠) + 2𝑆𝑖𝑂2(𝑠) → 3𝑆𝑖𝑂(𝑔) + 𝐶𝑂(𝑔) (43) 
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 𝑆𝑖𝐶(𝑠) + 𝑂2(𝑔) → 𝑆𝑖𝑂(𝑔) + 𝐶𝑂(𝑔) (44) 

It has been found that this active oxidation occurs only at oxygen pressures lower than 3*10-4 atm 

at a temperature of 1400°C [133].  

 Now looking into ZrB2-SiC one can find it oxidizing through the following reactions as 

shown below in Eqns. (45)-(47) [134]: 

 𝑍𝑟𝐵2(𝑠) + 52𝑂2(𝑔) → 𝑍𝑟𝑂2(𝑠) + 𝐵2𝑂3(𝑔) (45) 

 𝑆𝑖𝐶(𝑠) + 2𝑆𝑖𝑂2(𝑠) → 3𝑆𝑖𝑂(𝑙) + 𝐶𝑂(𝑔) (46) 

 𝑆𝑖𝐶(𝑠) + 𝑂2(𝑔) → 𝑆𝑖𝑂(𝑔) + 𝐶𝑂(𝑔) (47) 

When ZrB2-SiC oxidizes it forms many different layers which depends on the percent of SiC 

content and the oxygen pressure [134].  

1.3.6: Thermal Properties and Thermal Shock of ZrB2-SiC 

 Due to the high temperature at hypersonic flight the thermal properties and thermal shock 

of ZrB2, SiC and ZrB2-SiC are of high interest. For ZrB2 one can find a paper by Yaun, where he 

investigated porous ZrB2 prepared by spark plasma sintering as well as reactive spark plasma 

sintering [135]. Yaun found that at room temperature ZrB2 raw powder samples had a thermal 

conductivity of 56.5W/mK, with a sample porosity of 0.21 [135]. Yaun also found that the heat 

capacity of ZrB2 was similar to that reported in the NIST-JANAF tables and the thermal diffusivity 

was 27.1 mm2/s at ambient room temperature and around 18.7 mm2/s at 773K [135]. The final 

result from Yaun was that for porous ZrB2 samples, the thermal properties trends did not depend 

on the porosity of the sample [135]. The next paper found on ZrB2 showed that the thermal 
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properties is a function of temperature found by radiative measurements by Zhang [136]. Figure 35 

below shows the results for the temperature dependence of thermal conductivity and thermal 

diffusivity of ZrB2, one can see that in both cases as the temperature increases the thermal 

conductivity and diffusivity decreases [136]. 

 

Figure 35: Thermal conductivity and diffusivity as a function of temperature. Reprinted from 
Journal of the American Ceramic Society, vol. 94, L. Zhang, D. A. Pejaković, J. Marschall, and M. 
Gasch, "Thermal and Electrical Transport Properties of Spark Plasma-Sintered HfB2 and ZrB2 

Ceramics," pp. 2562-2570, Copyright (2011), with permission from John Wiley and Sons. [136] 

 Zapata-Solvas investigated the coefficient of thermal expansion (CTE) of ZrB2 ceramics 

and found that as the temperature increased the CTE increases as well [137]. The value at 200°C 

was approximately 6.2 x10-6 K-1 but increased to approximately 7.8x10-6 K-1 at 2000°C [137]. 

Zapata also investigated the thermal conductivity and diffusivity, which both showed the same 

trends as the previous papers [137]. Another paper by Mallik found the same trends as well for 

thermal conductivity and diffusivity [138]. 

 Now looking at the thermal properties of 6H-SiC, Li investigated thermal expansion and 

thermal expansion anisotropy of multiple SiC polytypes [95]. Li reported the following for the 
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average CTE along the c axis of 6H SiC polytype as 4.16x10-6 °C-1 with an average principle axis 

CTE of 4.46x10-6 °C-1 [95]. The 6H SiC polytype thermal expansion anisotropy was found to 

increase in temperature as a quadratic function with 0°C having a value of 0.03 and at 1000°C 

having a value of 0.08 [95]. A paper by Slack found that the SiC thermal conductivity value is 

between that of pure Si and pure diamond, and that the heat transport in SiC is caused by phonons 

[88]. 

 Now looking at the thermal properties of ZrB2-SiC, one finds many papers. Zapata-Solvas 

also investigated ZrB2-20vol%SiC thermal properties over the temperature range of 0-2000°C 

[137]. The thermal conductivity over this temperature range started at around 90 W/mK and 

decreased with increasing temperature to 60 W/mK at 2000°C [137]. The thermal diffusivity 

exhibited the same trend with the starting value of 35 mm2/s to 15 mm2/s at 2000°C [137]. Zapata 

also investigated the CTE of ZrB2-20vol%SiC and found at 200°C the CTE to be approximately 

5.4x10-6 K-1  and increased to 7.0x10-6 K-1  at 1800°C[137]. Just like Zapata, Zhang also 

investigated the thermal properties of ZrB2-20vol%SiC [136]. The trend that Zhang report for 

thermal diffusivity, and conductivity match that of Zapata with the values having good agreement 

between the two [136]. Mallik used values from literature and models such as ROM or Kerner’s 

to investigate the CTE of ZrB2-20vol%SiC. Mallik’s results are as shown below in Figure 36. One 

can see that the CTE of ZrB2-20vol%SiC can vary greatly over a temperature range [138]. 
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Figure 36: CTE bar chart of results obtained for the different composite investigated. Reprinted 
from Journal of the European Ceramic Society, vol. 32, M. Mallik, A. J. Kailath, K. K. Ray, and R. 

Mitra, "Electrical and thermophysical properties of ZrB2 and HfB2 based composites," pp. 2545-
2555, Copyright (2013), with permission from Elsevier. [138] 

 Patel studied ZrB2-10vol%SiC-1wt%B4C (Z10S), ZrB2-20vol%SiC-1wt%B4C (Z20S), 

and ZrB2-30vol%SiC-1wt%B4C (Z30S) composites sintered using hot press [139]. Patel reports 

the specific heat capacity, thermal diffusivity, and thermal conductivity of the three mentioned 

composites, and the results are as shown below as Figure 37 A, B, and C respectively [139]. These 

trends match the other results reported in literature.  
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Figure 37: Specific heat capacity(A), thermal diffusivity (B), and thermal conduction (C) as a 

function of temperature. Reprinted from Journal of the European Ceramic Society, vol. 33, M. Patel, 
V. V. B. Prasad, and V. Jayaram, "Heat conduction mechanisms in hot pressed ZrB2 and ZrB2SiC 

composites," pp. 1615-1624, Copyright (2013), with permission from Elsevier. [139] 

 The radiative properties of ZrB2-SiC were reported by Meng [140]. Meng found that the 

material’s emissivity of  ZrB2-SiC over the range of 1100-1800°C using Ft infrared radiant 

measurements was found to be in the range of 0.67-0.91 [140]. The last paper is on the effect of 

SiC shape and oxidation on the emissivity of ZrB2-SiC [141]. 

Now looking at the thermal shock properties of ZrB2-SiC ceramic composites, 

Zimmermann investigated the thermal shock behavior of both ZrB2 and ZrB2-30vol%SiC, and 

reported the thermal shock parameters at 138°C , and 202°C with a critical ΔT of 385 and 395 
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respectively [142]. Wang investigated the effect of different quenching media on the thermal shock 

behavior of ZrB2-SiC ceramics, they found that the ceramic strength dropped significantly after 

water quenching with a temperature difference of about 275oC [143], while the strength of samples 

after quenching in air and silicone oil only varied a little [143]. The difference in thermal shock 

behavior is because of the different thermal properties of the quenching media [143].  Meng 

investigated the repeated thermal shock behaviors of ZrB2-SiC and found that as the number of 

thermal shock cycles increased the strength of the sample afterward increased [122]. This is shown 

below as Figure 38, the increase of strength with the number of cycles is attributed to the healing 

of defects from oxides forming [122]. 

 

Figure 38: Thermal shock cycles effect on flexural strength. Reprinted from International Journal 

of Refractory Metals and Hard Materials, vol. 29, S. Meng, F. Qi, H. Chen, Z. Wang, and G. Bai, 
"The repeated thermal shock behaviors of a ZrB2–SiC composite heated by electric resistance 

method," pp. 44-48, Copyright (2011), with permission from Elsevier. [122]. 

ZrB2-SiC (ZS) and ZrB2-SiC-graphite (ZSG) composite have been invested by Wang, with the 

ZSG exhibiting better thermal shock resistance than ZS as shown below as Figure 39 [144]. 
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Figure 39: Thermal shock temperature difference effect on flexure strength. Reprinted from 
Materials Chemistry and Physics, vol. 113, Z. Wang, C. Hong, X. Zhang, X. Sun, and J. Han, 

"Microstructure and thermal shock behavior of ZrB2–SiC–graphite composite," pp. 338-341, 

Copyright (2009), with permission from Elsevier. [144] 

A few papers have been on modeling of thermal shock [145, 146]. The rest of the papers one found 

is one other compositions such a ZrB2-SiC-graphite [147, 148], HfB2 [149-151], ZrB2-SiC-ZrC 

[152],  ZrB2SiC-ZrO2 [153], and ZrB2-SiC-ZrC [154]. 

1.3.7: Ablation and Arc Jet (Arc Heater) Testing of ZrB2-SiC 

The high temperatures encountered in hypersonic flight causes most materials to ablate. 

Most of the papers on ultra-high temperature ceramic material ablation properties were found by 

oxyacetylene torch such as C/C-ZrC-SiC [155], C/ZrB2-SiC [156], and C-SiC [157]. Two types of 

ablative calculations are made: linear ablation rate, shown below as Eqn. (48) and mass ablation 

rate, shown below as Eqn. (49) [157]: 
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 𝑅𝑙 = ∆𝑑𝑡  (48) 

 𝑅𝑚 = ∆𝑚𝑡  (49) 

where in Eqn. (48) Δd was the change in the thickness of the sample before and the after the test. 

In Eqn. (49) Δm is the sample mass change before and after the test, and t in both equation is the 

time of the ablation test. 

 Wei investigated the effect of the environment of an ablation test on 3-D braided C-SiC 

composites [157]. It was found from this study by Wei that the ablation rates for both linear and 

mass ablation decreased in oxygen abundant environment when compared to oxygen free 

environment [157]. This was found to be because under the oxygen free environment, the ablation 

mechanisms were due to the erosion of the high speed torch, while under abundant oxygen 

environment the main mechanisms were oxidation erosion [157]. C/C-ZrC-SiC  ceramics 

composites were investigated by Xie [155]. Xie also investigated pure C/C and C/C-SiC 

composites to compare to C/C-ZrC-SiC and found that C/C-ZrC-SiC have the lowest ablation 

rates, followed by pure C/C and finally C/C-SiC with the highest ablation rates [155]. Another test 

with the effect of different environment on C-SiC, C-SiC-ZrO2, and C-SiC-ZrB2 was conducted 

by Fang in water vapor and in dry air [158]. Fang found that the ablation rates decrease when dry 

air test results were compared to the water vapor environment test [158]. Tang investigated many 

different ceramic composites ablation rates using an oxyacetylene torch [159]. Tang looked at the 

effect of ablation time on the mass erosion or mass ablation rate as shown below as Figure 40. 

Tang also looked at the ablation rate dependence on the heat flux the sample was exposed to during 

the ablation test and is shown below as Figure 41. 
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Figure 40: Mass ablation rate vs. ablation time. Reprinted from Materials Science and Engineering: 

A, vol. 465, S. Tang, J. Deng, S. Wang, W. Liu, and K. Yang, "Ablation behaviors of ultra-high 
temperature ceramic composites," pp. 1-7, Copyright (2007), with permission from Elsevier. [159]. 

 

Figure 41: Mass ablation rate vs. heat flux the sample experienced. Reprinted from Materials 

Science and Engineering: A, vol. 465, S. Tang, J. Deng, S. Wang, W. Liu, and K. Yang, "Ablation 

behaviors of ultra-high temperature ceramic composites," pp. 1-7, Copyright (2007), with 
permission from Elsevier [159]. 

Many other ceramic composites have been investigated for their ablation properties [141, 

160-165]. Now focusing on the composite of interest in the current research, ZrB2-SiC, Zhang 

investigated ZrB2-SiC and C/SiC leading edge samples with an arc jet; the samples had a nose 



 

66 

 

radius of 3.5 mm [166]. The ZrB2-SiC samples outperformed C/SiC samples as shown below in 

Figure 42 [166]. 

 

Figure 42: Sample before test of ZrB2-SiC (a), C/C (c), and after for ZrB2-SiC (b), and C/C (d). 
Reprinted from Composites Science and Technology, vol. 68, X. Zhang, P. Hu, J. Han, and S. Meng, 
"Ablation behavior of ZrB2–SiC ultra high temperature ceramics under simulated atmospheric re-

entry conditions," pp. 1718-1726, Copyright (2008), with permission from Elsevier [166]. 

Zhang also investigated the effect of SiC content in ZrB2-SiC on ablation in an oxyacetylene torch 

[167]. Zhang found that as the SiC composition increases in the composite the ablation rate 

increased from 0.115 to 0.261 mg/cm2s [167]. 

Jin investigated ZrB2-SiC ceramic composites under oxy-acetylene torch varying the nose 

radius of the samples from 0.15 to 1mm as shown below as Figure 43 [147]. 



 

67 

 

 

Figure 43: ZrB2-SiC sharp leading edge models with different nose radius. Reprinted from Journal 

of Alloys and Compounds, vol. 566, X. Jin, R. He, X. Zhang, and P. Hu, "Ablation behavior of ZrB2–
SiC sharp leading edges," pp. 125-130, Copyright (2013), with permission from Elsevier [147]. 

The sample with the smallest nose radius had the highest surface temperature, while the largest 

nose radius sample had the lowest surface temperature, which agrees with theory [147]. The 

ablation rates had the same trend as the surface temperature, where the rate decreased with increase 

in sample nose radius [147]. 

 Montevende investigated ZrB2-SiC and Si3N4-MoSi2 composites ablation in an arc-jet 

[168]. The sample dimensions used and the picture of the sample in the arc-jet is shown below as 

Figure 44 [168]. Montevender found that the ZrB2-SiC performed better than the Si3N4-MoSi2 

ceramic composite [168]. 
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Figure 44: ZrB2-SiC wedge sample on the left and the sample in the arc-jet on the right. Reprinted 

from Journal of the American Ceramic Society, vol. 95, F. Monteverde and R. Savino, "ZrB2–SiC 
Sharp Leading Edges in High Enthalpy Supersonic Flows," pp. 2282-2289, Copyright (2012), with 

permission from John Wiley and Sons [168]. 

The final paper one found on ablation of ZrB2-SiC composites is by Hu [169]. Hu 

investigated the effect of SiC content on the ablation and oxidation behavior [169]. Two different 

test conditions were investigated in an arc jet, the first is with a heat flux of 4.78 MW/m2 and 

enthalpy 27.9 MJ/kg; the second test had a heat flux of 3.8 MW/m2 and enthalpy of 20.8 MJ/kg 

[169]. The trend that was found for both test conducted showed that ZrB2-30vol%SiC had the best 

ablation performance followed by ZrB2-15vol%SiC, and finally ZrB2-10vol%SiC with the worst 

ablation rate [169].   

Arc-jets are an important part of testing material for hypersonic vehicles applications, and 

most closely simulate the conditions experienced during hypersonic flight. Thus one conducted a 

literature search for arc jet experiments, but one only found a few papers on the topic. This is 

mainly due to the fact that arc jet experiments are relatively expensive for the academic research 

community. The first paper one found on testing of ZrB2-SiC was an experiment conducted in 
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DLR, in Germany, on an Huels type arc-heater and the sample with 5mm radius reached 

temperatures of 1500K [170]. The DLR facility experiments used a total enthalpy of 20MJ/kg and 

Mach number of 3.9 and is described in great detail by Esser and Gulhan [171]. A secondary test 

was conducted at Naples SER with a total power of 28kW, freestream enthalpy of 10.3 MJ/kg and 

another with total power of 22 kW, freestream enthalpy of 7.3MJ/kg [170]. For the 28kW run a 

hemisphere and cone shaped smaples were used and reach temperatures of 2053K and 2013K 

respectively [170]. The samples tested in the 28kW run are shown below in Figure 45, with the 

shear stress plot show [170]. For the 22kW run the same two shapes were used and the samples 

reached temperature of 1823K and 1819K respectively [170].  

 

Figure 45: the hemisphere and cone samples used in the 28kW test. Reprinted from Aerospace 

Science and Technology, vol. 14, R. Savino, M. De Stefano Fumo, D. Paterna, A. Di Maso, and F. 
Monteverde, "Arc-jet testing of ultra-high-temperature-ceramics," pp. 187, Copyright (2010), with 

permission from Elsevier Paris. [170] 

 Another paper on ZrB2-SiC ceramic composites testing with arc-jet was found by 

Monteverde [172]. The tests were performed at the University of Naples 80KW plasma torch 
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[172]. The nose radius of the samples was 5 and 0.5mm for the hemisphere and cone respectively 

[172]. The hemisphere reach a temperature of 2053K while the cone reached a temperature of 

2083K during the experiment [172]. Figure 46 shows the sample before and after the test for both 

the cone and hemisphere.  

 

Figure 46: the samples before (a and b) and after the test (c and d). Reprinted from Journal of the 

European Ceramic Society, vol. 30, F. Monteverde, R. Savino, M. D. S. Fumo, and A. Di Maso, 
"Plasma wind tunnel testing of ultra-high temperature ZrB2–SiC composites under hypersonic re-

entry conditions," pp. 2313-2321, Copyright (2010), with permission from Elsevier [172] 

Another paper was written by Monteverde on ZrB2-SiC ceramic testing in an arc-jet [173]. 

This experiment Monteverde tested a Hemispheric ZrB2-SiC sample with a nose radius 7.5mm 

[173]. During the experiment the sample reached 1900oC with a flow enthalpy of 20MJ/kg for 1 
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minute [173]. After the test the sample was investigated by SEM-EDS, and a oxide scale of 

zirconia of 20µm was found [173]. 

Mo-Si-B and ZrB2-SiC ceramic composites coated with Mo has been investigated by Ritt 

at the HyMETS at NASA Langley research center [174]. The samples were exposed to almost 

3.5MW/cm2 heat fluxes for 20 minutes with surface temperature reaching 1500-1650oC [174]. The 

results of these experiments shows that Mo-Si-B based coating improved the oxidation resistance 

of ZrB2-SiC samples, with the oxide scale on the order of 25µm instead of the typical hundreds of 

microns reported in prior studies [174].  

The next paper one finds is on hemispherical with a radius of 7.5mm of HfB2 and HfC 

based ultra-high temperature ceramics [175]. This paper tested HfB2 and HfC with 5vol%MoSi2 

ceramic composites and they were tested in a plasma torch with enthalpy range of 20-28MJ/kg and 

an arc total power of 38-51kW [175]. The maximum temperature of the composites test was 1900-

2400oC [175]. The samples were also evaluated using SEM-EDS to determine the oxide layer 

thickness, which was found to be 15µm, for the sample exposed to a 8MJ/kg enthalpy flow from 

the torch [175]. 

Another paper on HfB2 based composites were investigated by Gash and Johnson at NASA 

Ames facility [176]. The addition of SiC, TaSi2 and Ir were investigated to find which had the best 

oxidation performance in the NASA Ames AFH arc jet facility and were exposed to a heat flux of 

approximately 250W/cm2 for 5 minutes [176]. The research found that the composites with the 

addition had oxides thickness reduced by approximately 3 times that of the baseline [176]. Figure 
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47 below shows the samples surface of the composites tested after the 5 minute exposure to the 

arc-jet. 

 

Figure 47: Images of the samples surfaces after exposure to arc-jet for 5 minutes. Reprinted from 
Journal of the European Ceramic Society, vol. 30, M. Gasch and S. Johnson, "Physical 

characterization and arcjet oxidation of hafnium-based ultra high temperature ceramics fabricated 

by hot pressing and field-assisted sintering," pp. 2337-2344, Copyright (2010), with permission 
from Elsevier [176] 

 In addition to the experiments, CFD simulations have been conducted to match the 

conditions in the experiments. The main goals of these simulations have been to find the catalytic 

recombination of oxygen for the materials in the ceramic composites [170, 172, 173, 175, 177]. 
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Other papers on Arc-jet are mostly on the calibration, upgrades and additions to the facility already 

in place [178, 179]. 

1.4: Raman Spectroscopy 

  Now looking at the Raman Spectroscopy of ZrB2-SiC, one only finds SiC peaks, since 

ZrB2 has not been previously reported as Raman active. This means either that ZrB2 does not have 

any peaks at all in the spectra or the peaks are so small that they are not noticeable compared to 

the intensity of the SiC peaks [180, 181]. Conducting a search about this composition, one finds 

that each of the SiC polytypes have their own Raman spectra, due to their stacking order, and are 

different from each other, even though most of the time they share the same peak position. One 

can find the basic theory of Raman spectroscopy in the following references [182-188]. 

1.4.1: Phonon Dispersion Curve for 6H-SiC 

 To fully understand the Raman spectra of SiC one must first look at the phonon dispersion 

curve. The phonon dispersion curve not only gives the frequencies of optic modes but also acoustic 

branches [189]. α-SiC crystals are represented by a number of Si-C double layers in the unit cell 

and the letter H and R to specific the lattice structure [190]. The unit cell of nH and 3nR polytypes 

contains n formula units (Si-C) and the unit cell length along the c-axis is n times longer than the 

basic polytype of 3C-SiC. Looking specifically at 6H-SiC polytype, this is the polytype of interest 

for the research presented in this dissertation, one finds that the crystal structure belongs to the 

P63mc space group with 12 atoms per a unit cell resulting in 33 long-wavelength optic modes 

[191]. 27 of the 33 optic modes are active in first-order Raman scattering [192]. The extent of the 

Brillouin zone for 6H-SiC is determined by looking at the maximum wave vector of the Brillouin 
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zone of π/c the length of the axial dimensions of the 6H-SiC unit cell, c [189-191]. Thus, the 

Brillouin zone for 6H-SiC extends to 6 π/c. Since the Brillouin zone for 6H-SiC extends past the 

maximum of π/c the Brillouin zone is therefore folder 5 times and a reduced wave vector is defined 

as x=q/qmax.[189-193]. Because 2π/c is a reciprocal lattice vector, therefore the pseudomomentum 

vectors q=0, 2π/c, 4π/c, and 6π/c are all equivalent to q=0 in the Brillouin zone [191]. Therefore, 

based on the reduced wave vector one finds the x-values that are accessible to Raman scattering 

measurements x=0, 0.33, 0.67, and 1 [191]. The phonon dispersion curve is shown below as Figure 

48. The phonon branches of the dispersion curves are labelled from top to bottom as shown in 

Figure 48: axial optic (single), planar optic (double), axial acoustic (single), and planar acoustic 

(double) [191]. 

 

Figure 48: 6H-SiC phonon dispersion curve. Reprinted from Physical Review, vol. 170, D. W. 

Feldman, J. H. Parker, W. J. Choyke, and L. Patrick, "Raman Scattering in 6H-SiC," pp. 698-704, 
Copyright (1968), with permission from American Physical Society [191]. 
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Now that the 6H-SiC phonon dispersion curve has been defined one can list the distribution and 

symmetry type of the phonon modes found in the dispersion curve. Based on the work by Patrick, 

the A1 and E1 modes should be assigned to the x=0 or 0.67, and E2 modes to x=0.33 or 1 [193]. 

One should also know that at the x=0.33 and 0.67 there is a double set of representations because 

of the energy discontinuities at these internal boundaries [191]. There are shown below in Table 

5. 

Table 5: 6H-SiCphonon symmetry modes [191] 

Branch X=0 X=0.33 X=0.67 X=1 
Axial optic A1 (strong) 2B1 2A1 B1 

Planar optic E1 (strong) 2E2 2E1 E2 

Axial Acoustic A1 (ac) 2B1 2A1 B1 

Planar acoustic E1 (ac) 2E2 2E1 E2 

 

The A1 and B1 symmetry modes are axial modes while the doubly degenerate E1 and E2 modes are 

planar and finally the B1 modes are not observable in Raman [191].  

1.4.2: Strong and Weak Modes and Anisotropy of 6H-SiC Raman Modes  

 The Raman modes can be characterized into strong and weak modes. The main difference 

between the strong and weak modes is typically determined by intensities of the peaks. In the case 

of 6H-SiC the difference between the strong and weak peaks is on the order of ~102 [191]. The 

strong and weak modes can also be determined not only by the differences in the intensity but also 

by the following criteria. The weak modes appear with short wavelength, x≠0, from the stand point 

of the large-zone [191]. While from the stand point of the Brillouin-zone the motion is intracell 

with equivalent atoms in all unit cells vibrating in phase [191]. This intercell motion whether it be 
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absent or present, is also used to determine if the mode is strong and weak [191]. This interacell 

motion in the weak modes is what causes high anisotropy [191].  

 In Polar uniaxial crystals, optical modes can be classified based on the dominance of the 

following: (a) long-range electrostatic fields, or (b) crystal anisotropy [191, 194]. Loudon found 

for the limiting cases that the dependence of phonon frequency propagation and polarization 

directions simplifies to the following two cases: (a)>>(b) or (b)>>(a) [194]. The (a) and (b) refers 

the sentence on the classification of the dominance of the optical modes in polar uniaxial crystals. 

Applying these limiting cases to 6H-SiC one find that all of the optical modes satisfy one or the 

other of these conditions dictated by Loudon, and described above. For the (a)>>(b) limiting 

conditions one finds that this corresponds to the strong x=0 modes; While the (b)>>(a) is assigned 

to the x≠0 weak modes of 6H-SiC [191]. To conclude this discussion one can group the optical 

modes the same way weather by the large-zone method or by Loudon limits [191].  

 These two optical mode groups defined above, described above, have different propagation 

behavior in the general direction of θ≠0° or 90°; where θ is the angel between the c-axis of the 6H-

SiC unit cell and the propagation vector [191]. This angular dependence of these optical modes is 

shown as Figure 49 [191]. The strong modes motion of atoms is determined by the propagation 

vector, while the weak modes are characterized by the axis of the crystal [191].  
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Figure 49: Angular dependence of the strong A1 and E1 modes with that of weak modes of A1 and 

E1. Reprinted from Physical Review, vol. 170, D. W. Feldman, J. H. Parker, W. J. Choyke, and L. 
Patrick, "Raman Scattering in 6H-SiC," pp. 698-704, Copyright (1968), with permission from 

American Physical Society [191] 

Looking at only the strong modes one found that they are mainly longitudinal or transverse due to 

the long-range electric field, but have a mixed symmetry (A1+E1) [191]. Due to this long-range 

electric field there is a large separation in the frequency of longitudinal and transverse modes [191]. 

One also finds that these modes have a small dependence of frequency on the angle θ [191]. This 

is due to the low but measurable anisotropy of the strong modes at x=0 [191].  

 For the weak modes with the limiting case of (b)>>(a), are mainly axial or planar 

vibrational motions [191]. They primarily vibrate along or perpendicular to the c-axis of the 6H-

SiC unit cell [191]. These weak modes experience a large separation in frequency but this time it 

is due to the high anisotropy [191]. These weak modes have a constant symmetry and thus in 

general the propagation direction has no effect, as show in Figure 49.  
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1.4.3: 6H-SiC Raman Modes Notation and Selection Rules 

 The x, y, and z axes are fixed by the 6H-SiC crystal structure with the c-axis corresponding 

to the z axis. For the propagation and polarization a symbol system is used. This system is 

described in detail by Damen [195], where a 4 letter symbol system is used. An example of this 

symbol is say x(zx)y, the part with x(--)y is the propagation part, and the part with –(zx)- is the 

polarization par [191]. The physical meaning of x(--)y is that the light incident along the x axis is 

scattered long the y axis and the part with –(zx)- means that the polarization directions of incident 

and scattering light are z and x, respectively [191]. For this example the scattering plane of xy, and 

conservation laws determine the phonon propagation direction in the plane [191]. The photon 

polarization directions, -(zx)-, determine one component of a tensor. For this polarization-change 

tensor given in Damen [195] show that for this component, the Raman scattered mode would have 

E1 symmetry [191]. Table 6 below show the list of allowed normal-mode symmetry or symmetries 

for each tensor component [191].  

Table 6: Identification of phonon symmetry and propagation directions and the significance of 
polarization and propagation symbols for their identification [191] 

Polarization  
symbol 

Phonon  
symmetry 

Propagation  
symbol 

Propagation  
angle, θ 

-(xx)- A1, E2 x(--)y 90° 
-(yy)- A1, E2 z(--)x 45° 
-(zz)- A2   
-(xy)- E2   
-(yz)- E1   
-(zx)- E1   

 



 

79 

 

The number of possible Raman lines is greater for 6H-SiC than for wurtzite because the normal 

modes are 6(A1+B1+E1+E2) instead of 2(A1+B1+E1+E2) [191]. The only issue is being able to 

distinguishing between several normal modes of the same symmetry mode, which is the reason for 

introducing the large zone [191].  Using the polarization and propagation directions shown in Table 

6 above one gets the following schematic of the Raman spectra of 6H-SiC, as shown below as 

Figure 50. 

 

Figure 50: Schematic showing all 15 lines, with rough classification into four degrees of relative 
intensity. Reprinted from Physical Review, vol. 170, D. W. Feldman, J. H. Parker, W. J. Choyke, 
and L. Patrick, "Raman Scattering in 6H-SiC," pp. 698-704, Copyright (1968), with permission 

from American Physical Society [191] 

Table 7 below show the assignment of all of the 6H-SiC weak modes.  

Table 7: Energies (cm-1) of weak phonon modes with this presentations and assignments to the 

values of x=q/qmax: N.O. stands for not observed, and F. stands for forbidden [191] 

Branch x=0.33 x=0.67 x=1 

Axial optic 
B1 F. A2 889 B1 F. 
B1 F. A1 N.O.  

Planar optic 
E2 788 E1 777 E2 766 
E2 N.O. E1 769  

Axial 
acoustic 

B1 F. A1 508 B1 F. 
B1 F. A1 504  

planar 
acoustic 

E2 149 E1 241 E2 262 
E2 145 E1 236 
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To sum up the description of the phonon dispersion curve, Feldman made an experimental data 

plot of the dispersion curve in the large zone and is shown below as Figure 51. 

 

Figure 51: Experimental dispersion curve. Reprinted from Physical Review, vol. 170, D. W. 
Feldman, J. H. Parker, W. J. Choyke, and L. Patrick, "Raman Scattering in 6H-SiC," pp. 698-704, 

Copyright (1968), with permission from American Physical Society [191]. 

1.4.4: Raman Spectra of 6H-SiC 

 The Raman spectrum for 6H-SiC is shown below as Figure 52 [190, 191]  
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Figure 52: 6H-SiC experimental Raman spectra. Reprinted from physica status solidi (a), vol. 162, 

S. Nakashima and H. Harima, "Raman Investigation of SiC Polytypes," pp. 39-64, Copyright 
(2001), with permission from John Wiley and Sons [190] 

Table 8 below shows the observed peak positions for multiple polytypes of SiC. This is important 

so that one can see how close some of the peak positions for different polytypes are to each other. 

This is important when investigating the Raman spectra of 6H-SiC, so that one will not miss label 

or misinterpret the Raman spectra.  

Table 8: Experimental Raman peak positions for multiple polytypes of SiC [190] 

Polytype 

  Frequency(cm-1) 

  
Planar 
acoustic 

planar 
optic  

axial 
acoustic  

axial 
optic 

z=q/qb FTA FTO FLA FLO 

3C 0 - 796 - 972 

2H 0 - 799 - 968 

  1 264 764 - - 

4H 0 - 796 - 964 
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Polytype 

  Frequency(cm-1) 

  
Planar 
acoustic 

planar 
optic  

axial 
acoustic  

axial 
optic 

z=q/qb FTA FTO FLA FLO 
  2/4 196,204 776 - - 

  4/4 266 - 610 838 

6H 0 - 797 - 965 
  2/6 145,150 789 - - 
  4/6 236,241 - 504,514 889 

  6/6 266 767 - - 

8H 0 - 796 - 970 
  2/8 112,117 793 - - 
  4/8 203 - 403,411 917,923 
  6/8 248,252 - - - 

  8/8 266 768 615 - 

15R 0 - 797 - 965 
  2/5 167,173 785 331,337 932,938 

  4/5 255,256 769 569,577 860 

21R 0 - 797 - 967 
  2/7 126,131 791 241,250 - 
  4/7 217,220 780 450,458 905,908 

  6/7 261 767 590,594 - 
 

The hexagonality of the SiC polytype can be determined based on the mode with the maximum 

intensity. This is used to help identify the polytype of SiC present in the material being 

investigated.  

 

Table 9 below shows the corresponding polytype, the maximum intensity mode and the 

hexagonality of that polytype; which is invaluable when identify polytypes present in SiC [190].  
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Table 9: The hexagonality and the reduced wave vector of the folded modes which show the 

strongest intensity of each branch (ref 12 in Nakashima)[190] 

polytype x = q/qB for Imax mode hexagonality 
4H: 22 2/4 =0.5 0.5 

15R: (32)3 2/5 =0.4 0.4 
6H: 33 2/6 =0.33 0.33 

21R: (34)3 2/7 =0.28 0.28 
8H: 44 2/8 = 0.25 0.25 

27R: (22 23)3 4/9 = 0.44 0.44 
33R: (33 32)3 4/11 = 0.36 0.36 

45R: [(32)223]3 6/15 = 0.4 0.4 
51R1: [(33)232]3 6/17 = 0.353 0.353 
51R3:(43 32 23)3 6/17 = 0.353 0.353 
66R: [(33)2(32)2]3 8/22 = 0.364 0.364 

 

Nakashima has also mentioned methods on how to identify the SiC polytypes based on the Raman 

spectra collect [190]. This method is as follows for polytypes with longer periods: 

1. The period is estimated from the Frequency Transverse Acoustic (FTA) and Frequency 

Transverse Optic (FTO) frequencies 

2. Possible model structures are listed up and the observed spectrum is compared with those 

calculated for these model structure [196, 197] 

The method for common polytypes with shorter periods is as follows:  

1. Obtain the precise frequency values of the FTA and FTO modes in order to determine the 

period 

2. Seek a folded mode which has the maximum intensity 
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3. Then use the simple rule that the reduced wave vector of the folded mode with a maximum 

intensity, x=q/qmax is equal to the hexagonality of the polytype (ref 12 of Nakashima) 

Being able to identify what polytypes are present in SiC is very important since it will have an 

effect on the data you’re collecting and the type of analysis to conduct. This is also useful if the 

specific polytype of a sample of SiC is unknown, one can identify it. This fact can also be used to 

determine if a sample of know polytype of SiC has only that polytype or is a mixture of multiple 

polytypes.  

Experimental results have also shown Raman to be useful in identifying if a crystal is disordered 

or not. This was done with 6H-SiC by Nakashima and is shown below Figure 53 [190]. Where 

Figure 53A shows heavy disordering of a crystal for the FTA modes and Figure 53B shows heavy 

disordering of a crystal for the FTO modes. Looking at this Figure 53 one can clearly see the 

difference between a disordered crystal and a crystal that is not. The disordered crystal peak is 

much broader and the intensity is much lower. This is true for both the FTO and FTA modes. This 

crystal disorder is from a stacking disorder of SiC crystal itself [190]. 
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Figure 53: Raman spectra of a heavily disordered SiC crystal for FTA modes (A), and FTO modes 
(B). Reprinted from physica status solidi (a), vol. 162, S. Nakashima and H. Harima, "Raman 

Investigation of SiC Polytypes," pp. 39-64, Copyright (2001), with permission from John Wiley and 
Sons [190] 

In addition to being able to determine if the crystal is disordered or not one can also determine the 

stress in the crystals. These effects have been studied to great depths and will be discussed in depth 

in 1.6: Raman Piezo-Spectroscopy section of this dissertation. Continuing the investigation of 6H-

SiC Raman spectra one finds that changing the temperature of the material changes the peak 

position of the material. This was experimentally shown below Figure 54, one can see in this figure 

that there is a slight shifting in the peak position. This occurs in both heating and cooling. The 

peak position shifts to a higher wavenumber upon heating SiC and shifting to a lower wavenumber 

upon cooling SiC. 
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Figure 54: Effect of temperature on SiC Raman spectra. Reprinted from physica status solidi (a), 

vol. 162, S. Nakashima and H. Harima, "Raman Investigation of SiC Polytypes," pp. 39-64, 
Copyright (2001), with permission from John Wiley and Sons [190] 

1.5: Thermal Residual Stresses in ZrB2-SiC Ceramic Composites 

Looking at this Table 2 above in the mechanical properties section, once notices that the 

Young’s modulus and the coefficient of thermal expansion (CTE) are very different. Looking at 

theory for composites one sees that since the Young’s modulus and CTE are different, thermal 

residual stresses will develop. Theses stresses develop due to the mismatch in Young’s Modulus 

and CTE, and occurs as the sample cools down from the sintering temperature [198, 199]. This is 

due to the fact thermal stresses are internal stresses that arise when a constraint on dimensional 

change of a body. In the absence of this constraint, the body can experience free thermal strain 

without any accompanying thermal stress [199]. The following constraint can have its origin in: 
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temperature gradient, crystal structure anisotropy, phase transformations resulting in volume 

change, and a composite material made of dissimilar materials. In the case of ZrB2-SiC, the last 

constraint is the reason for the thermal stress in the composite [200]. This is of interest since 

mechanical properties are known to be affected by residual stresses in ceramic composites [200]. 

With this in mind one would like to calculate the residual stresses in ZrB2-SiC. Assuming the 

composite as an assembly of elastic spheres of uniform size, embedded in an infinite elastic 

continuum one gets the following Eqns. (50)-(52) shown below, from the theory of elasticity, as 

described by Chawla [199]: 

 
𝑃 = (𝛼𝑚 − 𝛼𝑝)∆𝑇[0.5(1 + 𝑣𝑚) + (1 − 2𝑣𝑚)𝑉𝑝𝐸𝑚(1 − 𝑉𝑝) + 1 − 2𝑣𝑝𝐸𝑝 ] (50) 

where 𝑃 is the thermal residual stress in the particulate phase, α is the coefficient of thermal 

expansion (CTE), ∆𝑇 is the temperature change between the sintering temperature and room 

temperature ((∆𝑇=-1930ºC), 𝑣 is the Poisson’s ratio of the material, 𝑉𝑝 is the volume fraction of 

the particulate phase, 𝐸 is the Young’s modulus of the material, subscripts 𝑚 is used to identify 

the matrix phase and 𝑝 is used for the spherical phase. For the matrix phase both radial and 

tangential with respect to the center of the spherical phase direction stresses are presented by Eqns. 

(51)-(52), respectively: 

 𝜎𝑟𝑎𝑑 = 𝑃1 − 𝑉𝑝 [𝑎3𝑟3 − 𝑉𝑝] (51) 

 𝜎𝑡𝑎𝑛 = − 𝑃1 − 𝑉𝑝 [𝑎3𝑟3 + 𝑉𝑝] (52) 
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where 𝜎𝑟𝑎𝑑𝑚 and 𝜎𝑡𝑎𝑛𝑚  are the radial and tangential thermal residual stress in the matrix phase, P 

is the compressive thermal residual stress in the spherical grain,  𝑉𝑝 is the volume fraction of the 

particulate phase, 𝑎 is the radius of the particulate grain, 𝑟 is the radial distance from the center of 

the spherical grain, subscripts 𝑚 is used to identify the matrix phase and 𝑝 is used for the spherical 

phase. Due to the imposed boundary conditions used by Chawla, assuming that the stress vanishes 

at the free surface (the radius of the matrix grain and using the equilibrium equation), one gets a 

tangential and radial component of stress inside the matrix [199]. In addition, Chawla equations 

do not take into account the near-neighboring grains and their effect on the residual stresses. As 

well as the calculation is not an average stress calculation but a local maximum residual stress 

calculation. Therefore, values calculated using these Eqns. (50)-(52) will overestimate values 

measured experimentally.  

 Another model to consider is one developed by Sergo [201], which were derived using a 

stochastic analysis for particulate composites starting with the thermal strain in a binary 

composites with different CTE [202]: 

 𝑃 = −3𝑓𝑚𝐾∗(𝛼𝑚 − 𝛼𝑝)∆𝑇 (53) 

where 𝑃 is the compressive thermal residual stress in the particulate phase, 𝑓m is the volume 

fraction of matrix phase in the composite, 𝐾∗ is the effective bulk modulus defined in Eqn. (54), α 

is the CTE, ∆𝑇 is the temperature change between the sintering temperature and room temperature 

(∆𝑇=-1930ºC). The equation for the effective bulk modulus is expressed below as Eqn. (54): 

 𝐾∗ = 𝐾𝑚𝐾𝑝𝐾𝑝𝑓𝑝 + 𝐾𝑝𝑓𝑝𝑛𝑚 + 𝐾𝑝𝑛𝑚 + 𝐾𝑚𝑓𝑚𝑛𝑚 (54) 
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where 𝐾∗ is the effective bulk modulus, K is the bulk modulus of the phases, and 𝑓m and 𝑓p are 

the volume fractions of the matrix and particulate phases in the composite, respectively, 𝑛𝑚 is 

defined in Eqn. (55): 

 𝑛𝑚 = 2(1 − 2𝑣𝑚)1 + 𝑣𝑚  (55) 

The thermal residual stresses in the matrix phase of the composite is given by Eqn. (56): 

 𝜎𝑚 = 3𝑓𝑝𝐾∗(𝛼𝑚 − 𝛼𝑝)∆𝑇 (56) 

where 𝑃 is the thermal residual stress in the particulate phase, 𝑓p is the volume fraction of 

particulate phase in the composite, 𝐾∗ is the effective bulk modulus defined in Eqn. (54), ∆𝑇 is the 

temperature change between the sintering temperature and room temperature (∆𝑇=-1930ºC). This 

model by Sergo [22] is the calculation of the average thermal residual stresses. This model also 

has its limitations in that the fact that it does not consider effects from near-neighboring grains or 

grains that interconnected, since the main assumption is that you have a particulate surrounded by 

an infinite matrix with no other particulate nearby or interconnecting grains of the particulate. This 

can pose a problem of over or under predicting the thermal residual stresses in the composite 

depending on the properties of the phases in the composite.  

To find the stress at the interface of the two phases one needs to set the thermal stresses in 

each phase equal to each other [203]. In doing so one gets the following Eqn. (57): 

 
𝜎𝑝,𝑒𝑞 = 𝜎𝑚,𝑒𝑞 = (𝛼𝑚 − 𝛼𝑝)∆𝑇1𝐸𝑝 + 1𝐸𝑚  (57) 
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where 𝜎𝑝,𝑒𝑞 and 𝜎𝑚,𝑒𝑞 is the stress in SiC and ZrB2 phase respectively, 𝐸 is the Young’s modulus 

of the material, ∆𝑇 is the temperature change between the sintering temperature and room 

temperature (∆𝑇=-1930ºC), α is the coefficient of thermal expansion (CTE) subscripts 𝑚 is used 

to identify the matrix phase and 𝑝 is used for the spherical phase. 

Looking at Eqn.(50), Eqn.(53), and Eqn. (57) above one sees that these equations are only 

a function of the change in temperature from the sintering temperature to the sample’s current 

temperature (usually room temperature), the volume percent of the particles (SiC in ZrB2) the 

Young’s Modulus and the CTE. This shows that one can change the residual stresses by changing 

the ΔT and the amount of SiC in the ZrB2. Finally one can see that, since CTE of ZrB2 > SiC, upon 

cooling from sintering temperature to room temperature, SiC will be in uniform compressive stress 

and ZrB2 will have compressive stresses in the radial direction and tensile stresses in the tangential 

direction. These stresses in the end affect the ultimate strength through its effects on both the 

interface sliding stress and matrix cracking stress [200]. Thus the residual stresses in ZrB2-SiC are 

intergranular stresses of type II residual stress [204]. 

 The statistical properties of residual stresses in ceramic materials has been modeled by 

Ortiz [205]. Ortiz modeled the distributions of residual stresses induced by thermal and elastic 

anisotropy as well as microcracking for two different temperature drops using a Finite Element 

Modelof a hexagonal grain [205]. Ortiz’s model predicted that all of the residual stresses induced 

by thermal and elastic anisotropy as well as microcracking from temperature drops followed a 

Gaussian or normal distribution [205].  
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1.6: Raman Piezo-Spectroscopy 

Now that one knows that residual stresses are important and the type of residual stress, one 

would like to determine the actual stresses in the sample. There are many different methods to find 

the residual stresses, which are as follows: Hole drilling, Curvature, X-ray diffraction (ZRD), Hard 

X-rays, Neutrons, Ultrasonics, Magnetic, and finally Raman [204]. Table 10 below gives a 

summary of various techniques and there attributes in finding the residual stresses.  

Table 10: Various techniques and attributes for finding residual stresses [204] 

Method Penetration Spatial Resolution Accuracy  

Hole drilling 

(distortion  

caused by stress 

relaxation) 

~1-2 x hole diameter 50μm depth ±50MPa, limited by 

reduced  

sensitivity with 

increasing depth 

Curvature 

(distortion as 

 stress arise or relax) 

0.1-0.5  of thickness 0.05 of thickness ;  

no lateral resolution 

Limited by minimum  

measureable curvature 

X-ray diffraction  

(atomic strain 

gauge) 

<50μm[Al]; <5μm[Ti]; 
< 1mm (with layer 

removal) 

1mm laterally;  

20μm depth 

±20MPa, limited by 

non-linearitions  

in sin^2Ψ or surface 
conditions 

Hard X-ray (atomic 

strain gauge) 

150-50mm (Al) 20μm lateral to incident 
beam; 

1mm parallel to beam  

±10*10^-6 strain, 

limited by grain 

sampling statistics 

Neutrons (atomic 

strain gauge)  

200mm (Al); 

25mm(Fe); 4mm(Ti) 

500μm ±50*10^-6 strain, 

limited by counting 

statistics and reliability 

of stress free references 

Ultrasonics (stress 

related changes  

in elastic wave 

velocity) 

>10cm 5mm  10% 

Magnetic (variations 

in magnetic  

domains with stress) 

10mm 1mm 10% 

Raman <1μm <1μm approx.  Δλ0.1cm-1 =50MPa 
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Looking at the table above one sees that Raman spectroscopy is an excellent choice for finding 

intergranular stress with high special resolution, and reasonable accuracy; as well as get stress 

directly.  

1.6.1: The Origin of Raman Piezo-Spectroscopy 

 When a sample exposed to radiation is stressed, the virtual states are changed as compared 

to the unstressed virtual state, as shown below as Figure 55. These changes in the virtual states and 

hence change of the wavelength is the basis of Raman piezo-spectroscopy.   

  

Figure 55: Effect of stress on virtual states [206] 

 The cause of the change in virtual states is when a unit cell has a load applied to it, as 

shown as P in Figure 56 below.  
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Figure 56: Strained and unstrained unit cell 

 The unit cell is strained and thus the bond length is changed and therefore the forcing 

constant changes. Thus the frequency of the vibration of the material is changed and therefore a 

shift in the peak position is observed in the Raman spectra, when compared to the Raman spectra 

of the unstressed material. If the new peak position of the stressed material is related to the initial 

unstressed peak position through a Taylor series expansion one would get the following Eqn. (58) 

[207]: 

 𝑣 = 𝑣0 + ( 𝜕𝑣𝜕𝜎𝑖𝑗)𝑖𝑗0 𝜎𝑖𝑗 + 12 ( 𝜕2𝑣𝜕𝜎𝑖𝑗𝜕𝜎𝑘𝑙)𝑖𝑗𝑘𝑙0 𝜎𝑖𝑗𝜎𝑘𝑙 + ⋯ (58) 

If one would take the second derivative and higher order terms to be so small, then we can neglect 

them one gets the following Eqn. (59) [207]: 

 ( 𝜕𝑣𝜕𝜎𝑖𝑗)0 = 𝑣 − 𝑣0𝜎𝑖𝑗  (59) 
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Now rearranging the equation and solving for the change in v one gets the following equation 47 

and replacing the partial derivative of the change in peak position with change in stress for a 

constant, 𝛱 one gets Eqn. (60) shown below [208-210]: 

 ∆𝑣 = 𝛱𝑖𝑗𝜎𝑖𝑗 (60) 

where Δv is the observed change in the peak position, σij is stress components, and 𝛱𝑖𝑗 is the piezo-

spectroscopic coefficients and is a tensor with nine components. Eqn. (79) is only valid when one 

knows the orientation of the material, usually when one is investigating a single crystal. But most 

commonly one is investigating a material with random crystal structure orientation, thus the 

directional information from the material is lost. Therefore, the following Eqn. (61) is valid in such 

a case [208-210]: 

 ∆𝑣 = 𝛱 < 𝜎 > (61) 

Since the directional information is lost one is able to only obtained average results and therefore 

the Π, and σ are the average values of piezo-spectroscopic coefficient and stress. One must also 

note that the Eqn. (61) is for hydrostatic stresses only. Therefore if bending is being used as the 

method to determine the piezo-spectroscopic coefficient a correction needs to be made to the Eqn. 

(61). This correction is shown below as Eqn. (62), where the piezo-spectroscopic coefficient is 

multiplied by 3. This Eqn. (62) is valid for piezo-spectroscopic coefficient found by applying a 

stress via bending: 

 ∆𝑣 = 3𝛱 < 𝜎 > (62) 

Now solving Eqn. (62) for stress one gets the following Eqn. (63): 
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 < 𝜎 >= ∆𝑣3𝛱 (63) 

Eqn. (63) shows a linear relationship between the changes in peak position and stress, and also 

shows that based on the change in the peak position and a known piezo-spectroscopic coefficient 

one can find the stress of the material. Usually the piezo-spectroscopic coefficient is found with a 

calibration experiment where a known stress is applied to the material and the observed frequency 

shift is noted. Thus when the frequency shift is plotted versus the stress, the slope is the piezo-

spectroscopic coefficient.  

 Since this research is focusing on ceramic composites one would like to look into the 

derivation of the piezo-spectroscopic equation for composites. Starting with Eqn. (60) and 

conducting an orthogonal coordinate transformation one gets the following Eqn. (64) [209]: 

 ∆𝑣 = 𝛱𝑖𝑗𝑎𝑖𝑘𝑎𝑗𝑙𝜎𝑘𝑙 (64) 

 Now looking at matrix with a fibrous inclusion, which is not the same exact problem as 

with ZrB2-SiC, the cross sectional view is similar. A schematic of a composite with a fibrous 

inclusion is shown below as Figure 57. 
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Figure 57: Schematic of a composite with a fibrous inclusion  

 For matrix stresses due to the presence of fibrous inclusions one gets the following equation 

for the stress in composites as shown below in Eqn. (65) [209]: 

 𝜎11 = −𝜎22 = 𝜎0r02
 𝑟2 ; σ33=0 (65) 

 Now applying Eqns. (64) and (65) one gets the following Eqn. (66) for the change in peak 

position [209]: 

 ∆𝑣 = (П22 − П11)(a21
2-a22

2)𝜎11 + (П33 − П11)(a31
2-a32

2)𝜎22 (66) 

 This equation is valid for ceramic composites, and thus valid for the ZrB2-SiC. But since 

most composite materials have randomly oriented grains, one is not able to get directional 
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information and therefore one can only get average information and thus Eqn. (62) is the equation 

that is valid for this research.  

1.6.2: Laser Penetration Depth 

 The most important part of Raman piezo-spectroscopy is that you make sure you are 

collecting spectrum from the correct volume of the material. This is because the computation of 

numerical stress values from the measurements using micro-Raman spectra is impaired by the 

averaging over the finite sample volume being probed [211, 212]. If the correct volume is not 

sampled then one will not be able to determine the piezo-spectroscopic coefficient accurately and 

end up with the wrong stress calculation in the end. Typically the diameter of the focused laser 

beam is 1μm but the penetration depth can vary from tens of nanometers to several millimeters 

and thus we can sample a potentially large volume of the strained structure [213]. This can be 

shown by looking at Figure 58, one can see that if a spectra is taken at the first spot with just one 

grain one gets an accurate spectra. But if one takes a spectra say the same spot but this time a 

second grain is present then the Raman spectra will change as shown in the figure. This change 

resulted in a peak broadening because the extra grain has a different stress state. Thus showing 

that the volume for which the spectra is collected is very important.  
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Figure 58: Laser volume effect on Raman spectra. Reprinted from Acta Materialia, vol. 46, V. 

Sergo, G. Pezzotti, O. Sbaizero, and T. Nishida, "Grain size influence on residual stresses in 
alumina/zirconia composites," pp. 1701-1710, Copyright (1998), with permission from Elsevier 

[201] 

 Now that one knows the laser volume is important one would like to know how it is 

calculated. This is a function of the laser beam diameter and the laser penetration depth. The laser 

beam diameter is dictated by the objective lens being used. For example the laser beam diameter 

is much larger when using a 5x objective lens than when one used a 50x objective lens. The optics 

not only dictate the laser beam diameter (lateral spatial resolution) but also dictates the depth into 

the material from which the spectra is collected [214]. There are a few methods to estimate the 

penetration depth of the laser. The first by Wolf where the depth of penetration is estimated based 

on the properties of the material being exposed. The expression given by Wolf calculates the laser 
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penetration depth as an approximation based on the absorption coefficient of the material and is 

shown below as Eqn. (67) [215, 216]: 

 𝑑𝑝 = −ln (0.1)2𝛼 = 2.32𝛼  (67) 

where dp is the penetration depth, and ∝ is the absorption coefficient of the material at the specific 

laser or excitation wavelength. The absorption coefficient for most materials are a function of 

temperature and wavelength of the excitation source, thus based on Eqn. (67) the penetration depth 

can greatly vary within the same material. For crystalline silicon with a excitation source 

wavelength of 514.5 nm the penetration depth is on the order of 770nm, to give the perspective of 

how deep the laser can penetrate [215]. Harima found for a 6H-SiC with a 500nm laser that the 

penetration depth is approximately 2mm and the absorption coefficient of 6H-SiC [216]. Sridhara 

found for seven laser wavelengths of 325-356.4 nm the 6H-SiC laser penetration depth at room 

temperature ranged from 4.3-11 μm [217]. 

Another method to estimate the penetration depth is to use the numerical aperture of the 

objective lens being used. Everall gave an approximation for the depth of focus based on the 

numerical aperture (NA). Everall assumed that for an objective lens with a NA of 0.9-0.95 (typical 

for high NA objective) that only 86% of the intensity of the laser is transmitted through the lens; 

one gets that the probed volume is defined by a laser diameter expressed by the following Egn (68) 

[218]: 

 𝐿𝑎𝑠𝑒𝑟 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 ≈ 1.22𝜆𝑁𝐴  (68) 
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where λ is the laser wavelength, and NA is the numerical aperture. The depth of focus can then be 

approximated by the expression Egn. (69) below [218]: 

 𝑑𝑒𝑝𝑡ℎ 𝑜𝑓 𝑓𝑜𝑐𝑢𝑠 ≈ 4𝜆𝑁𝐴2 (69) 

where again λ is the laser wavelength, and NA is the numerical aperture. These approximations 

stem from the fact that for a diffraction-limited laser focal volume that the dimensions of the focal 

region depend only on the NA of the focusing lenses and the degree of which the laser fills that 

objective lens [218]. The main reason for wanting to know the laser penetration depth is that when 

one is doing piezospectroscopic coefficient calibration and determining residual stresses from 

Raman, the knowledge of where the response is coming from is very important. Since the volume 

of response probed can and will change the results obtained for measurements, especially stresses, 

the data will be interpreted wrongly. For example say that one wants the average stress of the bulk 

material, but are only collecting the stress from a few grains below the material’s surface. Without 

knowing the probed volume or taking into account the probed volume, one will not be obtaining 

the correct information, giving rise to wrong values for stress in the end. That is why knowing the 

penetration depth is so important.  

 Everall also discussed another method based on the refraction-limited depth resolution. 

This method is based on the numerical aperture of the objective lens being used and the index of 

refraction of the sample, n, and is defined in the Egn. (70) [218]: 

 𝐷𝑅 =  ∆ [√𝑁𝐴2(𝑛2 − 1)(1 − 𝑁𝐴2) + 𝑛2 − 𝑛] (70) 
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where DR is the depth resolution, n is the refraction of the material being investigated, NA is the 

numerical aperture of the objective lens being used, and Δ the location of the laser beam focus 

distance below the sample surface.  

 The attainable resolution depth is usually a lot less than the lateral resolution; the depth of 

field of the optics and the details of optical scattering within the probed volume of the sample, 

which results in the depth of field of the optics being the limiting factor [214].  Thus reiterating 

the point that the knowledge of laser penetration depth is essential in determining the stress state 

in the material as well as when calibrating the piezospecroscopy coefficient. 

1.6.3: Piezo-Spectroscopy Found in Publications 

 ZrB2-SiC ceramic composites have residual stresses due to the mismatch of the coefficient 

of thermal expansion and the Young’s modulus, and the difference between the sintering or 

processing temperature and room temperature. Since the residual stress distribution can affect the 

mechanical properties of the material, one would naturally want to find the distribution so that it 

can be altered to meet the specifications wanted. These residual stresses can be found using Raman 

spectroscopy, which is the method that will be used in the proposed research to find the residual 

stresses in ZrB2-SiC ceramic composites.  The first paper one finds from Liu is about 6H-SiC peak 

dependence on hydrostatic pressure from 1 atm to 95 GPa [219]. The spectra dependence on the 

pressure is shown below in Figure 59A, and Figure 59B shows the results of the pressure 

dependence on LO-TO peak splitting [219].  
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Figure 59: Raman spectra dependence on pressure (A) and the LO-TO splitting dependence on 
pressure (B). Reprinted from Physical Review Letters, vol. 72, J. Liu and Y. K. Vohra, "Raman 

Modes of 6H Polytype of Silicon Carbide to Ultrahigh Pressures: A Comparison with Silicon and 
Diamond," pp. 4105-4108, Copyright (1994), with permission from American Physical Society [219] 

Liu also performed a curve fitting of the results with a quadratic fit and is shown below as Eqn. 

(71) [219]: 

 

𝜔𝐿𝑂 = 970.1 + 3.83𝑃 − 0.013𝑃2 𝜔𝑇𝑂 = 789.2 + 3.11𝑃 − 0.009𝑃2 
(71) 

where P is the measured pressure in GPa. Another study of 6H-SiC was done by DiGregorio where 

he found the FLO phonon mode to have piezospectrscopic coefficent of 4.28±0.22 cm-1GPa-1 and 

3.53±0.21 cm-1GPa-1  for the FTO phonon mode [220]. Grodecki investigated 6H-SiC crystals 

grown in the c-face (001) direction under uniaxial stress [221]. The stress was applied in the 

parallel and perpendicular to the c-axis, the results are shown in Figure 60 [221]. Figure 60A shows 

the Raman spectra for the X and Y directions, and Figure 60B shows the peak position dependence 

A B 
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on stress for the X and Y propagation directions [221]. The resulting coefficient obtained for the 

X propagation direction are 0.44-2.58 cm-1GPa-1 and depend on the whether the uniaxial stress is 

applied parallel or perpendicular to the c-axis [221]. For the Y propagation direction the 

coefficients are 0.38-1.13 cm-1GPa-1 [221]. The values report from previous results were for the 

LO phonon modes 3.8 cm-1GPa-1  and for the TO phonon mode 3.1 cm-1GPa-1 [221].  

 

Figure 60: The Raman spectra of the X and Y propagation direction (Left) and the peak position 
shift dependence on pressure for the X and Y propagation direction (Right) [221] 

 The next paper one comes across is by Limarga on the piezo-spectroscopic coefficient of 

tetragonal-prime yttria-stabilized zirconia [210]. Limarga found the piezo-spectroscopic 

coefficient to be as shown in Figure 61 for each of the Raman bands [210]. 
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Figure 61: Stress dependence of Raman frequency with the slope representing the piezo-

spectroscopic coefficients. Reprinted from Journal of the American Ceramic Society, vol. 90, A. M. 
Limarga and D. R. Clarke, "Piezo-Spectroscopic Coefficients of Tetragonal-Prime Yttria-Stabilized 

Zirconia," pp. 1272-1275, Copyright (2007), with permission from John Wiley and Sons [210] 

 Limarga not only investigated the peak shift but also the peak splitting, peak width, and 

peak intensity dependence on compressive stress to 1GPa, with the results shown in Figure 62 

below [210]. Lastly Limarga investigated whether the spectra changed before, and after the 

compressive stress and the spectra was found to be the same thus meaning that no plastic 

deformation was encounter by the sample [210]. 
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Figure 62: peak splitting (A), peak intensity (B), and peak width (C) dependence on stress. 

Reprinted from Journal of the American Ceramic Society, vol. 90, A. M. Limarga and D. R. Clarke, 
"Piezo-Spectroscopic Coefficients of Tetragonal-Prime Yttria-Stabilized Zirconia," pp. 1272-1275, 

Copyright (2007), with permission from John Wiley and Sons [210] 

 Watts investigated ZrB2-SiC using Raman spectroscopy to evaluate the residual stresses in 

the SiC phase of the composite [181]. Watts used the results found by Liu shown in Eqn. (71) and 

the unstressed and stressed peak position shown below as Figure 63 [181]. 
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Figure 63: Raman pattern for 6H SiC from a hot pressed ZrB2–SiC composite with unstressed peak 

positions identified with lines. Reprinted from Journal of the European Ceramic Society, vol. 30, J. 
Watts, G. Hilmas, W. G. Fahrenholtz, D. Brown, and B. Clausen, "Stress measurements in ZrB2–

SiC composites using Raman spectroscopy and neutron diffraction," pp. 2165-2171, Copyright 
(2010), with permission from Elsevier [181] 

 The residual stresses of ZrB2-SiC were calculated from neutron diffraction and Raman. For 

Raman the residual stresses was calculated to be 810MPa which is higher compared to that 

calculated form neutron diffraction analysis of 775MPa [181]. Other materials have been 

investigated such as carbon [222, 223], Si [224, 225], Si3N4 [226, 227], Al2O3 [227], LaCoO3 

[228], LaGaO3 [229], ZrO2 [210, 230, 231], GaN [232] SrAl12O3/ZrO2 system [233], β-Si3N4 [207, 

234], alpha-Quartz [235], ceria-stabilized zirconia [236], alumina [237], alumina-alumina titanate 

laminates [238], and Alumina/zirconia composites [201, 239]. This shows that this method has 

been widely investigating and a very useful method to find residual stresses especially in ZrB2-

SiC ceramic composites used for this research. 
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1.7: Effect of Residual Stress on Mechanical Properties in Ceramic Composites 

 Many models have been proposed to estimate or calculate the increase in fracture toughness 

based on the effects of residual stress. The main mechanisms for increase in fracture toughness 

particulate-reinforced ceramic composites is crack front defection [240-243] and crack deflection 

along the grain boundary has also been observed [240, 244]. However, the crack deflection due to 

crack deflection front is considered the dominate toughening mechanism [240].  

 A few models have been proposed in literature to predict the increase in mechanical 

properties, such as fracture toughness and fracture strength. Some models are as follows: Faber 

and Evans [241], Budiansky [245], Wei and Becher [242], Virkar and Johnson [246], and finally 

Evals, Culter, and Virkar [247, 248]. Most of these models take into account only a portion of the 

mechanism that are acutely occurring. Such as the Faber and Evans model is based on a 

geometrical treatment of a crack deflection from its main crack plane and ignores the local stress 

field at and near the interface between the matrix and the particulate phases [240]. Wei and Becher 

considered the thermal residual stresses as the major cause of the crack deflection [240]. These 

models all have some draw backs when being implemented. Two relatively recent models 

presented by Pezzotti [249] and Taya [240] aimed to increase the accuracy of predicting increase 

in fracture toughness specifically in particulate-reinforced ceramic composites.  

The paper by Pezzotti deals with the system of Al2O3/ZrO3 composites [227]. In order to find the 

dependence of the fracture strength on residual stress Pezzotti first experimentally measured the 

fracture strength and fracture toughness. Following this the average residual stresses were 

determined using a stochastic model, first developed by Kreher and Pompe [202], analogous to the 
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one used by Sergo [201]. Pezzotti proposed a model to predict the increase in strength of the 

Al2O3/ZrO3 composite due to elastic residual stresses. The model was based on the possible 

strengthening effect arising from shielding of the microcrack by local (compressive) residual 

stresses as shown in the schematic below as Figure 64 [249]. 

 

Figure 64: Schematic of shielding of a microcrack with local (compressive) residual stresses. 
Reprinted from Journal of the European Ceramic Society, vol. 19, G. Pezzotti, V. Sergo, O. Sbaizero, 
N. Muraki, S. Meriani, and T. Nishida, "Strengthening contribution arising from residual stresses 

in Al2O3/ZrO2 composites: a piezo-Spectroscopy investigation," pp. 247-253, Copyright (1999), with 
permission from Elsevier [249] 

Based on this idea of shielding of the microcrack by local compressive residual stresses, Pezzotti 

developed a model to predict the change in the strength of the material or effect of residual stress 

on the mechanical property of the composite. The model Pezzotti developed is described by the 

following Eqns. (72)-(74) [249]: 

 ∆𝐾 = 2𝜎𝑅𝛷√𝑎0𝜋  (72) 

where ∆𝐾 is the increase of fracture toughness, 𝑎0 is the size of the formed microscrack, 𝛷 is a 

costant depending upon the shope of the microcrack (𝛷 ≈ 2 for a shielded microcrack), and finally 



 

109 

 

𝜎𝑅is the shielding closure stress component [249]. 𝜎𝑅 is expressed in the following Eqn. (73) as a 

function of the maximum residual stress 𝜎𝑚𝑎𝑥, the average grain size of the particulate 𝑑, and 

finally the average distance between near-neighboring grains ∆ [249]: 

 𝜎𝑅 = (𝜎𝑚𝑎𝑥2 ) [ 2𝑑∆ − 𝑑]3 (73) 

The 𝜎𝑚𝑎𝑥 is determined using the model given by Chawla and is describe above as Eqn. (50). 

Pezzotti finally related this increase in fracture toughness to an increase in strength through the 

following expression shown below as Eqn. (74) [249]: 

 ∆𝜎 = ∆𝐾𝑌√𝑎𝑜 (74) 

where ∆𝜎 is the increase in strength of the composite, ∆𝐾 is the increase in fracture toughness, 𝑌 

is the geometric factor, and 𝑎𝑜 is the size of the critical microcrack. Based on this model Pezzotti 

predicted the strength of the Al2O3/ZrO3 composite as a function of the volume faction of Al2O3 

and compared it to measured strength values found in experiments. The model and the experiments 

results were plotted and are shown below as Figure 65 [249]. 
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Figure 65: Comparison of experimental data of fracture strength to the theoretical predictions. 

Reprinted from Journal of the European Ceramic Society, vol. 19, G. Pezzotti, V. Sergo, O. Sbaizero, 
N. Muraki, S. Meriani, and T. Nishida, "Strengthening contribution arising from residual stresses 

in Al2O3/ZrO2 composites: a piezo-Spectroscopy investigation," pp. 247-253, Copyright (1999), with 
permission from Elsevier [249] 

As one can see from Figure 65 the experimental results and theoretical values do not match very 

well. 

 The paper by Taya deals specifically with TiB2-SiC ceramic composites [240]. In this 

model Taya first determines the average thermal residual stresses in the matrix and reinforcement 

by using Eshelby’s model [240, 250]. Then applies the calculated thermal residual stresses in the 

matrix of the composites to calculate the stress intensity factor reduction [240]. In this calculation 

f the stress intensity factor reduction, Taya considers a semi-infinite crack surrounded by a 

particulate-reinforcement ceramic composites with a thermal residual stress distribution [240]. 

This is shown graphically in the Figure 66A below. Then assuming a uniform residual compressive 
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stress acting in the normal direction to the crack propagation plane, shown in Figure 66B below 

[240]. 

 

Figure 66: Schematic of a thermal residual stresses in a particulate-reinforced ceramic composite 
(A) and semi-infinite crack advancing through a matrix compressive region toward articulate 

tensile region (B). Reprinted from Journal of the American Ceramic Society, vol. 73, M. Taya, S. 

Hayashi, A. S. Kobayashi, and H. S. Yoon, "Toughening of a Particulate-Reinforced Ceramic-
Matrix Composite by Thermal Residual Stress," pp. 1382-1391, Copyright (2005), with permission 

from John Wiley and Sons. [240] 

The following model was developed as shown below as Eqn. (75) [240]: 

 ∆𝐾1 = 2𝑞√2(𝜆 − 𝑑)𝜋  (75) 

where ∆𝐾1 can be an increase or decrease in fracture toughness, 𝑞 is the local average compressive 

stress, 𝜆 is the average interparticulate distance, and 𝑑 is the average diameter of the particles of 

the particulate-reinforcement phase. 
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 Now applying this model Taya achieved better approximation of experimentally measured 

crack growth values compared to that of other models. This is shown below in Figure 67 as the 

solid line. 

 

Figure 67: Comparison of crack growth resistance measured experimentally and calculated using 
models. Reprinted from Journal of the American Ceramic Society, vol. 73, M. Taya, S. Hayashi, A. 

S. Kobayashi, and H. S. Yoon, "Toughening of a Particulate-Reinforced Ceramic-Matrix 

Composite by Thermal Residual Stress," pp. 1382-1391, Copyright (2005), with permission from 
John Wiley and Sons. [240] 
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CHAPTER 2: EXPERIMENTAL PROCEDURE 

 This section of the dissertation describes the research procedure used for all experiments 

conducted.  

2.1: Processing the ZrB2-SiC Ceramic Composites Samples  

Spark Plasma Sintering (SPS) technique was used to process pure SiC, and ZrB2-SiC (17, 

32, and 45vol%) composites. For the pure SiC samples, as received powders (H.C. Starck- Alpha 

-SiC Grade UF-10) were packed into a graphite die for sintering. The samples were consolidated 

using an SPS furnace (FCT HPD 25; FCT Systeme GmbH, Rauenstein, Germany) under vacuum 

(~5 Pa).  The pure SiC samples were then sintered at 2150 ºC, 50 MPa with a dwell time of 20 

minutes. The heating rate was 100ºC/min during heating and cooling. Above 1500°C the heating 

rate was reduced to 50°C/min. The ZrB2-SiC composite were prepared in three batches by 

weighting the ZrB2 powder (H.C. Starck-ZrB2 Grade B) and the SiC powder (H.C. Starck- Alpha 

-SiC Grade UF-10) in a certain proportion, and grinding them together in a plastic bottle, using 

ZrO2-Y2O3 balls and acetone as a milling media. After 48 hours of milling, the batches were dried 

and sieved to break up the agglomerates. The sieved powders were loaded in a graphite die, using 

graphite foil as an intermediate layer between the die and powder. The ZrB2-SiC (17, 32, and 

45vol%) samples were sintered at 1950ºC, 50 MPa, with a heating and cooling rate of 100ºC/min, 

and a dwell time of 15 minutes. After grinding/removal the graphite foil from the surface of the 

sintered samples, the density of the samples was determined using liquid immersion technique. 



 

114 

 

2.2.: Fracturography analysis and microstructure determination 

Scanning electron microscope (Zeiss-SEM) was used for the analysis of fracture surfaces 

of the ZrB2-17, 32, and 45 vol% SiC bars after mechanical testing. Backscattered SEM images 

(Using a Tescan Vega SEM), were used to determine the near-neighbor distance between SiC 

grains. This was done by analyzing the micrographs using the Adobe Photoshop software; 100 

measurements were made to obtain a statistical data set. 

2.3: Calibration of Piezo-Spectroscopy Coefficient via 3-Point Bending 

 This section will cover the process for calibrating a bending device to conduct the 

experiment to determine the piezo-spectroscopy coefficient. Finally, this section will describe the 

procedure used to determine the piezo-spectroscopy coefficient. 

2.3.1: In-Situ 3-Point Bending Device: Design and Calibration 

For the design of the loading device for 3 point bending of ceramic samples, the following 

set of requirements was used: the sample dimensions used for 3 point bending in the device should 

be in the range of 3x4x45 mm to 2x2.5x35 mm, the maximum stress that can be applied to the 

sample should be 100 MPa to 360 MPa, thus the maximum load, for the load cell used in the device 

should be able to apply a maximum load of 70N. Additionally, the device should fit below the 

optical microscope lenses that the ceramic sample could be illuminated by the laser light via 

Raman spectrometer coupled with the optical microscope. The dimensions for the bending device 

to fit below the microscope are limited to 85x220x480 mm. The surface of the bending bar exposed 

to the laser radiation has to be under tensile stress so that the effect of the tension on the vibrational 
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properties of the material as well as a redistribution of the residual micro-stresses under tensile 

load can be detected. 

 A device was created to place a specimen under in-situ three-point bending to 

simultaneously perform Raman spectroscopy to investigate the change in vibrational response at 

different applied stresses.  The device consists of a rotary M drive motor which turns two large 

gears which both are mounted to an aluminum plate.  Each of the large gears has a long screw 

attached in the center of each gear with the load cell platform attached to both screws.  This allows 

the motor to create a linear displacement via screws and gears to load the ceramic bar.  This is the 

most plausible method since it has the ability to provide a digital interface to accurately apply a 

load with great precision.  Using a computer controlled input to the M Drive motor, vertical motion 

can be applied to the load cell to begin loading the specimen.  Due to the gearing setup in the 

device, a small loading rate can be achieved which is especially important for brittle ceramics. The 

applied load is measured using the load cell that converts force into a digital signal.  A schematic 

of the three-point loading (Figure 68a) and a picture of the device (Figure 68b) is shown. Also, the 

device coupled with the InVia Renishaw Raman Spectrometer is also shown (Figure 68c). 
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Figure 68: (a) Schematic of loading ceramic bar in three point bending for collection of in-

situ scattered light.  (b) A photograph of the in-situ loading device.  (c) Loading device 

coupled with Leica optical microscope connected to InVia micro-Raman spectrometer. 

 The Raman spectrometer system uses a 532 nm laser to excite the sample, a single 

spectrograph fitted with holographic notch filters, and a Leica optical microscope rigidly mounted 

and optically coupled to the spectrometer. The generated laser power was 25mW.  Before 

collecting the spectra of the ceramics, the spectrometer was calibrated with a Si standard using a 

Si peak position at 520.3 cm-1. The average collection time for a single spectrum was 300 s for 

both ZrB2+10wt%SiC and LaCoO3 ceramics. The 50x long range lens with a working distance of 

13mm was used for illumination of the spot of 3-4µm in diameter. 

After the in-situ bending device was developed, the calibration of the device was performed 

to verify that the applied load and deformation are correctly measured.  Since the output of the 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 
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load cell initially produced a voltage, a correlation from voltage to force was calculated.  To do 

this, weights were applied by screwing off the load cell cap and placing an acrylic platform that 

provided a flat surface to apply various weights.  A series of weights from 10 g to 200 g was placed 

on the acrylic platform and the corresponding voltage was recorded to verify that the measured 

voltage is accurate.  Based on the measured data, it was established that in order to obtain the force 

in Newton’s, the voltage output of the load cell has to be multiplied by eight (Figure 69). 

 

Figure 69: Force applied versus voltage output for calibration of the load cell. 

In order to further verify the correctness of the measured stress and strain by the in-situ 

bending device, selected materials with a known Young’s modulus were used to perform the 

bending tests. Stress was applied by the load cell, and resulting strain was measured by an attached 

strain gauge.  The foil strain gauge was mounted with cyanoacrylate adhesive strain gauge glue on 

the tensile surface of the sample. The wires of the strain gauge and a programmable power supply 

that outputted 4 V and 0.2 A were attached to an Omega BCM-1 in a quarter bridge configuration.  

A Flute 114 Mutli-meter was also attached to read the output voltage produced by the strain gauge. 
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This setup is shown in (Figure 70). After the stress-strain data were collected, the slope of the 

stress-strain curve was determined and Young’s modulus was calculated.  

 

Figure 70: Strain measurement setup for the sample under investigation. 

Further, the measured Young’s modulus values were compared to those published in the 

literature or measured by other techniques.  Few materials were selected as materials of choice for 

calibration and verification of in-situ bending device.  Aluminum 2024 T3 (Al) was chosen as an 

example of a soft and ductile material, as well as brittle ceramics, such as La0.8Sr0.2Ga0.8Mg0.2O3, 

La0.8Ca0.2CoO3, and B4C. The Young’s modulus of Al was reported to be 73.1 GPa [251], for 

La0.8Sr0.2Ga0.8Mg0.2O3 was reported to be 175 GPa [252], for La0.8Ca0.2CoO3 was reported to be 

135 GPa [253], and for B4C it was reported to be 450 GPa [253].  
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Each sample was loaded and unloaded five times using the in-situ bending device so that 

the stress-strain deformation curves could be collected for these materials for multiple times 

(Figure 71). By comparing the reference data measured in the literature to the experimental data 

obtained in the present research, one can see that the measured values of Young’s Moduli of the 

four materials deviated by 6% of the data published in the literature. Thus, the calibration results 

show that the device performs very well and can be reliable for in-situ bending under laser 

radiation. 

 

Figure 71: Stress-strain deformation curves obtained by loading (A) Al, (B) La0.8Ca0.2CoO3, (C) 
La0.8Sr0.2Ga0.8Mg0.2O3, and (D) B4C samples using the in-situ loading device.  The Young’s moduli of 

the samples obtained from the measurements showed a good coincidence with the published data 
on the same materials. 
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2.3.2: Determination of Laser Penetration Depth 

To estimate the laser penetration depth, wedge samples were produced using 

4mmx1.5mmx20mm bar samples of both pure SiC, and ZrB2-17, 32, and 45 vol% SiC ceramic 

composites. The bar was mounted in an epoxy mold at a 5° angle (Figure 72), then covered with 

epoxy. Once hardened, the bar was ground to create a wedge sample as shown in Figure 72. To 

ensure that the tip of wedge was as thin as possible the sample length was measured in 30 minute 

interval while using 75, 45, and 30 μm diamond discs for grinding. Once the sample length began 

to decrease, it was assumed that, the thinnest possible wedge tip had been reached. The wedge 

sample surface was then further polished using 9, 3, and 1μm diamond suspensions. The 

measurements of the laser penetration depth in the samples were performed using the following 

experimental set up of the Renishaw Raman spectrometer system: 100x objective lens were used 

to focus the laser beam of 50 or 100% available laser power during 15 to 60 secs exposure time. 

Spectra were acquired starting from the wedge tip, where the thickness of the sample was minimal, 

along the central line of the sample. In the first 500μm from the wedge tip the spectra were acquired 

every 20μm. After 500μm, the step was changed to 50μm. After the spectra were collected, the 

samples were removed from the epoxy and the thickness versus distance from the wedge tip was 

measured using optical microscopy. It was determined that the thinnest section of the samples 

varied in the range of 20 μm from one side and increased to 1,500 μm on the other side. The 

normalized area of the Raman peaks were plotted as a function of sample thickness in order to 

determine the thickness of the wedge sample where the intensity of the Raman peak reached the 

maximum value, as this is an indication of the laser penetration depth of that material. In our 

experiments, the thinnest portion of the sample at the wedge tip was ~20μm and for the 
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spectrometer set up no difference in the intensity of the collected Raman peak as a function of 

sample’s thickness was observed. Thus, it was concluded that the laser penetration depth was less 

than 20μm and could not be explicitly determined.  

 

Figure 72: Wedge sample schematic (A), anticipated penetration depth (B), optical micrographs of 

produced wedge samples for ZrB2-17vol%SiC (C), ZrB2-32vol%SiC (D), and ZrB2-45vol%SiC (E) 
ceramic composites 2.3.3: Piezo-Spectroscopy Coefficient Determination Procedure and Collection 

of the Distribution of Thermal Residual Stresses 
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The internal/thermal residual stresses in the material will be determined from Raman 

piezospectroscopy data using the linear expression below [201, 209, 210]: 

 ∆𝑣 = 𝛱 < 𝜎 > (76) 

where ∆𝑣 is the difference in Raman active peak positions of the stressed material and the stress-

free material, Π is the average piezospectroscopic coefficient for the material, and <σ> is the mean 

or average internal stress in the material. A predetermined stress was applied using the in-situ 3-

point bending device and the corresponding shift, Δv, of the Raman peak was measured. Then, the 

average piezospectroscopic coefficient was calculated using Eqn (77): 

 𝛱 = 3𝜕(∆𝑣)𝜕𝜎  (77) 

where the derivative 
𝜕(∆𝑣)𝜕𝜎  is the slope of the change in Raman peak position as a function of applied 

stress. As the data collected from the surface under uniaxial tension was used for the calculation 

of piezospectroscopic coefficients, a factor 3 was added to the Eqn. (77), as typically the 

piezospectroscopic coefficient is calculated for hydrostatic stress state.  

The average piezospectroscopic coefficients were determined from calibration 

measurements made separately for pure SiC, ZrB2-17, 32, and 45 vol% SiC ceramic composites  

using 5X and 50X objective lenses on the optical microscope. The first set of measurements, 

labelled 5X, were collected using a Leica 5X lens, with a 15mm working distance and a laser spot 

diameter of ~20μm .The Raman spectra were collected using static scan setting, 50% laser power, 

and 50 second exposure time. To find the piezospectroscopic coefficient a 3-point bending device 

was used to apply loads to the specimens, as described by Fist [254]. The measurements were 
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made by keeping the selected spot constant throughout the entire loading of the sample. Stresses 

were applied between 0-300MPa at 50MPa intervals, with collection of Raman spectra at each 

step. To gather statistically representative results, 10 separate loadings were conducted, and then 

for each stress the average peak position was determined. The second set of measurements, labelled 

50X, were collected using a Leica 50x lens, with a 13mm working distance and laser spot diameter 

of ~2μm. The Raman spectra were collected using a static scan setting, 50% laser power, and 50 

second exposure time. The same 3-point bending device was used to apply a load to the sample. 

The applied stresses were 0-300MPa with a 100MPa step size. For each applied stress 100 different 

random spots were selected to collect the Raman spectra from.  

2.4: Raman Spectra Collection, Raman Map Collection and the 2D Mapping of Thermal 

Residual Stress of ZrB2-SiC Ceramic Composites 

 This section will cover how the Raman spectra, Raman 2D maps and the 2D maps of 

thermal residual stresses of SiC in ZrB2-SiC were produced for this research. 

2.4.1: Collection of Raman Spectra and the Optimization of Parameters for Collecting 2D 

Raman Maps of ZrB2-SiC 

The Renishaw in-Via micro-Raman Spectrometer system was used to study the vibrational 

spectra of the ZrB2-17vol%SiC ceramic composites. The Raman microscope system comprises of 

a laser (532 nm Silicon laser) to excite the sample, a single spectrograph fitted with an edge filter, 

and an optical microscope (a Leica microscope with a motorized XYZ mapping stage) rigidly 

mounted and optically coupled to the spectrograph [255] (Figure 73).  
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Figure 73: Raman Spectrometer (A), Schematic of spectrometer with the laser power labelled 

throughout (B) 

The maximum generated power by the laser is 100mW. The laser power at different 

intensities of the laser were measured both after the first mirror (location 1 in Figure 73) and at the 

exit of the objective lens of the microscope (location 2 in Figure 73) is shown in Table 11. 100% 

laser power was used for all measurements in this paper.  
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Table 11: Laser power through spectrometer 

Laser 
Intensity (%) 

Laser Power after  
First Beamsteer (mW)* 

5x Sample  
Laser Power  (mW)** 

100 57 13.2 
50 28.5 7.09 
10 5.83 1.24 
5 2.86 0.59 
1 0.519 0.1 
0.5 0.261 0.05 
0.1 0.0535 0.01 

*Taken at spot #1 as shown in the schematic of spectrometer (Figure 73) 
**Taken at spot #2 as shown in the schematic of spectrometer (Figure 73) 

The average collection time for a single spectrum varied from 30 to 84 s per point. The 

incident and scattered beams were focused with a microscope having a 100x objective lens, which 

allowed keeping a laser spot as low as 1–2μm (Figure 80C). All measurements were performed at 

room temperature. Before the ZrB2-17vol%SiC measurements, the spectrometer was calibrated 

with a Si standard calibration source was used at the Si band position of 520.3 cm-1. This system 

offers many advantages, such as (i) automated Raman mapping collection option by using an 

automated XYZ stage linked to WIRE, Renishaw’s software, (ii) laser auto focusing feature, (iii) 

WIRE software’s ability to conduct analysis directly within the software through curve fitting and 

its ability to remove irregularity or errors due to cosmic rays in the collected spectra; (iv) the 

stage’s high resolution of 100 nm in X, Y, and Z directions, (v) as well as the ability of the system 

to edit the parameters of the spectrum collected using the WIRE software. The software allows the 

user to change the following parameters of spectra collected: (a) laser intensity (power), by 

increasing/decreasing the percentage of laser power which the sample experiences during spectrum 

collection; (b) Raman shift range that is used for the spectra collection, i.e. 100-2000cm-1, 50-

4000cm-1, or other; (c) sample exposure time for how long the sample is exposed to the laser for 
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spectrum collection. Besides these three parameters used for setting up the experiment, other 

important parameters which need to be used are: (d) the time required for the collection of a single 

spectrum; (e) the total time required for the collection of a whole map; (f) as well as resolution 

steps. The time for a single spectral collection varies from 30 to 74 s. Two-dimensional (2D) map 

can be produced by setting up the area on the sample surface where the spectra are to be collected. 

The total collection time of the whole maps varied from 1.18 to 16.41 hours in the current 

experiments. The resolution set up for the mapping experiment was varied from 1µm step size for 

the lowest resolution step to 0.5µm resolution step; while the Renishaw system allowed up to 0.1 

µm resolution step, this however would tremendously increase the collection time as well as cause 

the overlap of many collected spectra as the laser spot size was higher than 1 µm.  

Well-polished surface of ZrB2-17vol%SiC was produced by mechanical polishing using 

diamond paste with 30, 9, 6, 3, and 1 µm sizes of the diamond particles. Since the 100x objective 

lens was used for the area mapping experiments it was possible to keep the spot size of the laser 

as small as 1.5 µm in the experiments. During the experiments, the system was set up to take 

spectra from all points in the area of interest on the surface of ZrB2-17vol%SiC composite material. 

Two different types of scans were used for spectra collection during the 2D mapping experiment. 

One was a static scan which allowed to center the collection of spectrum at 900cm-1 Raman shift 

with ±420-442 range collected, thus limiting the collected spectrum to 456-1320 cm-1 range of the 

wavenumbers. Another type of the collected spectrum was a so-called “extended scan”, which 

allows the user to establish the required spectral range of interest to be mapped. Autofocusing was 

used to collect the Raman spectra because it maintains a good focus on the sample surface during 

mapping experiments. To produce 2D maps and fir the collected data, Renishaw WIRE software 
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with a mixed Lorentizan and Gaussian peak fitting function was used. The fitting procedure 

allowed for precise determination of four peaks’ parameters, such as peak intensity, peak position, 

peak with or full width at half maximum (FWHM), as well as to calculate the area below the peak. 

In the current paper only peak intensity maps were used for analysis of the results to establish the 

best practices for creation of Raman maps. 

2.4.2: Collection of 2D Raman Maps of ZrB2-SiC Ceramic Composites 

A Renishaw in-Via micro-Raman spectrometer system was used to study the vibrational 

spectra of the SiC, ZrB2-SiC (17, 32, and 45vol%) ceramic composites. The Raman microscope 

system comprises of a laser (532 nm silicon laser) to excite the sample, a single spectrograph fitted 

with an edge filter, and an optical microscope (a Leica microscope with a motorized XYZ mapping 

stage) rigidly mounted and optically coupled to the spectrograph [255].  The maximum generated 

power by the laser is 100mW, and 100% laser power was used for all measurements [256]. The 

average collection time for a single spectrum was 20s per point. The incident and scattered beams 

were focused with a microscope having a 100x objective lens, which produced a laser spot 

diameter as low as 1–2μm [256]. All measurements were performed at room temperature. Before 

the measurements, the spectrometer was calibrated with a Si standard calibration source and using 

the Si band position at 520.3 cm-1. The stage has high resolution positioning of 100 nm in X, Y, 

and Z directions.  

  Well-polished surfaces of SiC, ZrB2-SiC (17, 32, and 45vol%) were produced using 

diamond paste with 30, 9, 6, 3, and 1 µm size diamond particles. During the experiments, the 

system was set up to record spectra from all points in the area of interest on the surface of SiC, 
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ZrB2-SiC (17, 32, and 45vol%) composite materials. Autofocusing was used to collect the Raman 

spectra. To produce 2D maps and collect data, the Renishaw WIRE software with a mixed 

Lorentizan and Gaussian peak fitting function was used. The fitting procedure allowed for precise 

determination of four peak parameters, peak intensity, peak position, peak with or full width at 

half maximum (FWHM), and the area below the peak. Within the defined area, 900 points were 

taken, with a resolution step size of 0.7μm, taking a total of ~12 hours for data collection. Since 

the laser sport size is on the order of 1-2μm and map resolution (distance between centers of laser 

spots) is 0.7μm, there is a small overlapping of probe volume for neighboring measurement 

positions. To create maps of peak position, peak width, and peak intensity, the 6H-SiC Frequency 

Longitudinal Optic (FLO) 965cm-1 peak was used for curve fitting. In order to create an accurate 

peak position map to show only the SiC phase, a filtering method was used based on peak position, 

peak width and peak intensity as well as a filter using a combination of all three. This filtering 

method will be described in detail in the results section of this dissertation. 

2.5: Determining the Mechanical Properties of the Produced ZrB2-SiC Ceramic 

Composites 

The Young’s, bulk, and shear moduli along with the Poisson’s ratio of the materials were 

measured at room temperature using a Resonant Ultrasound Spectroscopy (RUS). Which is a 

highly accurate method for determining the elastic properties from the resonant spectra of a sample 

of known mass, geometry, and dimensions [203, 257, 258]. The composite pellets of 20 mm in 

diameter and 2-3 mm thick were placed on 3 transducers of which one of them was sending out an 

ultrasonic waves at sweeping frequency and the other two transducers recorded the natural 



 

129 

 

frequencies at which the sample was vibrating. For determining the elastic moduli of the examined 

materials from resonant spectra, it was assumed that the composite pellets were isotropic, and thus, 

only two elastic constants, i.e., C11 and C44 are required. From the known sample dimensions, 

density, and a set of “guessed” elastic constants C11, and C44, the first 40 resonant frequencies were 

calculated for each sample. A multidimensional software Quasar RuSpec (Magnaflux Quasar 

Systems, Albuquerque, NM) that iteratively minimizes error between the measured and calculated 

resonant frequencies by changing the initially “guessed” elastic constants, was used to determine 

elastic constants for the set of measured resonant frequencies of the sample.  The elastic constants 

C11 and C44 were further used to calculate Young’s, shear and bulk moduli and Poisson’s ratio of 

the composite samples. It is worth noting here that the fitting error, i.e. the root-mean-square 

(RMS) error between the measured and calculated resonant frequencies, never exceeded 0.3% for 

all of the tested samples.  

Bars with dimensions of 2x2.5x25mm were machined out of the SPS samples by 

Prematech Advanced Ceramics, MA. Flexure strength was measured using a four-point test 

technique in accordance with the EN843-1 standard. Five samples were used for room temperature 

testing for each composition. The crosshead speed was set to 0.5mm/min.  

Fracture toughness was measured using the Single Edge V Notch Beam (SEVNB) 

technique in accordance with the CEN/TS 14425-5 standard. A single notch was made on the 2 

mm side of the 2x2.5x25mm bar as near to the center as possible with a depth between 20 to 40 % 

of the total depth of the bar, since it was shown that within this range the depth of the notch has 

no influence on the measured K1c values [259]. A diamond saw was used to make the initial 0.5 
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mm depth notch, after that the final 1 to 1.5 mm depth notch with ~ 45μm tip radius was produced 

by manually cutting using the razor blade with 15 and then 3 μm diamond paste deposited. Five 

samples were tested at room temperature with the crosshead speed of 0.5mm/min. 

2.6: Processing and Preparing the ZrB2-IrB2-SiC Ceramic Composites 

 This section of the dissertation will cover the how the ZrB2-IrB2-SiC ceramic composite 

powders were produced. 

2.6.1: Synthesis of IrB2 Powders 

 The IrB2 powders were produced using a synthesized using mechanochemical synthesis. A 

high energy ball mill was utilized to do the mechanochemical synthesis. The ball mill used was 

the Spex 8000 miller/mixer shown below as Figure 74A. The Ir powders (Precious Metal Purchase, 

99.9% pure) and B powders (Alfa Aesar, 99% pure, -325 mesh, amorphous and crystalline) were 

loaded into an Ar filled glovebox. Then powders were then loaded into a WC vial with two WC 

milling balls under the Ar atmosphere. The vial already have Ir and B powders on the wall from 

previous milling experiments. This reduced contamination of WC in the powders after milling. 

The WC vial is used is shown below as Figure 74B. The ratio of Ir:B powders loaded into the vail 

were 1:3, with the total powder weight being 12g. Once loaded into the vial the powders were then 

seal into the vial using a rubber gasket and Teflon tape to prevent leaks around the threads of the 

lid. Once the lid was tighten down electrical tape was then used to make sure the lid is sealed and 

stayed on. The vial was then loaded into the high energy ball mill and was milled for 30 hours. 

During the milling process the mill was on for 30 minutes and then rested for 30 minutes. This 

cycle of on and off was continued until 30 hours of total milling time was reached. This on/off 



 

131 

 

cycling was done to extend the life of the mill and to prevent the temperature of the mill and the 

vial from getting to hot during the milling process.  

 

Figure 74: Spex 8000 Mixer/Mill (A) and WC vial set (B): pictures taken by Zhilin Xie 

After the 30 hours of milling the powder was then removed from the vial by again using a glovebox 

with Ar atmosphere to prevent an oxidation of the powders as the diameter of the powders is very 

fine. The powders were then loaded into a bag to be seal and used for later. This process was 

developed by Zhilin Xie and is also described in [27, 28]. An in depth analysis of the phases present 

in the powder after this process is shown by Zhilin Xie in [27, 28]. 
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2.6.2: Preparing the ZrB2-IrB2-SiC Powder 

 The ZrB2-2.1vol%IrB2-32vol%SiC composite were prepared in three batches by weighting 

the ZrB2 powder (H.C. Starck-ZrB2 Grade B), the SiC powder (H.C. Starck- Alpha -SiC Grade 

UF-10), and the IrB2 powder, synthesized as described in the previous section in a certain 

proportion. The combined powders were then grinding together in a plastic bottle, using ZrO2-

Y2O3 balls and acetone as a milling media. After 48 hours of milling, the batches were dried and 

sieved to break up the agglomerates. The sieved powders were loaded in a graphite die, using 

graphite foil as an intermediate layer between the die and powder and then sintered using SPS. The 

parameters used to sinter the samples will be described in the results section of this work.  

2.6.3: XRD and XRD Refinement of ZrB2-IrB2-SiC 

 A Rigaku MiniFlex6000 was used to collect the XRD pattern from the ZrB2-2.1vol%IrB2-

20vol%SiC samples, shown below as Figure 75.  

 

Figure 75: Rigaku MiniFlex6000 XRD machine 
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Before the XRD of the samples were taken the samples were grinded to remove the graphite foil 

off the sample using 125, 75, 45, and 30μm diamond discs. The XRD was taken from the bulk of 

the produced ZrB2-2.1vol%IrB2-32vol%SiC ceramic composites samples. Two samples were 

chosen to take the XRD patterns from. They were the samples at 1950°C due to the sampling 

losing mass during the sintering process and the 1500°C with 5 minutes dwell time. The XRD 

patterns of the two samples were collect of the following range of 2θ angles, 15°-145° and each 

pattern took a total of 45 minutes to collect. The samples were then refined using the HighScore 

software by PANalytical. The following phases were assumed to be present for the refinement 

process: IrB1.1, ZrB2, 6H-SiC, IrB1.35, and ReB2-tyoe IrB2 phases.  
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CHAPTER 3: RESULTS 

 This section of the dissertation discusses and presents the results of the research conducted.  

3.1: Sintering and Microstructure of ZrB2-SiC Ceramic Composites Samples by SPS 

 This section will cover the sintering and the microstructure of the samples produced by 

SPS. 

3.1.1: Sintering of ZrB2-SiC Ceramic Composites Samples by SPS 

The shrinkage of the ZrB2-SiC ceramics during spark plasma sintering is shown in Figure 

76. Both the pressure profile and temperature profiles, along with the shrinkage of the sample, are 

shown as a function of sintering time. The  sample was heated from 400°C to the sintering 

temperature of 1950°C in 15 min, then dwelled at 1950°C for 15 min, and then cooled down back 

to 400°C in 15 min. A pressure of 50MPa was applied during the heating, when the temperature 

was at 1000°C, held constant for the remainder of the run until the temperature during cooling 

reached 1000°C, then the pressure was gradually removed. 



 

135 

 

 

Figure 76: The pressure, temperature, and shrinkage plots showing the sintering parameters of 

three ZrB2-17, 32, and 45vol%SiC ceramic composites by SPS 

The highest shrinakge rate was at 1500°C. All three ZrB2-17, 32, and 45 vol% SiC composites 

showed the same shrinkage behavior. The two plots for ZrB2-32 and 45 vol% SiC compositions 

were completely coincided and can not be distinguished from Figure 76, but the ZrB2-17vol% SiC 

showed slight different behavior. The difference might be due to different weight of powder placed 

in the graphite die for sintering.  
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3.1.2: Microstructure of ZrB2-SiC Ceramic Composites Samples by SPS 

The properties of SiC and ZrB2-SiC (17, 32, and 45vol%) ceramics after sintering are 

presented in Table 12. The pure SiC ceramics has 32.2±4.0% porosity, while the three ZrB2-SiC 

composites were more dense.  

Table 12: Density, porosity, and grain size of the SiC and ZrB2-SiC ceramics 

Composition 
Density 
(g/cm3) 

Porosity 
(%) 

SiC Grain 
Size (μm) 

SiC 2.18±0.13 32.19±3.9 - 
ZrB2-

17vol%SiC 
5.39±0.01 3.63±0.1 1.48±1.0 

ZrB2-
32vol%SiC 

4.96±0.03 3.93±0.5 1.83±1.4 

ZrB2-
45vol%SiC 

4.67±0.04 2.78±0.8 2.12±1.48 

The representative microstructure along with Frequency Transverse Optic (FTO) and FLO 

Raman peaks of SiC for all four ceramics are shown in Figure 77. The pores are clearly visible in 

pure SiC ceramics (Figure 77A) an increasing number of SiC grains in the ZrB2 composites, 

apparent as the darker phase in optical microscope images. There was no significant difference in 

Raman spectra of SiC for all four compositions, but it was found that not only were the FTO 

(789cm-1) and FLO (965cm-1) peaks  present, but also two small peaks (767cm-1, and 797cm-1) 

around the FTO  peak appeared, indicating the presences of the hexagonal 6H polytype of SiC 

phase in all four compositions [190] (Figure 77A-D).  
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Figure 77: SEM micrographs and Raman Spectra (100% laser power, 20s exposure, and 100-
1050cm-1 Raman Shift Range): (A) SiC ; (B) ZrB2-17 vol%SiC; (C) ZrB2-32 vol%SiC; (D) ZrB2-45 

vol%SiC. 

The microstructure of three ZrB2-SiC ceramic composites is shown in Figure 78. The SiC 

grains are homogeneously distributed in the ZrB2. The sintered ceramic composites have a porosity 
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of less than 4% [260]. The measured grain sizes of the SiC are ~1.48±1.0μm, 1.83±1.4μm, and 

2.12±1.48μm for ZrB2-17vol%SiC, ZrB2-32vol%SiC, and ZrB2-45vol%SiC ceramic composites 

respectively [260]. While the size of ZrB2 grains is about 5-7μm for ZrB2-17vol%SiC ceramics ( 

Figure 78A). The ZrB2 grain size decreased to 2-3μm for the ZrB2-32vol%SiC and for ZrB2-

45vol%SiC composites.  

 

Figure 78: SEM backscattered micrographs of ZrB2-17vol%SiC (A), ZrB2-32vol%SiC (B), and 

ZrB2-45vol%SiC (C) ceramic composites, respectively. Dark grains belong to SiC phase, and the 
light grains belong to ZrB2 matrix phase 
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3.2: Calibration of Piezo-Spectroscopy Coefficient via 3-Point Bending 

In order to calculate the piezospectroscopic coefficients for both pure SiC and for ZrB2-17, 

32, and 45vol%SiC ceramic composites the measurements of the FLO 6H-SiC peak position as a 

function of applied uniaxial stress were performed using an in-situ 3-point bending device as 

shown in Figure 79.  

 

Figure 79: 6H-SiC FLO peak position as a function of applied stress for pure SiC and ZrB2-17, 32, 
and 45vol%SiC ceramic composites 
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The peak shifts to lower wavenumbers as the applied stress increases to 300 MPa, 

indicating the presence of tensile stresses in the SiC grains on the surface of the samples. While 

the position of the FLO SiC peak is a function of the ceramic compositions, the calculated slope 

for all four materials are similar. The slopes of the four plots are equal to the derivative 𝜕(∆𝑣)𝜕𝜎 , where ∆𝑣 = 𝑣 − 𝑣0, where 𝑣0 is the peak position for zero applied stress and 𝑣 is the peak position for 

applied stress. The piezospectroscopic coefficients measured using the four different ceramic 

compositions are presented in Table 13. 

  Table 13: Piezospectroscopy coefficients Π of SiC phase measured in pure SiC and three 
ZrB2-SiC ceramic composites 

# Composition Π, (GPa-1*cm-1) 

1 Pure SiC -5.94±3.3 
2 ZrB2-17vol%SiC -5.7±3.0 
3 ZrB2-32vol%SiC -6.39±3.5 
4 ZrB2-45vol%SiC -6.06±3.1 

 

3.3: Raman Line and 2D mapping of Thermal Residual Stress of ZrB2-SiC Ceramic 

Composites 

 This section will cover the results of the Raman maps in terms of what the optimized 

collection parameters are. The filtering method used to eliminate the ZrB2 data point from the maps 

to obtain only the SiC data point. Then the maps obtained using the filtering method described and 

finally the thermal residual stress maps created based on the collected maps and the obtain 

piezospectroscopic coefficient from the previous section.  
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3.3.1: Optimization of Parameters for Collecting 2D Raman Maps of ZrB2-SiC 

The scanning electron microscope (SEM) micrographs of ZrB2-17vol%SiC ceramic 

composites are shown in Figure 80C. As one can see from Figure 80C the distribution of SiC 

strengthening phase in ZrB2 matrix is rather homogeneous and the grain size of SiC is 1.48±0.98 

µm. The typical spectra collected from three locations are marked as #1, and #2 on the optical 

micrograph, and the corresponding 2D Raman Map (Figure 80A and B) is shown in Figure 80D, 

and E. The spectrum taken from spot #1 corresponds to the 6H-polytype SiC phase and the 

spectrum taken from spot #2 corresponds to the spectrum of ZrB2 phase (Figure 80E). Thus, the 

micro-Raman spectroscopy helps to identify the presence of different polytypes of SiC phase with 

great precision in microscopic locations. It is also interesting to notice, that while in many existing 

publications [180, 181] it was stated that the ZrB2 is not Raman active, in all of our experiments 

two peaks at 791cm-1 and 1150cm-1 always appeared during the measurements affecting the results 

of the fitting and map’s creation. Thus, we report them here. Those two peaks are very weak but 

they always appear when ZrB2 surface, whether ZrB2-SiC composite or pure ZrB2 ceramic is used 

for spectra collection. As we have an overlapping effect of the weak 791cm-1 peak of ZrB2 (Figure 

80E) and strong 791cm-1 Frequency Transverse Optic (FTO) SiC peak.  
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Figure 80: (A) Optical image of mapping area, (B) 791cm-1 peak intensity map, (C) SEM 
backscattered image of ZrB2-17vol %SiC, the insert shows a laser spot size taken using 100x 

objective lens, (D) Typical Raman spectra for SiC phase, (E) Typical Raman spectra for ZrB2 
phase  

 To find the best mapping parameters to optimize the mapping procedure, the first 

experiment was performed to verify how the resolution of point collection would affect the map 

quality. Figure 81 shows the examples of three maps of peak intensity and peak width of 791cm-1 

SiC peak collected from 10x10μm representative area of ZrB2-17vol%SiC ceramic composite. 



 

143 

 

Both 1μm, 0.7μm, and 0.5μm steps were used for these collections, and as one can see all three 

peak intensity maps reflected rather correctly the location of SiC grains, which are clearly visible 

on the corresponding optical micrographs. The 1μm resolution step gave the least precise quality 

of the map, as each step in the map represented 1x1μm2 area of the surface, thus it is only 10 areas 

are shown per line. The quality of the peak intensity map improves as the resolution is increased 

therefore maps at 0.7μm and especially at 0.5μm resolution steps are more detailed and precise. 

Thus for peak intensity maps both of the three resolution steps provide sufficient quality of the 

data. However, as one can see from Figure 81, the peak width maps show different results. For 

1μm step size of mapping, too many data points show very low FWHM values, 9.1%, thus a very 

high percentage of the data was not valid.  
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Figure 81: Raman maps of ZrB2-17vol%SiC with different step sizes: (A-C) optical micrograph 
corresponding to the maps in the same row, 791 cm-1 peak intensity maps are shown with step sizes 

of 1 μm (D), 0.7 μm (E), 0.5 μm (F), and 791cm-1 peak width maps are shown with step sizes of 1 μm 
(G), 0.7 μm (H), 0.5 μm (I) 

When 0.7μm step size was used for the data collection, the percentage of the invalid or 

questionable data points decreased to 4%, thus improving the quality of the peak width map. When 

the step size decreased to 0.5μm, only 6 points out of 441 (1.4%) total data points provided wrong 

results. Thus 0.5μm step size resolution is the best from the point of view of the quality of the data, 

however the time required to collect spectra is significantly longer when 0.5μm step size resolution 

is used (Table 14) in which case to collect 10x10μm area map a total of 4.3 hours and 441 data 

points are necessary. 
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Table 14: Investigation of step size on Raman mapping parameters used 

Step 
Size(μm) 

Scan 
Type 

Exposure  
Time(sec) 

Raman Shift 
Range(cm-1) 

Number of  
Spectra Collected 

Total 
Experiment  

Time 

0.5 Static 30 456-1320 441 15494s (4.3hrs.) 

0.7 Static 30 456-1320 225 7903s (2.2 hrs.) 

1 Static 30 456-1320 121 4246s (1.18hrs.) 

 

 Another point of interest for collecting good quality maps was collection time. While some 

of the ceramic compounds such as LaCoO3 or La0.8Ca0.2CoO3 perovskites are weakly Raman active 

and require a longer collection time of 300 seconds or longer [228], other ceramics and 

semiconductors, such as Si are very Raman active and therefore require very short collection time 

such as 1 second. SiC ceramic Raman activity is relatively good and one can collect a Raman 

spectrum with sufficient intensities of the peaks within 30-60 seconds per collection step.  Yet it 

was interesting to compare the quality of the maps if one used different collection times to see if 

the maps are different, and if increasing collection time would improve the quality of the map. 

Figure 82 shows the peak intensity and Full Width at Half Maximum maps collected for 30 and 

60 seconds collection time at 0.7μm resolution steps. As one can see from Figure 82, the quality 

of both maps are identical both for 30 and 60 seconds, therefore the shorter collection time would 

be more preferable, as the collection time of the 10x10μm area increased from 2.2 hours to 4.07 

hours when the collection time for a single spectrum increased from 30 to 60 seconds. 
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Figure 82: Raman maps of ZrB2-17vol%SiC created using static scan and 0.7μm resolution step 
size with different scan exposure times : (A,B) optical micrograph corresponding to the maps in the 

same row, 791cm-1 peak intensity maps for 30 sec (C) and 60sec (D), and 791cm-1 peak width maps 
for 30 sec (E) and 60 sec (F) 

 Another option of interest for different mapping parameters is given by the Renishaw 

software, the acquisition of the spectra might be done either in static or extended modes. With 

static mode one needs to center at the wavenumber of interest, and, then, the software will define 

the whole range, usually within ±400cm-1 Raman shift. This option is very often more preferable 

as it allows for faster collection times. With the extended mode one determines the whole range of 

the spectrum collection, thus it is possible to collect much longer ranges of the spectrum, which is 

impossible with the static mode. Figure 83 and Table 15 shows the comparison between maps 

collected using static and extended collection modes taken both at 30 sec and 60 sec collection 

times.  

 



 

147 

 

Table 15: Investigation of scanning parameters on Raman mapping for 0.5, 0.7, and 1μm resolution 

Step 
Size(μm) 

Scan 
Type 

Exposure  
Time(sec) 

Raman Shift 
Range(cm-1) 

Number of  
Spectra 

Collected 
Total Experiment  

Time 
0.5 Static 30 456-1320 441 16500s (4.58hrs.) 
0.5 Static 60 456-1320 441 28742s (7.98hrs.) 
0.5 Extended 30 750-1050 441 20309s (5.64hrs.) 
0.5 Extended 60 750-1050 441 28742s (7.98 hrs.) 
0.7 Static 30 456-1320 225 7903s (2.2 hrs.) 
0.7 Static 60 456-1320 225 14650s (4.07hrs.) 
0.7 Extended 30 750-1050 225 18556s (5.15hrs.) 
0.7 Extended 60 750-1050 225 21984s (6.12hrs.) 
1 Static 30 456-1320 121 4264s (1.18hrs.) 
1 Static 60 456-1320 121 7893s (2.19hrs.) 
1 Extended 30 750-1050 121 5588s (1.55hrs.) 
1 Extended 60 750-1050 121 9875s (2.74 hrs.) 

 

As one can see there is almost no difference in quality of the maps, as both modes provide adequate 

and necessary information about the peak parameters, such as peak intensity of the SiC phase. For 

the maps created using 60 sec collection times the intensity of the peaks were higher in comparison 

with maps created using 30 sec collection times, thus the maps look much brighter. However, with 

60 s spectral collection time requires longer overall collection times, thus it is clear that 30 s 

spectral collection time and static scan would be sufficient to create high-quality maps in the ZrB2-

SiC system. 
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Figure 83: Raman maps of ZrB2-17vol%SiC created using different scanning parameters as shown 

in the first column with a resolution step size of 0.5 μm: (A-D) optical micrograph corresponding to 
the maps in the same row, 791cm-1 peak intensity maps (E-H) 

 Then finally one wanted to verify if the system is robust and stable enough to allow 

collection of maps from a larger area, where longer period of time would be required for data 

acquisition. Therefore we chose 20 x 20μm area on the polished surface of ZrB2-17vol%SiC 

ceramics and collected maps using 0.7μm and 0.5μm steps size (Figure 84). As one can see, the 

resulting 2D maps correspond very well with the optical images of the composite, thus even when 
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longer periods of time (up to 16.41 hours) are required for collection (Table 16), the Renishaw 

spectrometer would allow data collection with a high quality.  

 

Figure 84: Comparison step size on the Raman maps of SiC FTO 791cm-1 Peak Intensity of ZrB2-

17vol%SiC: (A,B) Optical micrographs that’s correspond to the maps on the right in the same row, 
(C) 0.7μm resolution, (D) 0.5μm resolution 

Table 16: Investigation of resolution between spectra on Raman mapping for larger area 

Step 
Size(μm) 

Scan 
Type 

Exposure  
Time(sec) 

Raman Shift 
Range(cm^-1) 

Number of  
Spectra Collected 

Total Experiment  
Time 

0.5 Static 30 456-1320 1681 
59059s 

(16.41hrs.) 
0.7 Static 30 456-1320 900 31603s (8.78hrs.) 
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3.3.2: Raman Mapping Methodology of Selection of Proper Data Points (Band) Filtering 

2D Raman maps were generated on the polished surfaces of the composite ceramics based on 

the following procedure. The FLO SiC peak was used for generation of 2D Raman maps (Figure 

85A), where a 20x20μm2 area was used to collect 900 data points using the Wire Renishaw 

software (Figure 86B).  
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Figure 85: ZrB2-17vol%SiC distribution of peak position based on filtering 
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The choice of FLO SiC peak was made because of the most easy curve fitting procedure for 

this peak in comparison with other overlapping peaks of SiC phase. The collected data points were 

used to create intensity, Full Width at Half Maximum (FWHM), and peak position 2D maps. 

Before the three types of 2D maps were created for the four compositions, a procedure was 

established for the elimination of the non-representative data points collected during raw data 

collection, as the use of such data points resulted in a degradation of the quality of the maps. 

Therefore, the following procedure was developed to filter unwanted data points and improve the 

quality of the 2D maps that were used for the thermal residual stresses analysis in ZrB2-SiC 

ceramic composites. The procedure used for generation of such maps is described below. First all, 

as received data points were considered as valid and unfiltered 2D maps were created. An example 

of the distribution of the data points and a resulting 2D maps of FLO SiC peak position is shown 

in Figure 86H. This peak position map was created using all 900 data points, where the 

distribution/range of peak positions varied from 967cm-1 to 975cm-1. Upon analysis of the 

individual data points, it was determined that some of these spectra did not provide a good 

representation of FLO SiC peak on the basis of both its intensity, FWHM, and positions and they 

were filtered out of the data pool. The filtering was performed based on the criteria for the peak 

intensity (Figure 86C), Peak Width at Half Maximum (Figure 86D), peak position (Figure 86E) 

and also when all three parameters (peak intensity, FWHM, and a peak position) were combined 

together and used for filtering of data for 2D map creation. The first filtering was performed using 

the intensity of the FLO peak as an indicator. In such peak intensity filtering the following criteria 

was used: if the intensity of the SiC peak in all four ceramics compositions was below 500 arbitrary 

units (a.u.) (on a scale 20-10000 a.u. intensity range) then the corresponding data point was 
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removed from the data set without further consideration. After such filtering, the range of the FLO 

peak positions decreased to 968-973.5cm-1 (Figure 86C). The filtered data was used for the FLO 

peak position 2D maps (Figure 86I). The next filtering step was to eliminate unsuitable peaks from 

the pool of data based on their peaks being too broad. The need for such filtering arose because of 

the automatic curve fitting where the program created data points even for the cases where peaks 

were not clearly present, thus creating broad and low intensity peaks. Peaks with a 9-12 cm-1 

Raman Shift Peak Width at Half Maximum were accepted as peaks belonging to SiC, and those 

broader than 12 cm-1 were filtered out, leaving only 229 data points out of the total 900. The 

representative map of the peak position created using these 229 data points is shown in Fig. 2J. 

Similar filtering, based on the peak position of the FLO SiC peak was 968-971 cm-1. This 

procedure eliminated another 661 data points, thus leaving only 239 data points in the pool after 

peak position filtering. The last filtering, presented in Fig. 2F, was performed using a combination 

of peak intensity, Peak Width at Half Maximum, and peak position criteria, where 818 data points 

were eliminated, and those FLO SiC peaks that were used were found to be in the 968.5–971 cm-

1 Raman shift range. Based on the above filtering, a 2D map of the SiC peak position, using only 

these 82 data points was generated (Figure 86L). By comparing all 5 maps created using the 

different subsets of the data points, it was concluded that the 2D map (Figure 86L) created by using 

the last filtering procedure (Figure 86F), best represented the corresponding optical image. 

Therefore, the procedure was adopted to be used for all further 2-D maps presented in this paper.  

3.3.3: 2D Raman Maps: Peak Intensity, Peak Width, and Peak Position 

The optical micrographs of the pure SiC (Figure 86A), and ZrB2-SiC (17, 32, and 45vol%) (Figure 

86E, I, and M, respectively) are shown in Figure 86. The corresponding 2D map of the peak 
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intensity, peak width, and peak position of all four ceramics are shown below the corresponding 

optical images.  

 

Figure 86: Comparison of pure SiC, and ZrB2-SiC composites: SiC (A) optical image, (B) Peak 

Intensity map, (C) Peak Width map, (D) Peak Position map, ZrB2-17vol%SiC (E) optical image, (F) 
Peak Intensity map, (G) Peak Width map, (H) Peak Position map; ZrB2-32vol%SiC (I) optical 

Image, (J) Peak Intensity map, (K) Peak Width map (L) Peak Position map; ZrB2-45vol%SiC (M) 
optical Image, (N) Peak Intensity map, (O) Peak Width map, (P) Peak Position map 

All four 2D maps of the peak intensity of FLO SiC peak are presented using the same intensity 

scale, which is shown on the right side of the maps. The intensity of the FLO peak is the highest 

in the case of pure SiC and the lowest in the case of the ZrB2-17vol%SiC, while changing in the 
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composition from 17vol% to 32vol% to 45vol% of SiC content in ZrB2-SiC ceramic composite. 

The Peak Width at Half Maximum is also the broadest for pure SiC (11-12 cm-1), but decreased to 

a much lower values of 8-10 cm-1 when SiC grains are surrounded by a ZrB2 matrix in the ZrB2-

SiC composites. A similar trend can be seen for the 2D maps of the FLO peak position, which will 

be used for the calculation of the thermal residual stresses in the composite.  

3.3.4: Calculation of Thermal Residual Stresses in SiC Grains of ZrB2-SiC Ceramic 

Composites Based on Previously Published SiC Piezospectroscopy Coefficients 

The FLO peak position in pure SiC is shifted to a wavenumber of 966.01±0.6cm-1 and, as 

it is single phase SiC, we can assume it does not possess thermal residual stresses caused by the 

mismatch of the properties of two different phases. At the same time, the FLO position of SiC is 

shifted to the higher wavenumbers in the case of ZrB2-SiC ceramic composites. The average shift 

is > 3 Raman wavenumbers from 966.01cm-1 in pure SiC to higher than 969cm-1 in ZrB2-SiC 

ceramics. The data on peak position is presented in Table 17 and the graphical representation of 

these results is shown in Figure 87A (shown as the circles).  
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Table 17: Thermal Residual Stresses in SiC estimated from the shift in the FLO peak position of 
6H-SiC using both theoretically calculated and experimentally measured piezospectroscopic 

coefficients 

Composition 
Volume  
Percent 
SiC (%) 

Average 
SiC  

FLO Peak 
Position 
(cm-1) 

Δv 
(cm-1) 

Measured 
value  

based on 
[220] 
(MPa) 

Measured 
value  

based on 
[219] 
(MPa) 

Calculated 
value  

based on 
[199] 
(MPa) 

Calculated 
value based 

on [201] 
(MPa) 

SiC 100 966±0.6 0 0 0 0 0 
ZrB2-

17vol%SiC 17 
969.72±0.

8 
3.706±
0.004 

-866± 
238 

-937± 
263 -1495 -955 

ZrB2- 
32vol%SiC 32 

969.67±0.
8 

3.656±
0.004 

-854± 
231 

-925± 
255 -1233 -748 

ZrB2- 
45vol%SiC 45 

969.41±0.
7 

3.396±
0.003 

-794± 
225 

-859± 
249 -1002 -582 

 

Besides the experimental peak positions we also show calculated peak positions calculated using 

theoretical values of thermal residual stresses. Using the value of the thermal residual stresses in 

SiC grains for the three ZrB2-SiC (17, 32, and 45vol%) ceramic composites by Eqns. (53)-(55), 

the FLO SiC peak positions were back calculated using Eqns. (78) and (79) in order to compare 

the peak positions both experimentally measured and predicted by theory [201, 219, 220]. Using 

the FLO SiC peak positions of pure SiC 966.01±0.6cm-1 as the zero stress peak position, the peak 

position in the three ceramic composites were calculated and are shown in Figure 87A.  



 

157 

 

 

Figure 87: Comparison of Raman peak positon measured and calculated for different volume 

fractions of SiC (A) and thermal residual stresses of ZrB2-SiC ceramic composites calculated using 
experimental peak positions and the model [201] along with calculated thermal residual stress of 

ZrB2-30vol%SiC [181] (B), two piezospectroscopic coefficients were used [219, 220]. 

Along with the data obtained from 2D maps shown in Figure 86D, H, L, and P, which show a 

matching trend with similar results published in Ref. [261]. From the comparison of both 
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experimental and theoretical results, there is a rather good correspondence, and the values of 

piezospectoscopy coefficients are rather close to each other.  

Based on the Raman shift of measured 6H-SiC FLO peak position, the thermal residual 

stresses were calculated using piezospectroscopy coefficients measured in [219, 220]. One of the 

piezospectroscopy coefficients was presented by a quadratic equation as shown below in Eqn. (78) 

[219], and another one was measured to be equal to 4.28±0.22 cm-1GPa-1 [220]: 

 𝜔𝐿𝑂 = 970.1 + 3.83𝑃 − 0.013𝑃2 (78) 

where 𝜔𝐿𝑂 is the frequency of the FLO mode of SiC in the ZrB2-SiC composites 970.1cm-1 is the 

zero-stress frequency of the FLO mode, and P is the stress in GPa. Then the following procedure 

was used to estimate thermal residual stresses in three ZrB2-SiC ceramic composites, as described 

below. Eqn. (78) was modified in the way that the frequency of the FLO Raman mode of SiC at 

zero stress, presented in the equation as 970.1cm-1 was replaced by 966.01±0.6cm-1 as measured 

in our own experiments on pure SiC. Th is discrepancy between published value [219] and our 

own measurements can be attributed to the differences in the SiC materials used in these 

experiments, but also the use of two completely different spectrometers. That is why the observed 

difference in three wavenumbers are not really significant, however, we used experimentally 

measured values to perform more precise evaluations. Then the ΔωLO was calculated as the 

difference between peak position of FLO SiC peak for pure SiC and the three ZrB2-SiC ceramic 

composites, then Eqn. (78) was used to obtain the stress value. The results are presented in Figure 

87B (shown as the squares) and the numerical values of stresses are listed in the Table 17. 
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 To calculate the thermal residual stress using the piezospectroscopy coefficient from [220], 

a simplified approach was used and the thermal residual stress in pure SiC was assumed to be 

equal to zero, then the difference between FLO SiC peak positions of pure SiC 966.01±0.6cm-1 

and FLO SiC peak position of ZrB2-SiC (17, 32, and 45vol%) are given in Eqn. (79): 

 Ω𝐿𝑂 − Ω0𝐿𝑂 = 𝑋(4.28 ± 0.22)𝑐𝑚−1𝐺𝑃𝑎−1 (79) 

where ΩLO and Ωo
LO are the frequencies of the FLO mode with (ZrB2-SiC) and without (pure SiC) 

respectively, and X is the calculated stress in GPa. Then, the equation was solved for X and the 

calculated data are presented in Figure 87B (shown as the diamond) and the numerical values are 

given in Table 17. The values of thermal compressive residual stress in SiC grains were calculated 

to be equal to -793.56 to -865.97 MPa and -858.6 to -937.2 using two different piezospectroscopy 

coefficients as given in Refs.[219, 220] respectively, which showed rather close values. A similar 

value of the compressive residual stresses in SiC grains of ZrB2-30vol%SiC ceramic composites 

is reported, where the stress equal to 810 MPa was measured by using Raman spectroscopy [181] 

and shown graphically in Figure 87B. 

 For comparison, the values of estimated thermal residual stress in SiC grains using two 

different models [199, 201] and calculated using Eqn. (50) and Eqns. (53)-(55) are also presented 

in Table 17. The calculated stress given by Eqn. (50) [199] provides overestimated values in 

comparison with the numbers obtained using Raman spectroscopy. Such an overestimate might be 

based on the fact that in the model used for the calculation, the matrix phase (ZrB2) fully surrounds 

the spherical particle (SiC), but in reality, ZrB2-SiC ceramic composite, even in a 17vol% of SiC 

phase, SiC grains are in contact with each other (Figure 77B). It is possible to expect that as the 
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amount of SiC increases, the continuous contact between SiC grains are established (Figure 77C 

and D). Thus it is necessary to use the properties of the ZrB2-SiC composite as a matrix phase 

instead of using the properties of pure ZrB2. If such an approach is used, the value of  thermal 

residual compressive stresses decreases significantly from -1495; -1232; and -1002 MPa using 

properties of pure ZrB2 phase as a matrix [6] to -1216; -804; and -518 MPa where the properties 

of the ZrB2-17vol%, 32vol%, 45vol% SiC matrix phase were derived using the rules of mixture 

approach, respectively. The calculations using Eqns. (53)-(55) [201] give a better approximation, 

but it shows slightly overestimated value of stress for the composite with 17vol%SiC phase. 

However, when amount of SiC phase increases in the composite, the calculated values become 

underestimated (Table 17). This is graphically shown in Figure 87B as the solid black line. The 

thermal residual stresses calculated from measured peak position shift using two 

piezospectroscopy coefficients and theoretical thermal residual stresses calculated using model 

presented in [201] exhibit good correspondence. 

3.3.5: Determination of the Distribution of Thermal Residual Stresses and Resulting 2D 

Thermal Residual Stress Maps of ZrB2-SiC Ceramic Composites 

Once the piezospectroscopic coefficients are known, the average thermal residual stresses, 𝜎𝑟 in SiC grains of ceramic composites can easily be calculated by using the following:  

 𝜎𝑟 = ∆𝑣𝛱  (80) 

For comparison, the theoretical values of the average thermal residual stresses were calculated 

using Eqn.(81) [201], and the elastic properties of pure ZrB2  and pure SiC reported in [262]: 
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 𝜎𝑟 = −3𝑓𝑚𝐾∗(𝛼𝑚 − 𝛼𝑝)∆𝑇 (81) 

where 𝑓m is the volume fraction of matrix phase in the composite, 𝐾∗ is the effective bulk modulus 

defined in Eqn. (82), α is the CTE, ∆𝑇 is the temperature change between the sintering temperature 

and room temperature (∆𝑇=-1930ºC). The equation for the effective bulk modulus is expressed 

below: 

 𝐾∗ = 𝐾𝑚𝐾𝑝𝐾𝑝𝑓𝑝 + 𝐾𝑝𝑓𝑝𝑛𝑚 + 𝐾𝑝𝑛𝑚 + 𝐾𝑚𝑓𝑚𝑛𝑚 (82) 

where 𝐾∗ is the effective bulk modulus, K is the bulk modulus of the phases, and 𝑓m and 𝑓p are 

the volume fractions of the matrix and strengthening phases in the composite, respectively, 𝑛𝑚 is 

defined in Eqn. (83): 

 𝑛𝑚 = 2(1 − 2𝑣𝑚)1 + 𝑣𝑚  (83) 

where 𝑣𝑚 is the Poisson’s ratio of the matrix phase. For experimental values of average thermal 

residual stresses in ZrB2-17, 32, and 45vol%SiC the four different piezospectroscopic coefficients 

were used. The results of such calculations are shown in Table 18. The best fit between 

experimental results and theoretically calculated values exists for the case when the 

piezospectroscopic coefficient of the specific composition was used to determine the experimental 

value of thermal residual stresses. 

 

 



 

162 

 

Table 18: Calculated values of thermal residual stresses in SiC grains of three ZrB2-SiC ceramic 
composites using piezospectroscopic coefficients Π from Table 13 without external applied load 

Compositio
n 

Thermal Residual Stresses (MPa) 

Model 
[201]  

Using Π from Table 13 Π = #2,3,4 
Composition  
Dependent #1 SiC  

#2 ZrB2-
17vol%SiC 

#3 ZrB2-
32vol%SiC 

#4 ZrB2-
45vol%SiC 

ZrB2-
17vol%SiC 

956 859±310 895±323 798±288 842±304 895±323 

ZrB2-
32vol%SiC 

748 850±256 885±267 790±238 833±251 790±238 

ZrB2-
45vol%SiC 

582 751±219 783±228 698±204 736±215 736±215 

 

It means that 𝛱𝑍𝑟𝐵2−17𝑣𝑜𝑙%𝑆𝑖𝐶 coefficient was used to determine the experimental value of thermal 

residual stresses in ZrB2-17vol%SiC, 𝛱𝑍𝑟𝐵2−32𝑣𝑜𝑙%𝑆𝑖𝐶 was used for ZrB2-32vol%SiC, and  𝛱𝑍𝑟𝐵2−45𝑣𝑜𝑙%𝑆𝑖𝐶 was used for ZrB2-45vol%SiC. The corresponding experimental and theoretical 

values of thermal residual stresses along with their distribution are shown in Figure 88. For the 

determination of the statistical distribution of thermal residual stresses, the Raman spectra were 

collected from 100 randomly chosen single SiC grains. As the SiC grain size was on the average 

about 2μm, a laser spot of about 2μm (50X objective lens) used. The statistical distribution of the 

stresses is shown in Figure 88B, where the absolute values were taken to make the thermal residual 

stresses positive. The plots are presented as a normal distribution with the average values and 

standard deviations being equal to our experimental values (Figure 88A), with the absolute average 

values of the thermal residual stresses being the highest for ZrB2-17vol%SiC and the lowest one 

for ZrB2-45vol%SiC.  
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Figure 88: Comparison of average thermal residual stresses (A), and distribution of thermal 
residual stresses of ZrB2-17, 32, and 45vol%SiC at 0 MPa applied load (B) 

 Figure 89 shows 2D and line maps of the thermal residual stresses for selected areas at the 

surface of the ZrB2-SiC ceramic composites. The zero-stress 966cm-1
 FLO SiC peak position, 

measured positions of each point used in the map’s creations, and the piezospectroscopy 
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coefficients obtained in this work were all used to calculate the thermal residual stresses. As the 

volume percentage of SiC phase increases in the ZrB2-SiC composites the average values of the 

thermal residual stresses decreases. 

 

Figure 89: Optical micrographs of ZrB2-17vol%SiC (A), ZrB2-32vol%SiC (B), and ZrB2-

45vol%SiC (C), the 2D maps of thermal residual stress in ZrB2-17vol%SiC (D), ZrB2-32vol%SiC 
(E), and ZrB2-45vol%SiC (F), and line maps along X-Y line of 2D maps for ZrB2-17vol%SiC (G), 

ZrB2-32vol%SiC (H), and ZrB2-45vol%SiC (I) 
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3.4: Statistical Distribution of Thermal Residual Stress in SiC Grains Under Applied Load 

in ZrB2-SiC Ceramic Composites  

In addition to measurements of thermal residual stresses where no external load was 

applied, experiments were performed to determine if and how an applied stress affects the 

statistical distribution of thermal residual stresses in ZrB2-SiC composites. In order to be able to 

estimate the effect of external stress, the ZrB2-SiC ceramic composites were loaded to 200 MPa 

and further to 300 MPa using 3-point bending and, while under constant stress, Raman spectra 

were collected from 100 randomly chosen SiC grains. The stresses were calculated using 

corresponding piezospectroscopic coefficients for each of the three ZrB2-17, 32, and 45 vol% SiC 

composites. The calculated stresses from the shift of the Raman peak contains two stress 

components – one contribution from the thermal residual stresses and other from the applied 

external load. Therefore, to determine the distribution of thermal residual stresses both as a 

function of the composition of ceramic and as a function of applied stress, the corresponding values 

of applied stress were subtracted from the stress calculated by Raman piezospectroscopy. The 

corresponding distributions of thermal residual stresses both under no stress and under 200 MPa 

and 300 MPa applied stress for three ZrB2-SiC ceramic composites are shown in Figure 90 and 

Table 19, no noticeable difference can be found between the distributions of stresses in each 

composite at different applied stresses. Thus the conclusion can be made that there is no 

redistribution of thermal residual stresses under applied load, when the applied stress is up to 300 

MPa in tension.  
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Figure 90: Experimentally measured re-distribution of thermal residual stresses as a function of 
applied tensile stress for (A) ZrB2-17vol%SiC, (B) ZrB2-32vol%SiC, (C) ZrB2-45vol%SiC ceramic 

composites  
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Table 19: Calculated thermal residual stresses in SiC grains of three ZrB2-SiC ceramic composites 

as a function of applied bending stress 

Composition 
Thermal Residual Stress (MPa) 

σappl = 0MPa σappl = 200MPa σappl = 300MPa 

ZrB2-17vol%SiC 895±323 872±314 889±274 
ZrB2-32vol%SiC 790±238 763±260 865±251 
ZrB2-45vol%SiC 736±215 706±225 765±233 

 

3.5: Mechanical Properties of the Produced SPS ZrB2-SiC Ceramic Composites 

The elastic properties of ZrB2-17, 32, and 45vol%SiC ceramic composites, measured 

Resonant Ultrasonic Spectroscopy (RUS) are shown in Figure 91. The Young’s modulus decreases 

when the content of SiC phase is increased as shown in Figure 91A. This decrease is consistent 

with the rule of mixture as, for example, the Young’s Modulus of ZrB2 larger (520 GPa [262]) 

than that of the 6H-SiC phase (410 GPa [262]). At the same time, the Poission’s ratio increases as 

the SiC content is increased, as the increasing amount of the more compliant SiC phase in the 

particulate composite shown in Figure 91A. The bulk and shear moduli as a function of volume 

percent of SiC is shown in Figure 91B. It shows that as the volume percent of SiC increases, the 

bulk and shear moduli values decreases. The measured properties correspond well with the 

previously reported data on similar composites [58, 65, 73, 83, 98, 114, 263]. 
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Figure 91: Elastic properties: (A) Young’s modulus and Poisson’s ratio; (B) shear and bulk moduli 
of ZrB2-17, 32, and 45vol%SiC ceramic composites. 

The instantaneous strength and fracture toughness of ZrB2-SiC ceramic composites are 

shown in Figure 92. The 4-point bending strength values are shown in Figure 92A as a function of 

the composites’ composition. The strength of the ZrB2-17vol%SiC and ZrB2-32vol%SiC 

composites are equal to 585±88 MPa, and 552±59 MPa, respectively, whereas the ZrB2-
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45vol%SiC composite shows a significant improvement in strength, as the measured values are 

equal to 751±81 MPa. The fracture toughness of ZrB2-SiC ceramic composites is shown in Figure 

92B as a function of composition, and the measured values are equal to 2.54±0.29 MPa*m1/2, 

2.64±0.27 MPa*m1/2, and 2.90±0.34 MPa*m1/2 for ZrB2-17, 32, and 45vol%SiC respectively. 
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Figure 92: 4-point bending strength (A) and fracture toughness (B) of ZrB2-17, 32, and 45vol%SiC 
ceramic composites. ● – measured values, ○ – estimated values accounting the effect of the thermal 

residual stresses in SiC grains, the dotted lines are the upper and lower bounds of uncertainty for 
the calculated values of fracture strength and fracture toughness. 

Thus, a slight increase in fracture toughness is observed when the SiC phase content is 

increased. As ZrB2-SiC ceramic composites are brittle materials, the strength of ZrB2-SiC could 

be described by the following well known equation: 

 𝜎𝑠 = 𝐾1𝐶𝜓√𝑎 (84) 

where K1C is the fracture toughness of the material; ψ is the geometrical coefficient dependent on 

the shape of the critical defect when ψ=1.264 for the assumed to be semi- circular surface defect; 

and a is a radius of the surface critical defect that serves as the fracture origin during the failure 

event, The size of the critical defect a could be both evaluated using Eqn. (84), or it could be 

directly measured using the size of the fracture origin identified from the fracture surface by SEM. 

The calculated values were equal to 12 μm, 14 μm, and 9 μm using Eqn. (84), while measured 

values using fractography results (Figure 93) were equal to 9.62 μm, 11.44 μm, and 9.75 μm 

(Figure 93B, D, and F) for ZrB2-17, 32, and 45vol%SiC respectively, thus showing the excellent 

coincidence in both cases for the estimation of critical defect size in ZrB2-SiC ceramic composites. 
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Figure 93: Fractography of ZrB2-SiC ceramic composites. SEM micrographs of the while fracture 

surfaces with areas indicated for locations of possible fracture origins (A, C, E) and the 
micrographs of the fracture origins (B, D, F) of the ZrB2-17vol%SiC (A, B); ZrB2-32vol%SiC (C, 

D); ZrB2-45vol%SiC (E, F) tested in 4-point bending. 

It was established in [240, 249] that when a crack propagates in two phase composites, an increase 

or decrease in fracture toughness could be achieved depending on the values of thermal effective 

residual stresses acting in the material  [240, 249] . In our work we use the following Eqn:  
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 ∆𝐾1𝑐 = 2𝜎𝑒𝑓𝑓√(2(∆ − 𝑑)𝜋 ) (85) 

where ∆𝐾1𝑐 = 𝐾1𝐶 − 𝐾0 (𝐾0 is the fracture toughness of the hypothetical matrix material when no 

residual stress is present, and 𝐾1𝐶 is the fracture toughness of the particulate composite), 𝜎𝑒𝑓𝑓 is 

an effective residual compressive stress components in the ZrB2 matrix phase (while the average 

thermal residual stress state in the ZrB2 matrix is still tensile), ∆ is an average near-neighbor 

distance between SiC grains, and 𝑑 is the size of SiC grains. The average effective residual stress 𝜎𝑒𝑓𝑓 in the matrix could be expressed by the following equation:  

 𝜎𝑒𝑓𝑓 = 𝜎𝑟 (∆𝑑)−3
 (86) 

as the compressive component of residual stress in ZrB2 matrix phase decreases with the third 

power of the distance from the center of the grain [249]. Thus the Eqn. (85) can be rewritten as: 

 𝛥𝐾1𝑐 = 2𝜎𝑟 (∆𝑑)−3 √(2(∆ − 𝑑𝜋 ) (87) 

and than, the fracture toughness of ZrB2-SiC ceramic composites can be represented by: 

 𝐾1𝑐 = 𝐾𝑜 + 2𝜎𝑟 (∆𝑑)−3 √(2(∆ − 𝑑𝜋 ) (88) 

Using Eqn. (88), the fracture toughness of ZrB2-SiC ceramic composites can be evaluated and the 

calculated K1C values can be compared with experimentally measured values in order to validate 

the proposed model. As most of the parameters in Eqn. (88) can be determined experimentally and 
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unknown K0 can be found by fitting the data, the model can be used to evaluate the increase in 

fracture toughness of ZrB2-SiC ceramic composite due to presence of thermal residual stresses. 

Note that  𝜎𝑟, ∆, and 𝑑 are all known parameters in Eqn (88) as their values for all three ZrB2-SiC 

compositions were measured and K0 was determined by fitting the calculated values of fracture 

toughness to the fracture toughness measured experimentally. The least-squares method was used 

to obtain the best fit, where the sum of squared residuals was minimized, where the residual is the 

difference between the measured and calculated (Eqn. (88)) K1C values. The values of ∆, 𝑑, and 

K0 are listed in Table 20. The calculated K1C values obtained using Egn (88) are shown in Figure 

92B. As both  𝜎𝑟, ∆, and 𝑑 all have a statistical distribution of their values, as do the experimentally 

measured K1C values, it is important to perform an error propagation or uncertainty analysis to 

determine the uncertainty in the calculated K1C values. The standard deviation of calculated K1C 

value could be determined using the following expression [264]: 

 𝑆𝑡𝐷𝑒𝑣(𝐾1𝐶) = √[𝜕𝐾1𝐶𝜕𝜎𝑟 ∗ 𝑆𝑡𝐷𝑒𝑣(𝜎𝑟)]2 + [𝜕𝐾1𝐶𝜕∆ ∗ 𝑆𝑡𝐷𝑒𝑣(∆)]2 + [𝜕𝐾1𝐶𝜕𝑑 ∗ 𝑆𝑡𝐷𝑒𝑣(𝑑)]2 (89) 

where 
𝜕𝐾1𝐶𝜕𝜎𝑟 , 𝜕𝐾1𝐶𝜕∆ , and 

𝜕𝐾1𝐶𝜕𝑑  are the partial derivatives of K1C (88) with respect to 𝜎𝑟 , ∆, and 𝑑, 

respectively. By calculating the standard deviation of the variables in the parentheses of Egn (89), 

the uncertainty of the K1C values are shown in Figure 92B using the data for 𝜎𝑟 , ∆, 𝑑, and K0 from 

Table 20. There is an excellent match between the measured and calculated fracture toughness of 

ZrB2-SiC ceramic composites.  
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Table 20: The summary of the parameters used for the calculation of K1C (Eqn. (88)) 

Composition 
K1C

* 
(MPa*m1/2) 

d† (μm) Δ‡ (μm) Ko˟ 
(MPa*m1/2) 

ZrB2-
17vol%SiC 

2.54±0.29 1.48±1.0 5.36±2.85 

2.48 
ZrB2-

32vol%SiC 
2.64±0.27 1.83±1.4 3.93±1.64 

ZrB2-
45vol%SiC 

2.9±0.34 2.12±1.48 3.49±1.54 

* The K1C is an experimentally measured fracture toughness 
† d is an average size of SiC grains 
‡ Δ is an average distance between SiC grains in ZrB2-SiC ceramic composites 
˟ K0 is a fracture toughness of an hypothetical ZrB2 matrix material without residual stresses and 
σr values used in the K1C calculation are taken from Table 19 corresponding to the data when σappl= 
0 MPa. 
 

 The calculated fracture toughness, accounting for the presence of thermal residual stresses, 

showed an excellent correspondence with the experimentally measured results. These results were 

used to evaluate strength of the ZrB2-SiC ceramic composite using Eqn. (84) and estimate the 

surface critical defect size, which was assumed to be a constant for each composition. The 

calculated strength values are shown in Figure 92A. The uncertainty of strength values are also 

shown in Figure 92A as dotted lines, when the strength is calculated using Egn (84) and uncertainty 

is determined using the following Eqn. (90) [264]: 

 𝑆𝑡𝐷𝑒𝑣(𝜎) = √[ 𝜕𝜎𝜕𝐾1𝐶 ∗ 𝑆𝑡𝐷𝑒𝑣(𝐾1𝐶)]2 (90) 

As one can see from Figure 92A, there is good correlation between the calculated and experimental 

strength values can be found. 
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3.6: Sintering and Preliminary XRD Results of ZrB2-IrB2-SiC Ceramic Composites 

 This section will cover the results of the sintering of ZrB2-5wt%IrB2-20wt%SiC ceramic 

composites and the X-Ray Diffraction (XRD) patterns of the produced composites. 

3.6.1: Spark Plasma Sintering of the ZrB2-IrB2-SiC Ceramic Composites 

 In sintering the new ZrB2-2.1vol%IrB2-32vol%SiC one used the sintering properties to 

sintering the ZrB2-32vol%SiC ceramic composites. These parameters are 1950°C sintering 

temperature with 100°C/min heating/cooling rate, 20 minute dwell time, and 50MPa pressure. The 

shrinkage plot for these shrinkage parameters is shown below as Figure 94. One found that the 

sample melted and broke the graphite die being used during the sintering process. This was the so 

called first cycle of sintering as shown in the Figure 94A. Upon removal of the sample from the 

die one finds that mass of the sample decreased slightly. Which leads one to believe that some 

material have melting and left the sample during the sintering process. Since sintering of ZrB2-

32vol%SiC did not have anything melting or reacting with the graphite die when it was sintered. 

Therefore, it lead to the concluding that the extra phase added in of IrB2 is want melted. The sample 

was sintered again to make sure it was as dense as possible even though some of the material 

melted and was removed from the sample. This so call second cycle is shown below as Figure 

94B.  
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Figure 94: Shrinkage plot for 1950°C sintering temperature, 1st cycle (A), and 2nd cycle (B) 

Since the first sample melted at a sintering temperature of 1950°C, one decided that a lower 

sintering temperature was necessary. In order to determine a lower sintering temperature one 

looked at the derivative of the displacement plot and found the maximum shrinkage occurred 

around 1500°C. Naturally one choose this as the next sintering temperature. The shrinkage plot of 

this 1500°C temperature, 5 minute dwell time is shown below as Figure 95.  
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Figure 95: Shrinkage plot for 1500°C sintering temperature 

From this one can see looking at the displacement only that the sample is has not fully densified 

due to the small slope in the displacement plot. Thus, one decided to increase the sintering 

temperature to 1600°C with a dwell time of 10 minutes. This shrinkage plot is shown below as 

Figure 96. 

0

500

1000

1500

2000

2500

3000

-8

-6

-4

-2

0

2

4

6

0 200 400 600 800 1000 1200 1400 1600

T
e

m
p

e
ra

tu
re

(°
C

)

D
is

p
la

ce
m

e
n

t(
m

m
),

  
  

 P
re

ss
u

re
 (

1
0

^
7

 P
a

)

Time(s)

Displacement Pressure Temperature



 

178 

 

 

Figure 96: Shrinkage plot for 1600°C sintering temperature 

To further determine the optimum sintering temperature of ZrB2-2.1vol%IrB2-32vol%SiC one 

decided to investigate 1700°C for a sintering temperature. The shrinkage plot is shown below as 

Figure 97. 
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Figure 97: Shrinkage plot for 1700°C sintering temperature 

The final sintering temperature investigated is 1800°C and the shrinkage plot is shown below as 

Figure 98. This final temperature was investigated to see the upper limit of sintering temperature 

at which the sample does not melt to the graphite die. 
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Figure 98: Shrinkage plot for 1800°C sintering temperature 

One last sample was sintered at 1500°C sintering temperature, with the shrinkage plot shown 

below as Figure 99. The reason for sintering another the sample at 1500°C is to match the dwell 

times of 10 minutes for the other sintering temperature of 1600°C, 1700°C, and 1800°C. Upon 

looking at this shrinkage plot for this sample sintered at 1500°C and 10 minute dwell one see on 

the displacement plot that the has not fully occurred yet. There is a relatively large slope in the 

displacement plot which supports this. Therefore one can without a doubt determine that 1500°C 

is not the optimum sintering temperature. This suggests that there is some grain growth or some 

other mechanism causing the sample to not densify fully. Since when one looks at the shrinkage 

plot for 1500°C with 5 minutes dwell, Figure 95, one does not see this large slope one sees a nearly 

flat slope which suggest that the sample at 5 minute dwell has fully densified.  
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Figure 99: Shrinkage plot for 1500°C sintering temperature with 10 minute dwell 

Once all of the sintering was completed one needed to determine what was the optimum sintering 

temperature and that is determined by finding the density and porosity of the sintered samples. The 

density was found using Archimedes method and is described in detail in the following ref. [265]. 

The results of the measured densities of the sintered samples are shown below as Table 21. The 

theoretical density was calculated using the rule of mixtures for ZrB2-2.1vol%IrB1.35-32vol%SiC 

and was found to be 5.28g/cm3. The reason that one used IrB1.35 instead of IrB2 in calculating the 

theoretical density is because at the one does not know what phases of the Ir-B system are present. 

One can only guess that the phases present are: Ir, B, IrB, IrB1.1, IrB1.35, and IrB2. Thus one chooses 

IrB1.35 to be more conservative. Before the density was measured for the samples one grinded the 

graphite foal off the sample using 125, 75, 45, and 30μm diamond discs. The porosity of the 
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samples were then calculated based on the measured density and the calculated theoretical density, 

with the results are also shown in below in Table 21. Upon liking at this Table 21 and comparing 

all of the results one finds that the sintering temperature with the lowest porosity and highest 

density is 1600°C. Thus, based on the sintering of 6 samples one has determined that the optimum 

sintering temperature is 1600°C with a dwell time of 10 minutes.  

Table 21: Density and porosity of ZrB2-5wt%IrB2-20wt%SiC ceramic composites sintered by SPS 

Sintering Temperature 
(°C) 

Dwell  
Time (mins.) 

Density  
(g/cm^3) 

Porosity (%) 

1950 20 4.9596 6.07% 

1500 5 4.901 7.18% 

1600 10 4.9198 6.82% 

1700 10 4.911 6.99% 

1800 10 4.9164 6.89% 

 

3.6.2: XRD Patterns of the ZrB2-IrB2-SiC Ceramic Composites 

 In order to determine what phases are present in the newly sintered materials one conducted 

an XRD analysis of the two selected samples. The two samples were the one sample sintered at 

1950°C and 1500°C. These two samples were chosen since they were the two extreme temperature 

that were used to sinter the samples. Another reason is that at the 1950°C temperature samples one 

would like to determine what exactly melted to the graphite die and with phase analysis using 

XRD one can be more certain as to what happened. One also choose 1500°C because one wants 

to make sure that IrB2 phase was successfully sintered in the sample. The XRD plot is shown 

below as Figure 100 for the 1950°C sample; 
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Figure 100: XRD results for the 1950°C samples with phase identification 

The XRD plot below as Figure 101 for the 1500°C sample. Where in both figure the large sharp 

peaks are from the ZrB2 and SiC phases, while the lower intensity peaks are from the IrB2 phase. 

Refinement of these XRD patterns needs to be conducted in order to determine the phases present. 

This however will be for future work and will not be shown.  
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Figure 101: XRD results for the 1500°C samples with phase identification 
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CHAPTER 4: CONCLUSIONS 

 ZrB2-SiC UTHC composites with applications for hypersonic vehicles as leading edges 

and nose cones were investigated. ZrB2-17, 32, and 45vol%SiC powders were sintered using SPS 

with a sintering temperature of 1950°C. The sintered samples were near fully dense, with porosity 

less than 4%. Pure SiC was also sintered using SPS in order to determine the piezospectroscopic 

coefficient of pure SiC and compare that to the piezospectroscopic coefficient of SiC in ZrB2-SiC 

ceramic composites. The pure SiC sintered samples have a porosity of ~30%. ZrB2-17, 32, and 

45vol%SiC mechanical properties of fracture strength, fracture toughness, Young’s modulus, 

shear modulus, bulk modulus, and Poisson’s ratio were measured. The fracture strength was 

measured using 4-point bending and was found that as the percent SiC content is increased in the 

composites from ZrB2-17vol%SiC to ZrB2-45vol%SiC the fracture strength increased from 

584±88 MPa to 751±81 MPa. The fracture toughness was determined using SEVNB and it was 

also found that as the percent SiC content is increased in the composites from ZrB2-17vol%SiC to 

ZrB2-45vol%SiC the fracture toughness increased from 2.54±0.29 MPa*m1/2 to 2.9±0.34 

MPa*m1/2. The elastic properties of Young’s, shear, and bulk moduli as well as Poisson’s ratio 

were all determined used RUS. For the ZrB2-SiC ceramic composites it was observed that as the 

percent SiC content was increased the values of bulk modulus as well as Poisson’s ratio increased, 

while Young’s and shear moduli decreased with increase of SiC content. The measured elastic 

properties of ZrB2-SiC ceramic composites range from 437-451 GPa for Young’s modulus, 190-

197 GPa for shear modulus, 208-210 GPa for bulk modulus, and 0.142-0.15 for Poisson’s ratio.  

Experiments were conducted to find the optimum parameters for collecting Raman maps 

on ZrB2-17vol%SiC ceramic composites using the Renishaw inVia microRaman. The parameters 
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of interest were: exposure time, scan type, resolution step size, and finally, the area of the map 

collected. Upon completion of the study we found that an exposure time of 30 seconds, with static 

scan type and 0.7μm or 0.5μm resolution step size achieved the best results. If the quality of the 

map is of importance and there is no significant time constrains to the map collection, one 

recommends 0.5μm step size as this give the highest accuracy. But if time is of importance, then 

one recommends 0.7μm resolution step size, since this gives adequate accuracy while taking a lot 

less time to complete the collection of the data.  

2D Raman maps of peak position, peak intensity, and Peak Width at Half Maximum of the 

Raman active and stress sensitive FLO SiC peak were taken. A filtering technique was used to 

improve the quality of the maps. Thermal residual stresses in ZrB2-SiC (17, 32, and 45vol%) were 

estimated using piezospectroscopic equations derived in other work by Liu [219] and by 

DiGregorio [220] and the measured peak positions taken from the obtained 2D Raman maps. These 

values were compared to the values of thermal residual stresses using the theoretical approaches 

developed by Chawla [199] and Sergo [201]. The measured values best match those calculated 

using the method in [201]. These calculated values of thermal residual stresses are -955 MPa, -748 

MPa, and -582 MPa for ZrB2-17, 32, and 45vol%SiC respectively. Finally, the stressed peak 

positions were back calculated to compare to the measured values from the 2D Raman maps and 

those corresponding to the positions obtained from the theoretical equations.  

The piezospectrosocpic coefficients of SiC were investigated in pure SiC and ZrB2-SiC 

ceramic composites using an it-situ 3-point bending device. One determined the piezospecorcopic 

coefficient to be -5.94±3.278 GPa-1*cm-1 for pure SiC, -5.7±2.99 GPa-1*cm-1 for ZrB2-17vol%SiC, 
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-6.39±3.52 GPa-1*cm-1 for ZrB2-32vol%SiC, and -6.06±3.06 GPa-1*cm-1 for ZrB2-45vol%SiC. It 

was determined that the overall piezospectroscopic coefficient to be used was pure SiC. Using the 

determined piezospectrospcoic coefficient the thermal residual stresses were recalculated and were 

found to be -859±310 MPa, -850±256 MPa, and -751±219 MPa for ZrB2-17, 32, and 45vol%SiC 

respectively. These values were then compared to the previously used model by Sergo and 

excellent correspondence was overserved. In addition to the calculated thermal residual stresses, 

2D thermal stress maps were calculated using the 2D Raman peak positions maps. Additionally 

line maps were created at the same location for each of the 2D thermal stress maps to show the 

thermal residual stress distribution along the specified line. From this one can see that ZrB2-

17vol%SiC had the highest thermal residual stresses with the least amount of SiC grains present; 

while ZrB2-45vol%SiC has the lowest thermal residual stresses with the highest count of SiC 

grains. ZrB2-32vol%SiC fell in between ZrB2-17 and 45vol%SiC when looking at the maximum 

value of thermal stresses and amount of SiC grains present. Using these maps a distribution of 

thermal residual stresses were produced using statistical analysis and assuming a normal 

distribution. From the results it was determined that the assumption of a normal distribution was 

correct.  

The effect of applied load on the distribution of thermal residual stresses of SiC grains in 

ZrB2-17, 32, and 45vol%SiC ceramic composites were investigated. The results show that as 

tensile load is applied there is no re-distribution of thermal residual stresses in the three composites 

that were instigated. The effect of residual stress on the fracture strength and fracture toughness of 

ZrB2-17, 32, and 45vol%SiC were investigated. A simple model was developed to correlate the 

average thermal residual stresses to a predicted fracture toughness and then fracture. This was done 
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using the measured average SiC grain size, the average distance between near-neighboring SiC 

grains, and observed defects in ZrB2-17, 32, and 45vol%SiC ceramic composites. The fracture 

toughness and fracture strength values calculated using this simple model correlated well with 

those determined experimentally. The results for ZrB2-17, 32, and 45 vol%SiC ceramic composites 

show that they are indeed candidate materials for hypersonic vehicle applications. 

The IrB2 powders were produced using high-energy ball milling and were then combined 

with ZrB2 and SiC powders to produce a new composite. This new ceramic composite of ZrB2-

2.1vol%IrB2-32vol%SiC was sintered at different temperatures using SPS. The sintering at 

different temperatures was done to find the optimum sintering parameters that produced a 

composite with highest density. The optimum sintering temperature based on the current 

experiment was found to be 1600°C with a dwell time of 10 minutes. At this sintering temperature 

of 1600°C the porosity was found to be ~6.82%. The XRD patterns of the bulk of the samples 

sintered at 1500°C and 1950°C were collected to determine the phases present in the sample. The 

ground work for future work on the new ZrB2-2.1vol%IrB2-32vol%SiC has been laid with the 

successful sintering of this new composite. The future work will include fully characterizing the 

new material’s mechanical and elastic properties, as well as to determine the effect of the new 

phase of IrB2 on the thermal residual stresses of SiC in the new composite.  

The following is suggested as future work: Test the ZrB2-17, 32, and 45vol%SiC in an arc-

jet to determine the material performance in high enthalpy flow; which matches the heat transfer 

rates and flow conditions in hypersonic flight. The novel ZrB2-IrB2-SiC ceramic composite should 

be fully characterized by determining the following: the elastic properties, fracture strength and 
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toughness, microstructure, the phases present in the material, and finally the thermal residual 

stresses. Then test the novel ZrB2-IrB2-SiC ceramic composites in the arc-jet/heater at the same 

conditions as the ZrB2-SiC ceramic composites and compare their performance. Specifically, the 

ablation rates and the thickness scale of the oxide layers. 
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