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ABSTRACT 

 

A meshless direct pressure-velocity coupling procedure is presented to perform Direct 

Numerical Simulations (DNS) and Large Eddy Simulations (LES) of turbulent incompressible 

flows in regular and irregular geometries. The proposed method is a combination of several 

efficient techniques found in different Computational Fluid Dynamic (CFD) procedures and it is 

a major improvement of the algorithm published in 2007 by this author. This new procedure has 

very low numerical diffusion and some preliminary calculations with 2D steady state flows show 

that viscous effects become negligible faster that ever predicted numerically. 

The fundamental idea of this proposal lays on several important inconsistencies found in 

three of the most popular techniques used in CFD, segregated procedures, streamline-vorticity 

formulation for 2D viscous flows and the fractional-step method, very popular in DNS/LES. 

The inconsistencies found become important in elliptic flows and they might lead to 

some wrong solutions if coarse grids are used. In all methods studied, the mathematical basement 

was found to be correct in most cases, but inconsistencies were found when writing the boundary 

conditions. In all methods analyzed, it was found that it is basically impossible to satisfy the 

exact set of boundary conditions and all formulations use a reduced set, valid for parabolic flows 

only. 

For example, for segregated methods, boundary condition of normal derivative for 

pressure zero is valid only in parabolic flows. Additionally, the complete proposal for mass 

balance correction is right exclusively for parabolic flows. 
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In the streamline-vorticity formulation, the boundary conditions normally used for the 

streamline function, violates the no-slip condition for viscous flow. Finally, in the fractional-step 

method, the boundary condition for pseudo-velocity implies a zero normal derivative for 

pressure in the wall (correct in parabolic flows only) and, when the flows reaches steady state, 

the procedure does not guarantee mass balance. 

The proposed procedure is validated in two cases of 2D flow in steady state, backward-

facing step and lid-driven cavity. Comparisons are performed with experiments and excellent 

agreement was obtained in the solutions that were free from numerical instabilities. 

A study on grid usage is done. It was found that if the discretized equations are written in 

terms of a local Reynolds number, a strong criterion can be developed to determine, in advance, 

the grid requirements for any fluid flow calculation. 

The 2D-DNS on parallel plates is presented to study the basic features present in the 

simulation of any turbulent flow. Calculations were performed on a short geometry, using a 

uniform and very fine grid to avoid any numerical instability. Inflow conditions were white noise 

and high frequency oscillations. Results suggest that, if no numerical instability is present, inflow 

conditions alone are not enough to sustain permanently the turbulent regime. 

Finally, the 2D-DNS on a backward-facing step is studied. Expansion ratios of 1.14 and 

1.40 are used and calculations are performed in the transitional regime. Inflow conditions were 

white noise and high frequency oscillations. In general, good agreement is found on most 

variables when comparing with experimental data. 
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CHAPTER ONE 

 INTRODUCTION 

 

In recent years, with the incredible evolution of computer architectures, Direct Numerical 

Simulation (DNS) has become a very important research tool to analyze the phenomena of 

turbulence. Those results are frequently used to develop simpler models or procedures to solve 

practical engineering problems. Unfortunately, the high cost of solving all the scales (to get all 

the information of the flow) makes this tool limited to simple geometries and low speed flows. 

 With very few exceptions, most problems in DNS are solved in cartesian or cylindrical 

coordinate systems, due mainly that the transformation of the full Navier-Stokes equations to a 

general non-orthogonal curvilinear coordinate system, makes prohibitive the solution of 

turbulent flow in irregular geometries due to the huge amount of metrics that must be computed 

in every single derivative. Moreover, not all problems of turbulent flow in irregular geometries 

can be solved with a general curvilinear system at an affordable cost. 

 A cheaper alternative is the Large Eddy Simulation (LES), which solves the large scales 

directly and simulates the behavior of the small scales with a mathematical model. With LES, 

computer memory and CPU time is reduced significantly and problems in irregular geometries 

can be solved at a reasonable cost. Of course, the quality of any LES simulation depends on the 

numerical scheme, the filter used (implicit/explicit) to simplify the equations of motion and the 

subgrid model chosen to simulate the small eddies. The choice of a subgrid model is the most 

important aspect in a good LES simulation. 

 Independent of the method used (DNS or LES) the phenomena of turbulent flow is then 

solved with the full Navier-Stokes equations (including the transient term). This means that the 
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numerical procedure must reproduce all necessary physical conditions for the turbulence to 

appear. The most accepted hypotheses are the permanent inflow fluctuations and the wall 

roughness. 

 The generation of inflow fluctuations is conceptually very simple, and a lot of research 

has been done to find a suitable way to accomplish that task. Some groups of researchers are 

working in a way to find convenient analytic functions of the velocity inflow, while others are 

working on numerical procedures to compute perturbations to the main velocity field. 

Unfortunately, very little numerical research has been published, specifically, how fluctuations 

should be created as well as the degree of intensity needed.  

The study of the effect of the wall roughness in the creation of turbulence has been 

limited to very simple cases due mainly to the limitations that a general curvilinear coordinate 

system has to reproduce absolutely any surface with a coarse grid. In general, most research is 

done with smooth surfaces and permanent inflow fluctuations. 

 In the numerical point of view, one common problem that DNS and LES have is in flow 

problems with highly stretched grids, used to save computing resources. Almost 90% of the 

computation is spent in the solution of the pressure equation (a Poisson-like equation) due 

basically that a grid with very high aspect ratio produce an important structural problem in the 

corresponding linear system. 

 Additionally, transient Navier-Stokes equations are discretized with the same traditional 

methods, Finite Elements, Finite Differences and Finite Volumes, as well as other hybrid 

approaches. If DNS and LES simulations are desired to be done in complex geometries, these 

techniques require the transformation of flow equations in a general non-orthogonal curvilinear 

coordinate system. 
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 An alternative is the Meshless approach, which has no need of a specific coordinate 

system to solve the equations of motion (equations are solved always in the cartesian coordinate 

system). This makes the meshless idea very attractive for DNS and LES computations in 

irregular geometries. 

 Another important issue is the numerical diffusion. If any numerical procedure is 

intended to reproduce all the details of the flow, this computational error must be kept at a very 

low level. One example can be found in the segregated procedure SIMPLE and its variants, 

where the pressure and mass-enforcement equations have a considerable amount of numerical 

diffusion because some coefficients of momentum equations appear inside the derivatives. This 

numerical diffusion is normally observed in the results, showing a fluid considerable more 

viscous that the real one. For many practical situations, this error is not important. Unfortunately, 

under some flow problems, if both viscous and inertia forces are present and they are similar in 

magnitude, this numerical error may lead to nonphysical solutions. 

 In general, it can be shown that the mass-enforcement equation in all segregated 

procedures is accurate only in parabolic flows. If DNS or LES are desired in a complex flow 

problem, the accurate boundary conditions for this mass equation lead to a discrete system of 

more equations than unknowns. Of course, this issue can be solved with a coordinate 

transformation in order to obtain a parabolic flow problem in the new coordinate system. 

The proposed numerical procedure is a major modification to the method proposed in 

[340], where the discretization of momentum and continuity equations will be performed in a 

staggered grid arrangement. In this scheme derivatives in the diffusion term will be substituted 

with standard second order finite differences. On the other hand, convection terms will be 
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discretized with flux limiters. Additionally, all interpolations, needed in the convection terms, are 

performed with Radial-Based Functions (RBF).  

Another goal of this work is to develop an in-house code in C++, paying special attention 

on performance, especially in the calculation of all geometric information, where classical 

programming procedures are too slow for large calculations. The choice of C++ was done 

because this programming language allows the efficient usage of all computer resources. In order 

to achieve this goal, two areas were explored: algorithm implementation and communication 

patterns. 

Two different codes were built, serial and parallel. The serial procedure was done to 

validate all the numerical procedures developed in this work. On the other hand, a novel parallel 

flow solver, using the concept of concurrency was developed in order to obtain the best 

performance on multicore processors. The idea of concurrency uses non trivial concepts for non 

expert programmers but it needs no communication protocols. 

Finally some DNS simulations are presented. First a 2D-DNS on parallel plates in order 

to study the basic features that are present in any DNS calculation as well as to determine some 

basic parameters for further calculations. The case of 2D-DNS on a backward-facing step is 

computed and studied in detail. 
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CHAPTER TWO 

 MESHLESS APPLIED TO CFD 

 

The first attempt to solve the Navier-Stokes and Euler equations with a meshless 

technique can be found in [28] and [29]. The technique consists in the use of a bi-linear 

polynomial to compute all derivatives, using least-squares fitting to approximate the coefficients. 

The idea of clouds of points is introduced so the number of points used for the approximation of 

the coefficients is limited to a certain pre-defined number. 

 Later, Kansa in [162] and [163] introduced the idea of multiquadrics, using Radial-Based 

Functions (RBF), in order to enhance the calculation of spatial derivatives as well as for 

interpolation. The observed properties of this scheme are mainly monotonicity and convexity as 

a result of the high accuracy of that procedure. The proposed procedure is then applied in the 

solution of parabolic, elliptic and hyperbolic equations. The main disadvantage is this proposal is 

that the calculation of the coefficients for derivatives and interpolations is done globally, with a 

high computational cost for large problems. The same author, years later explored a series of 

alternatives [164] to improve the ill-conditioning problem of the collocation matrix: 

 Replacement of global solvers by block-partitioning and LU decomposition 

schemes. 

 Matrix preconditioners. 

 Variable multiquadrics shape parameters, based upon the local radius of 

curvature. 

 A truncated multiquadrics basis function. 

 Multizone methods for large problems. 
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 Knot adaptivity that minimizes the total number of knots. 

Their conclusion is that there are no magic answers, with all alternatives with pros and 

cons. Their recommendation is that any procedure should implement the ideas developed in the 

well-known Finite Element Method (FEM). 

Another precursor of the meshless technique is Belytschko [30, [31, [94] and [224] with 

his very important contributions to the field of structural computations through the so-called 

Element-Free Galerkin (EFG) method. In [30], with a similar idea of [28] and [29], the moving 

least-squares interpolants is used to construct the trial and test functions for the variational 

principle in its weak form. 

In [224], the EFG procedure is improved and tested, where the Lagrange multipliers are 

used to enforce the essential boundary conditions. One of the main ideas explored in this paper is 

the reduction of the computational cost of Lagrange multipliers, a modified variational principle 

is used, in which the Lagrange multipliers are replaced at the outset by their physical meaning. 

Additionally in [31], ideas like kernels and partitions of unity are explored, as well as 

methods for constructing discontinuous approximations and approximations with discontinuous 

derivatives, quite frequent in compressible flows. In spite of the accuracy obtained in all cases 

tested, the computational of the techniques proposed is still high in comparison with the most 

used techniques.  

Another contribution of Belytschko to CFD can be found in [94], where an explicit-

explicit/implicit-explicit/second-order staggered time-integration algorithms are proposed for the 

solution of nonlinear transient fluid-structure interaction problems, one of the most difficult 

practical problems. The problem of the collapse of a cylindrical shell is solved, their scheme 

proved to be stable and robust. 
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A mesh-free and time-free approach is proposed in [50] using the dual reciprocity method 

(DRM) for the modified Helmholtz operator and the Laplace transform are developed to solve 

diffusion and diffusion-reactions problems, and using the recent discovery of closed forms of 

approximate particular solutions of Helmholtz operator. 

Similarly, a Finite-Point Method (FPM), based on the combination of weighted least-

squares interpolants on a cloud of points is proposed in [256]. Additionally, a procedure for 

stabilizing the numerical solution for advective-diffusive transport is also explained. Calculations 

done with some typical NACA profiles show the utility of this procedure for 

compressible/incompressible flow problems. 

Finally, an important contributor to the meshless technique is the group of Šarler. For 

example, in [288], the dual reciprocity boundary element method is used to solve transient 

incompressible flow problems in terms of a structured by the fundamental solution of the 

Laplace equation. 

In [285] and [286], a meshless variation using the Trefftz method is explained to solve 

nonlinear transport phenomena, such as coupled, nonlinear, inhomogenous, anisotropic, 

multiphase, and multifield heat and mass transfer problems. This procedure has been found to be 

quite applicable in DC casting of aluminum alloy billets. 

The idea of mesh-free RBF collocation method in heat and fluid flow problems is 

explored in [287] and [289], reformulating the entire problem with a Poisson general transport 

equation, using the primitive variables. In [287], a comparison of different collocation strategies 

is performed based on the two dimensional De Vahl Davis steady natural convection problems in 

cavities. Similarly, in [289] different shape parameters and different order of polynomial 

augmentation is explored. The study is validated with several calculation of convection heat 
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transfer in rectangular cavities. As expected, the solution of the full system of algebraic 

equations represents the main drawback in the computational cost. This is the most important 

issue to be solved in order for the meshless technique to be competitive with other alternatives. 

Another application of the meshless technique can be found in [267], [290] and [291], 

where the Darcy-Brinkman steady state natural convection problem in a porous media is solved 

by the dual reciprocity boundary element method. Results performed with coarse a mesh show 

excellent agreement with available data. This numerical procedure has proven to be almost 

insensitive to the increased order of boundary field shape functions. 

References [292] and [293] formulate a simple explicit local version of the classical RBF 

collocation method. Instead of global, the collocation is made locally over a set of overlapping 

domains of influence and the time-stepping is performed in an explicit way. Only small systems 

of linear equations with the dimension of the number of nodes included in the domain of 

influence have to be solved for each node. The computational effort thus grows roughly linearly 

with the number of the nodes. The developed approach thus overcomes the principal large scale 

problem bottleneck of the original Kansa method. 

Since then, many other groups and researchers have made important contributions in the 

meshless scheme applied to fluid flow problems. In the literature, there are basically four mayor 

techniques, the Mesh-Free Petrov-Galerkin approach, the Finite-Point Method, the Diffusive 

Approximation Method, Kernel Particle Method and the localized RBF scheme. 
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2.1 Mesh-Free Petrov-Galerkin method 
 

The idea is basically the same as in the finite element method but using trial functions 

with global scope. This idea has been applied extensively in structural calculations but not very 

often in CFD. One application of the meshless Petrov-Galerkin procedure is found in [10] and 

[11], where a comparison study of the efficiency and accuracy of a variety of meshless trial and 

test functions is presented. 

Reference [354] is a typical application of meshless approach for the stress analysis of 

two-dimensional solids. This specific technique is based on a local weighted residual method 

with the Heaviside step function as the weighting function over a local sub-domain. Trial 

functions are constructed using radial basis functions (RBF). The present method is a truly 

meshless method based only on a number of randomly located nodes. Effects of the sizes of local 

sub-domain and interpolation domain on the performance of the present method are investigated 

with different shape parameters of RBF. 

One application of the Mesh-Free Petrov-Galerkin method to CFD is found in [352] 

where the flow equations are solved in the weak form using the moving lest-squares 

approximation. The simulation of natural convection in concentric annuli with different 

geometries is studied. 

 

2.2 Finite-Point method 
 

Here, a multidimensional Taylor series expansion is done and a linear system is build to 

find the value of the unknown scalar and its derivatives in term of the neighboring points. 
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In [52], the Finite Point Method is used where the approximation of the derivatives is 

through interpolations based on the properties of Taylor series expansion. The method is 

validated with the cavity flow and flow around cylinders. In [215] for example, a variation of the 

above scheme is evaluated. The local weak form is modified in a very careful way to overcome 

the so-called Babuska-Brezzi conditions. 

In general, procedures are quite similar. In [257], a stabilized finite point method (FPM) 

for the meshless analysis of incompressible fluid flow problems is presented. The stabilization 

approach is based in the finite calculus (FIC) procedure. An enhanced fractional step procedure 

allowing the semi-implicit numerical solution of incompressible fluids using the FPM is 

described. 

One more application of the finite point method is shown in [351] to simulate the two-

dimensional natural convection problems within enclosed domain of different geometries. The 

vorticity-stream function form of N-S equations is taken as the governing equations. It was 

observed that the obtained results agreed very well with others available in the literatures, and 

with the same nodal density, the accuracy achieved by the LRPIM method is much higher than 

that of the finite difference (FD) method. In general, the following advantages are found. Their 

conclusions is that the nodal distribution in the problem domain can be arbitrary and that 

accurate results can be achieved by using less number of nodes than that required by the FD 

method. 

Other similar approaches found in the literature are [217], [218] and [219], in which a 

meshfree weak-strong formulation is reformulated to solve the incompressible Navier-Stokes 

equations. In this method, the meshfree collocation method based on strong form equations is 
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applied to the interior nodes and the nodes on the essential boundaries; the local Petrov-Galerkin 

weak form is applied only to the nodes on the natural boundaries of the problem domain.  

 

2.3 Diffusive Approximation method 
 

There are several researchers working with this idea. The scalar function φ to be solved 

gets its estimates and its derivatives using Taylor expansions by a weighted least-square method 

which uses the values of φ at the vicinity of the corresponding point only. 

For example, in [283], a Diffusive Approximation Method (DAO) is presented for the 

calculation of 2D laminar flows. The problem of natural convection in square cavity and 

eccentric annulus are solved for high Rayleigh numbers. 

Reference [359] is another case in which the elements are locally created at each node in 

an autonomous manner, so that only nodal information is necessary without global meshing. The 

method has been tested with various applications such as heat conduction, fluid and fracture 

analyses, as well as techniques for parallelization. 

In [316], a diffuse approximation method (DAM) for three-dimensional, incompressible, 

viscous fluid flow is presented. The method works directly with primitive variables. The 

discretized equations are solved using a first-order-in-time, implicit projection algorithm. 

A comparative study of between the weak form local Petrov-Galerkin method and the 

strong form meshless diffusive approximation method is found in [332]. In both cases, the shape 

functions are obtained by moving lest-squares approximation. The advantage of DAM is in 

simpler numerical implementation and lower computational cost. 
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2.4 Kernel Particle Method 
 

The kernel estimate was first introduced in the smooth hydrodynamics method, in which 

the kernel estimate of a function is an integral similar to the band-pass filters used in LES but 

integrated in the solution domain. For the kernel function, several approximations such as 

splines, Gaussian or any canonical function. 

Particularly, in [367], the kernel particle method (RKPM) is used for 3-D implicit CFD 

analysis. A novel procedure for implementing the essential boundary condition using the 

hierarchical enrichment method is presented. Using this enrichment along the essential 

boundaries produces results that more closely match experimental and analytical results for a 

flow past a cylinder problem than does either the finite-element method or other meshfree 

methods that require matrix inversion for the application of essential boundary conditions. 

The study of micro channel flow using a meshfree particle approach is given in [222]. 

The scheme is based on smoothed particle hydrodynamics (SPH) and its variant, adaptive 

smoothed particle hydrodynamics (ASPH). The incompressible flow in the micro channels is 

modeled as an artificially compressible flow. The surface tension is incorporated into the 

equations of motion. The classic Poiseuille flow and a practical micro channel flow problem of 

flip-chip under-fill encapsulation process are investigated. 

 

2.5 Localized RBF 
 

This is probably the most popular technique in meshless. The main idea is to use RBF 

interpolation technique with a limited scope, so that the computation costs of the calculation of 
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the coefficients is reduced significantly. This scheme is the approach used at the Computational 

Mechanics Lab at University of Central Florida. 

In [76] and [77], a localized RBF meshless method is developed for coupled viscous fluid 

flow and convective heat transfer problems. Here, an efficient set of formulae are derived to 

compute the RBF interpolation in terms of vector products thus providing a substantial 

computational savings over traditional meshless methods. Moreover, the approach presented is 

applicable to explicit or implicit time marching schemes as well as steady-state iterative 

methods. The flow equations are solved using a time-marching scheme with the Helmholtz 

decomposition. 

Additionally, the computation is accelerated by distributing the load over several 

processors via domain decomposition along with an interface interpolation tailored to pass 

information through each of the domain interfaces to ensure conservation of field variables and 

derivatives. Numerical results are presented for several cases including channel flow, flow in a 

channel with a square step obstruction, and a jet flow into a square cavity. Under the same ideas, 

in [75] and [78], the same procedure is tested in natural-convection heat transfer problems in 

fully viscous fluid flows. 

The meshless procedure developed at UCF has been applied successfully in blood flow 

problems. In [84], the problem of the improvement of the blood flow or hemodynamic in the 

synthetic bypass graft end to-side distal anastomosis (ETSDA) is solved. Similarly in [85], the 

procedure called Localized Collocation Meshless Method (LCMM) is improved using a high 

order upwinding scheme to dampen the numerical oscillation in convection dominated flows. 

The proposed procedure is validated in the decaying vortex problem and compared with some 

commercial CFD packages. The validated procedure is used to solve blood flow situations in the 
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inter-connection between bypass graft and artery. Additionally, in [86], a study is performed to 

compute the wall shear stress, the spatial and temporal gradients. These two hemodynamic 

parameters are correlated with endothelial damage. 

Other applications of the meshless procedure developed at UCF can be found in [88], in 

which the problem for determining the rate of heat generation in living tissue is studied. The 

generation rates of the tissue are then computed by using genetic algorithm optimization. These 

calculations allow the determination of tumors, infections and other conditions. Moreover, the 

same procedure has been adapted to compressible flow calculation in turbulent regime ([89] and 

[90]). 

Finally, in [104], [105], [106] and [107], a Model Integrated Meshless Solver (MIMS) is 

presented, which establishes the method as a generalized solution technique capable of 

competing with more traditional PDE methodologies (such as the finite element and finite 

volume methods). This was accomplished by developing a robust meshless technique as well as 

a comprehensive model generation procedure. Specifically, MIMS implements a blended 

meshless solution approach which utilizes a variety of shape functions to obtain a stable and 

accurate iteration process. This solution approach is then integrated with a newly developed, 

highly adaptive model generation process which employs a quaternary triangular surface 

discretization for the boundary, a binary-subdivision discretization for the interior, and a unique 

shadow layer discretization for near-boundary regions. 

The same previous procedure has been extended to adaptive grid calculations as for 

example [108]. As Meshless method solutions require only an underlying nodal distribution, this 

approach works well even for complex flow geometries with non-aligned domain boundaries. 

Through the addition of a so-called shadow layer of body-fitted nodes, application of boundary 
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conditions is simplified considerably, eliminating the stair-casing issues of typical Cartesian-

based techniques. A similar idea of RBF with domain decomposition is presented in [233]. 

In [51], a local radial basis function-based differential quadrature (RBF-DQ) method is 

developed. In this paper, the weighting coefficients in the spatial derivative approximation of the 

Euler equation are determined by using a weighted least-square procedure in the frame of RBFs, 

which enhances the flexibility of distributing points in the computational domain. An upwind 

method is further introduced to cope with discontinuities by using Roe's approximate Riemann 

solver for estimation of the inviscid flux on the virtual mid-point between the reference knot and 

its surrounding knot.  

Similarly, in [57] and [58] a symmetric and un-symmetric meshless with RBF is 

presented with application to unsteady convection equations. For Navier-Stokes, the ghost node 

strategy is used for the no-slip condition. For large scale problems, the method proposes the 

creation of clouds of nodes in the local region of the node by means of statistical estimators. 

Reference [145] examines the numerical solution of the transient nonlinear coupled 

Burgers’ equations by a Local Radial Basis Functions Collocation Method (LRBFCM) for large 

values of Reynolds number (Re) up to 103. The time discretization is performed in an explicit 

way and collocation with the multiquadrics radial basis functions (RBFs) are used to interpolate 

diffusion-convection variable and its spatial derivatives on decomposed domains. 

Under the same ideas, [181] explore the application of the RBFCM methodology in the 

solution of coupled heat transfer and fluid flow problems. Here, derivatives are computed 

directly by differentiating the RBF functions. The performance of the method is assessed on the 

classical two dimensional de Vahl Davis steady natural convection benchmark for Rayleigh 
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numbers from 103 to 108 and Prandtl number 0.71. The results show good agreement with other 

methods at a given range. 

Another application of this RBFCM procedure is found in [183] where, for the first time, 

the meshless procedure is used for solving the freezing process with convection in the liquid 

phase for a metals-like material in a closed rectangular cavity. 

A variation of the local RBF approach is presented in [309] which discretizes any 

derivative at a knot by a weighted linear sum of functional values at its neighboring knots, which 

may be distributed randomly. The proposed method is validated by its application to the 

simulation of natural convection in a square cavity. Excellent numerical results are obtained on 

an irregular knot distribution. 

The local RBF functions has been also applied to the problem of coupled heat and fluid 

flow in Darcy porous media [180], where the overlapping sub-domain through multiquadrics 

RBF collocation. All needed derivatives are computed from those RBF functions.  The energy 

and momentum equations are solved through explicit time stepping. The pressure-velocity 

coupling is calculated iteratively, with pressure correction, predicted from the local continuity 

equation violation. The solution procedure is represented for a steady natural convection problem 

in a rectangular cavity, filled with Darcy porous media. 

Another variant of the local RBF idea is given in [310], in which an upwind local RBF 

differential quadrature scheme is presented for the simulation of inviscid compressible flows 

with shock wave. The scheme consists of two parts. The first part is to use the local RBF-DQ 

method to discretize the Euler equation in conservative, differential form on a set of scattered 

nodes. The second part is to apply the upwind method to evaluate the flux at the mid-point 

between the reference knot and its supporting knots. The proposed scheme is validated by its 
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application to simulate the supersonic flow in a symmetric, convergent channel and the shock 

tube problem. 

In [184], the local RBF function collocation scheme is used to solve the case of 

macrosegregation as a consequence of solidification of a binary Al-4.5%Cu alloy in a two 

dimensional rectangular enclosure. The phase properties are resolved from the Lever 

solidification rule, the mushy zone is modeled by the Darcy law and the liquid phase is assumed 

to behave like an incompressible Newtonian fluid. Double diffusive effects in the melt are 

modeled by the thermal and solutal Boussinesq hypothesis. 

References [179], [182] and [185] show the application of the local RBF approach in the 

solution of multi-phase thermo-fluid problems. The volume averaged governing equations for 

mass, energy, momentum and species transfer on the macroscopic level, together with the 

species transfer on the microscopic level are considered. 

As it can be observed, local RBF collocation has many different approaches. An 

Integrated RBF Network method is developed in [199], [200] and [201]. In [199] and [200], the 

procedure is explained through the solution of strain localization due to strain softening in quasi-

brittle materials. On the other hand, in [201], a numerical collocation procedure, based on 

Cartesian grids and one-dimensional integrated radial-basis-function networks (1D-IRBFNs) is 

devised for the simulation of natural convection defined in two-dimensional, multiply connected 

domains and governed by the stream function-vorticity-temperature formulation. Special 

emphasis is placed on the handling of vorticity values at boundary points that do not coincide 

with grid nodes. This technique has been tested for cavity flows [234]. In the case of moving 

interface problems, the IRBFN method is combined with the level set method to capture the 

evolution of the interface. The accuracy of the method is investigated by considering several 
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benchmark test problems, including the classical lid-driven cavity flow. Very accurate results are 

achieved using relatively low numbers of data points. 

A full study of the IRBFN procedure is presented in [229] where this procedure is 

explained through the solution from linear problems to nonlinear flow situations and unsteady 

fluid flow calculations. 

The problem of energy transport in solid-liquid phase change systems is solved in [337], 

[338] with an one-domain solving of the non-linear convection-diffusion equation The 

collocation is made locally over a set of overlapping domains of influence and the time stepping 

is performed in an explicit way. 

Similarly as in [89], the mesh-free local RBF technique is applied in the simulation of 

turbulent flow using the low-Re Jones and Launder model. The involved velocity, pressure, 

turbulent kinetic energy and dissipation fields are represented on overlapping 5-noded sub-

domains through collocation by using multiquadrics RBF functions. The pressure-velocity 

coupling is calculated iteratively, based on the Chorin's fractional step method. 

 

2.6 Other approaches and studies 
 

As expected, there are several additional studies with the meshless technique. In [14], 

[15], [16], [17], [18] and [19], a novel grid-free upwind relaxation scheme for simulating inviscid 

compressible flows is presented. The non-linear conservation equations are converted to linear 

convection equations with nonlinear source terms by using a relaxation system and its 

interpretation as a discrete Boltzmann equation. A splitting method is used to separate the 

convection and relaxation parts. Least squares upwinding is used for discretizing the convection 
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equations, thus developing a grid-free scheme which can operate on any arbitrary distribution of 

points. 

In [122], the stability problem in the analysis of the convection dominated problems 

using meshfree methods is first discussed through an example problem of steady state 

convection-diffusion. 

A meshless volume approach is presented in [166], [167] and [168] using the Taylor 

least-squared method. For the stabilization of this meshless procedure, a convective upwind split 

pressure scheme is proposed. Additionally, the multigrid algorithm is implemented under the 

idea of multi-cloud scheme. 

References [175] and [176] develop a gridless approach for boundary condition treatment 

on a patched and embedded Cartesian field mesh. The gridless boundary treatment is 

implemented by means of a least squares fitting of the conserved flux variables using a cloud of 

nodes in the vicinity of the body. The method allows for accurate treatment of the surface 

boundary conditions without the need for excessive refinement of the Cartesian mesh. 

In [230], [231] and [232] the problem of moving interface problems is presented. This 

situation is known as the passive transport where an ambient flow characterized by its velocity 

field causes the interfaces to move and deform without any influences back on the flow. 

A meshless projection-based technique is presented in [249] using the primitive variables. 

The number of points required to obtain comparable accuracy is much less than mesh-based 

methods. 

The case of upwinding finite differencing for meshless procedures has been also studied. 

In [319] a scheme, capable of working on any type of grid (structure, unstructured or even a 
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random distribution of points) produces superior results. Numerical computations for different 

types of flow over a wide range of Mach numbers are presented. 

Other similar approaches are the development of the upwind least squares finite 

difference method [320] with implicit time-stepping. The idea of matrix-free implicit procedure 

in the framework of finite volume solver has been exploited in the present work to obtain a cheap 

and robust implicit time integration procedure. 

A comparison between global RBF and local RBF is done in [361] for three-dimensional 

parabolic partial differential equations. The local methods show superior efficiency and 

accuracy, especially for the problems with Dirichlet boundary conditions. Global methods are 

efficient and accurate only in cases with small amount of nodes. For large amount of nodes, they 

become inefficient and run into ill-conditioning problems. Local explicit method is very 

accurate, however, sensitive to the node position distribution, and becomes sensitive to the shape 

parameter of the RBF function when the mixed boundary conditions are used. 

In [368], a least-squares meshfree method (LSMFM) based on the first-order velocity-

pressure-vorticity formulation for two-dimensional steady incompressible viscous flow is 

presented. The discretization of all governing equations is implemented by the least-squares 

method. The equal-order moving least-squares (MLS) approximation is employed. Gauss 

quadrature is used in the background cells constructed by the quadtree algorithm and the 

boundary conditions are enforced by the penalty method. The matrix-free element-by-element 

Jacobi preconditioned conjugate method is applied to solve the discretized linear systems. 

Finally, as usual, there are several other studies in the meshless approach to CFD 

problems, and some of them are [7], [80], [81], [148], [220], [225], [294] and [295]. 
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CHAPTER THREE 

 VELOCITY PRESSURE COUPLING 

 

 The main objective of any CFD procedure, in the solution of any incompressible flow 

problem, is to compute velocity and pressure from momentum and continuity equations. This set 

of equations is quite simple, but unfortunately, there is no explicit equation for pressure. The 

development of a robust procedure able to compute velocity and pressure from those 

incompressible flow equations, is called velocity-pressure coupling problem. 

 The so-called segregated procedure, initially devised in 1965 by Harlow and Welch 

[128], has played a fundamental role in the development of the Computational Fluid Dynamics 

science as it is known today. Basically, the segregated procedure manipulates momentum and 

continuity equation to obtain an explicit equation for pressure. Additionally, mass balance is 

enforced via the Helmholtz decomposition. 

 Since the velocity-pressure coupling is the fundamental procedure in the solution of any 

incompressible flow problem, it is convenient to review it in order to identify the possible 

sources of numerical error. 

 

3.1 The projection method of Harlow and Welch 
 

This coupling procedure [128] solves velocity and pressure in a segregated way: 

a) Solve velocity with momentum equation: 

 (1)  

  2 v
v v v p g

t
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Compute pressure by taking the divergence of  (1): 

  

(2) 

 
b) Enforce mass continuity through Helmholtz decomposition: 

(3) 

 
This segregated method of coupling velocity and pressure is easy to implement and to 

parallelize. It is very important to remember that almost all segregated procedures, in differential 

form or integral form, are based on this idea. 

 

3.2 The pressure equation in highly stretched grids 
 

Let’s assume that we have a uniform grid in the problem of 2D flow in parallel plates 

(laminar or turbulent). In order to save computing resources, points in the direction of the flow 

are very stretched with respect to the points in the vertical direction. 

 Using the projection method of Harlow and Welch, if x is the direction of the flow, and 

the spacing in both directions is related to a constant C, the discretized equation (2) becomes: 

 

(4) 

 

For DNS and LES simulations, the constant C can reach values from 100 to 250. This 

issue makes the first term of Eq. (4) negligible, and the equation becomes equivalent to: 

 

(5) 
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which is wrong since, for parabolic flows: 
2222

ypxp  . Even more, boundary 

conditions for pressure at the wall or at the line of symmetry imply that Eq. (5) has to be solved 

with 0 yp  at both boundaries (or a normal derivative very closed to zero at the wall). This 

resulting linear system of equations is singular (or nearly singular). 

 This huge unbalance of coefficients explains why pressure equation takes usually 90% of 

computing time in DNS or LES calculations when the problem is the solution of a simple linear 

equation. For example, in [151] and in many publications, it is outlined that a good tri-diagonal 

solver is required to solve efficiently Eq. (4). The problem is not the solver, which is just one 

well known procedure. The problem is that the system of equations (4) has a severe structural 

problem. 

 Paradoxically, in the momentum equations, the large aspect ratio favors the terms in the 

opposite direction of the main flow (i.e. diffusion terms, which produce pressure drop) with the 

immediate counterpart in the pressure gradient in the direction of the flow. This feature explains 

why the solution of the momentum equation is not a problem. 

 

3.3 Boundary conditions for pressure equation 
 

 When solving pressure equation on a collocated grid arrangement, boundary conditions 

must be supplied. The straightforward approach is to extract information from the same 

momentum equation by projecting it in a given direction: 

(6) 

 
 

(7) 

 2ˆdp
n v v v g

dn
         

 2ˆdp
s v v v g

ds
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with n̂  and ŝ  the normal and tangent unit vector to any specific boundary. At walls, velocity field 

is zero, and the pressure derivative is described by the diffusion term. 

 This condition may produce problems at inflows in the case, for example, that any inflow 

velocity profile is supplied and the velocity is zero everywhere else (typical condition to start an 

iteration). If the inflow is in the x-direction, the convective term xuu   is negative, the diffusion 

term is negative but it is not large enough for the total result to be negative (the expected 

pressure gradient). 

This issue produces a positive pressure gradient, forcing (numerically) the fluid to flow in 

negative x-direction. On the other hand, boundary conditions for velocity force the fluid to flow 

in the positive direction, resulting in no convergence. 

One way to remedy this problem is by using the continuity equation to modify the 

convection terms. For a 2D flow, this means: 

(8) 

 
 

(9) 

 
 
 Now, all convection terms are expressed in products of main velocity and tangent 

velocity components. Since most frequent inflow conditions specify the main velocity with a 

zero tangent velocity, pressure gradient in the boundary will be governed by the diffusion term 

only and the right value will be obtained immediately. 

  

2ˆdp v u
n v u v g

dn y y
  
   

           

2ˆdp v u
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3.4 Convergence through divergence-free velocity field 
 

 The main idea behind the projection method is that mass continuity, or divergence-free 

velocity field, is enforced with successive corrections, based on the Helmholtz decomposition as 

described in Equation (3). 

 Since velocity correction is expressed in terms of a velocity potential, boundary 

conditions are necessary to solve the Poisson equation (3): 

(10) 

 
 

(11) 

 
 
 Clearly, since for walls and inflows, there are more equations than unknowns, solution of 

Equation (3) with boundary conditions (10)-(11) has no solution, unless a minimization 

procedure is used. It is convenient to remember that most minimization methods are linearly 

convergent, making this approach too slow and expensive for DNS/LES simulations. Because of 

this problem, typical simplifications are used, as explained in Table 1. 

Table 1:  Simplified boundary conditions for Equation (3) 
 

Boundary Condition Projection [128] 

Inflow 
0

dn

d
 

Wall 
0

dn

d
 

Outflow 0  

Inflows and walls:   0 0v    

   ˆ ˆOutflows:   0 0n v n      
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 The condition 0dnd  in the wall means 0ˆ  nv


, that is, do not correct the tangent 

component of the velocity field; correct only the main velocity component. Enforcing mass 

continuity by correcting only the component of the direction of the flow is correct in parabolic 

flows, where the tangent component of the velocity field is just a small percentage of the main 

velocity. 

 For elliptic flows, boundary conditions in Table 1 are incorrect because, in the most 

general case, there is no way to know in advance the fraction that each component must be 

corrected. For complex flows, if a grid fine enough is used, the first nodes (in the tangent 

direction from the wall) are going to be located in the boundary layer, so that the parabolic flow 

assumption is valid. 

 In order to understand the effect of the boundary conditions in Table 1, let’s take a look at 

a horizontal wall. The condition 0 n  means 0 y ,  and that implies 0v  and 0u . 

Substituting in momentum equation, the perturbation produced in the pressure gradient at the 

wall is: 

 

(12) 

 
 
 
 
which is correct except for the term xuutu  . If the flow is not parabolic, the 

additional term may produce a wrong pressure gradient in the direction of the wall. 

 The problem of boundary conditions for the mass-enforcement equation explains why all 

Finite-Volume based procedures have problems when the velocity is not normal to the faces of 

every control volume or when the flow is not absolutely parabolic. 
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3.5 SIMPLE-based procedures 
 

The finite volume method proposed by Patankar [264], with SIMPLE and SIMPLER 

techniques as velocity-pressure coupling procedures, is the most popular method in CFD. These 

coupling schemes are used in most commercial and noncommercial CFD packages, using finite 

volume, finite difference or finite element method as the main discretization procedures. 

However, these coupling procedures are known to produce significant numerical 

diffusion. The most general procedure (SIMPLER) can be resumed as: 

a) Discretize momentum equation: 

(13) 

 
 

b) Compute pressure by introducing (13) into continuity equation: 

 

(14) 

 
 

c) Update pressure in Eq. (13) and solve for velocity. 

d) Correct velocity to enforce mass continuity: 

(15) 

 
 

(16) 

 
 

where the term v

ˆ  is frequently neglected. 

 The first comment that it is convenient to make to this procedure is that, the main 

coefficient 
Pa  is inside all partial derivatives in pressure and mass-enforcement equations. The 

structure of this coefficient is: 

ˆ p
p r g


  

1ˆ
P nb nb

P

v a v
a

  1ˆ ˆ
P P

P

v v p
a

   

1 ˆ ˆ
P

P

p v
a

 
     

 

*
v v v  *ˆ ˆ ˆp p p 

1ˆ ˆ
P

v v p
a

      *1 ˆ ˆ
P

p v v
a

 
      

 



28 
 

(17) 

 
 

with CL, CDX and CDY the coefficients of finite-differencing schemes. For a non uniform mesh, 

the coefficient 
Pa  is a function of the position. This coefficient will produce clearly numerical 

diffusion in equations (14) and (16). 

 The only way that equations (14) and (16) will not produce numerical diffusion is with a 

mesh of constant spacing and using central differencing in convection terms. Since 
Pa  gathers 

the diffusion and convection terms, central differencing for convection derivative will not have 

any coefficient. With a uniform mesh, the diffusion term of v

ˆ  is zero and the Eq. (16) becomes 

exactly the same equation (3). Similarly, with a mesh of uniform spacing, Eq. (14) becomes the 

same equation (2). 

By updating velocity in SIMPLER, the procedure becomes the same algorithm of Harlow 

and Welch, but in SIMPLE, updating pressure with p  is updating pressure with the velocity 

potential. This explains why SIMPLE takes so many iterations to converge and why this 

procedure works only when velocity is corrected and not pressure (as initially inferred). 

 Another problem that SIMPLE and SIMPLER have is, in pressure equation (14), 

boundary conditions (pressure coefficient zero in all boundaries) imply that the viscosity of the 

fluid is infinite at the wall, inflows and outflows. 

The condition of viscosity infinite is correct at the wall but, at inflows and outflows is 

evidently incorrect. At inflows, this numerical change in the viscosity of the fluid produces a 

force that helps the motion of the fluid but, at outflows, this change in viscosity produces a force 

that decelerates the fluid. This is one reason why pressure equation (14) converges usually very 

P L P DX P DYa C u C v C  
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slowly, unless a block-correction or multigrid algorithm is used. One way to correct this problem 

is by changing the outflow condition to normal derivative zero of pressure coefficient, but of 

course, numerical diffusion will be present anyway. 

 

3.6 Streamline-vorticity formulation 
 

A popular technique used in 2D flows is the streamline-vorticity formulation. The 

advantage is that no pressure has to be computed and the streamline function satisfies 

automatically the continuity equation. The streamline and vorticity are related to velocity by: 

(18) 

 
 

Taking the curl to the momentum equation and expressing the definition of vorticity in 

terms of the streamlines, the flow equations to be solved is now: 

 

(19) 

 
 
 
 The system of equation (19) does not look complicated to solve. The problem arises 

when trying to set boundary conditions for both, streamline and vorticity. For the case of the 

wall, the exact boundary conditions are: 

(20) 

 
 
which makes the problem over-determined again. Studying the implementations of [6], [22], 

[65], [91], [92], [118], [213], [274], [301], [318] and [347], the boundary condition at the wall 

for the streamlines is frequently 0WALL , which implies that the normal velocity (to the wall) 
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is zero but the tangent velocity is not. This simplification violates the no-slip condition. For the 

vorticity, a series expansion is developed assuming 0 n , and it is equivalent to say: 

(21) 

 
 
at the wall. The expression (21) is correct except for the last term, that it is not necessarily 

imposed to be zero in the series expansion. This additional term may produce an incorrect 

motion very closed to the wall if the flow is not parabolic. 

 

3.7 Fractional-Step method of Kim and Moin 
 

The fractional-step method of Kim and Moin [173] is very popular in DNS and LES 

since provides a simple procedure for time integration without using any explicit ODE method. 

Basically, the method consists of several steps: 

 

 

(22) 

 
 
 
 
 
where n

C


 and n
D


 are the corresponding convection and diffusion terms of the Navier-Stokes 

equations, evaluated at the current time step n. By combining the equations in (22), the following 

expression is obtained: 

(23) 
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 The first consideration in equation (23) is that the second term of the left-hand-side is 

negligible only if the pressure gradient is small, usually in parabolic flows. The second aspect is 

that, from the analysis performed in the projection method, equation (23) does not guarantee 

mass balance since is basically the derivative of the momentum equation. 

Of course, the system (23) can be complemented with the same mass-correction 

procedure as in the projection method, but the scheme will have the same inconvenient as all 

SIMPLE-based methods. Additionally, the boundary condition n
vv


*  means that: 

(24) 

 
 

which is not true. Moreover, at the wall, expression (24) implies that 0
W AL L

p , exactly the 

same boundary condition of all SIMPLE-based methods. Finally, writing the equation for 

pressure in terms of the coefficients we have: 

 

(25) 

 
 
 
 
which has a lot of numerical diffusion. The only way to reduce the numerical errors is using a 

uniform grid and discretizing the convection terms with a central finite-differencing scheme. 
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3.8 The full coupled procedure 
 

The most straightforward way to solve the equations of motion, on a collocated grid, is 

by solving the discrete linear system, say momentum and continuity, with a sparse matrix solver. 

The fact that there is no pressure term in the continuity equation makes the condition number of 

that full system closed to infinity. 

 Additionally, the amount of resources needed to solve a sparse linear system of several 

millions of equations is prohibitive in 3D simulations. One way to reduce the huge 

computational resources needed in this problem is dividing the entire region in small blocks or 

sub-domains. 

 In a given block, the linear system of equations to be solved can be written as, in 2D ( p
  

is a vector containing the pressure in all grid points): 

(26) 

 
If boundary conditions are excluded, in every sub-domain, a pressure equation can be 

obtained by simple matrix manipulation: 

(27) 

 
where it is necessary to invert one diagonal dominant matrix with all main diagonal coefficients 

non zero and consequently, a very low condition number. 
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3.9 A local direct coupling procedure 
 

 A useful alternative that solves the problems associated to both segregated and direct full 

coupling procedures can be found in [340]. This scheme uses the segregated grid arrangement in 

the same way as finite volume method as seen in Figure 1. 

 

Figure 1: Staggered grids for u, v and p in a system of 3x3 volumes 
 

 The fundamental aspect of this scheme is that the velocity - pressure coupling procedure, 

done with the momentum and continuity equations in the original form, for example in 2D steady 

state this means: 

 

(28) 
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After substituting expressions of finite differences in the staggered grid arrangement 

shown in Figure 1, the system of equation (28) can be expressed as: 

 

(29) 

 
 

With the system (29), the coupling of u, v and p is performed by writing, in all possible 

ways, a linear system of 3 equations of the kind: 

 

(30) 

 

whose solution is: 

 

(31) 

 
 

 

Having in mind the linear system (30) and its solution (31), the discretized system (29) 

may be rearranged in many different ways, as shown in Table 2 and Figure 2. 
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Table 2: Sequence of sweeps for a 2D calculation 
 

Case X direction Y direction 

1 Positive Positive 

2 Positive Negative 

3 Negative Negative 

4 Negative Positive 

 

This scheme was successfully tested in 3D turbulent flows using the k  model of 

Launder-Sharma (see [340] for more details). 

Another advantage of this procedure is the memory required to solve the linear system 

that arises after discretization of the hydrodynamic system. 

For example, in 3D flows, using SIMPLER method [264], it is necessary to store all 

coefficients of all momentum equations including the pressure coefficients.  Furthermore, 

coefficients for pressure equation are needed and 3 more matrices are necessary to store all 

pseudo-velocities.  Pressure correction equation uses the same coefficients that the pressure 

equation, so no additional space is needed.  All this makes that SIMPLER method needs 38 

arrays to perform any iteration. 

This approach needs the same 9 arrays per momentum equation plus another 3 to store 

the coefficients of the continuity equation, making a total of 30 arrays, representing always about 

27% less computer memory that SIMPLER.  In 2D flows, the comparison gives 24 arrays for 

SIMPLER versus 16 arrays needed for this method. 
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Figure 2: Coupling schemes and volumes involved in a 4x4 volumes 2D region 
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CHAPTER FOUR 

 ADDITIONAL SCHEMES/PROCEDURES 

 

 The velocity-pressure coupling alone is obviously not the only numerical issue to be 

solved in DNS or LES. There are some other aspects where a lot of care must be taken in order 

to have a robust numerical procedure. 

 

4.1 Convection discretization 

 

From the computational point of view, DNS and LES simulations are quite challenging 

problems due to the huge amount of calculations involved as a result of a long term integration 

process, where a lot of detail is necessary in order to have a good description of the phenomena. 

The choice of a suitable convection scheme is crucial to keep numerical errors in a reasonable 

level. These numerical errors come mainly from two sources: numerical dissipation and order of 

accuracy. 

Numerical dissipation can be kept very low by using central differences, as in [101], 

[196], [251], and [339] for DNS and [113], [126], [170], [221], [330], [335], [363] for LES. 

However, if the grid has a very large aspect ratio (i.e. 100-250), central differencing schemes 

become unstable. Upwind schemes are stable for any aspect ratio, but they induce numerical 

dissipation in large gradients [96]. Although, a successful example of DNS over a flat plate, 

where a 5th order upwind scheme is used, can be found in [360]. On the other hand, LES 

calculations with central differencing can be seen in [113], [126], [221], [353], [360], and [363]. 
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As an exception, in [170] a 3rd order upwind method was successfully used to solve DNS with 

heat transfer over a backward-facing step. 

One intermediate alternative to the inconvenient of upwinding and centered procedures 

can be a biased-scheme, but the resulting discrete equation has the same stability problems than 

the central differencing procedure. 

 With respect to the order of the differencing scheme, in [151] is outlined that, at least 4th 

order is acceptable for DNS calculations, while 2nd order is acceptable for LES. The use of a 4th 

order centered scheme is more time-consuming and it is frequently unstable since the discretized 

equations have some complex eigenvalues, the main source of instabilities. One solution can be 

found with 4th order compact schemes. Compact schemes reduce calculation time with respect to 

non compact ones, but they are not easy to implement due to the implicit nature of the procedure, 

and that they are limited to structured grids and explicit evaluation of the derivative. 

One way to solve the problem of the order of discretization is using a very accurate 

procedure, like spectral or pseudo-spectral methods, as in [135], [154], [161], [211], [241], [248], 

[259], [276], and [331]. These methods are limited to simple geometries with periodic 

boundaries. The typical benchmark problem to evaluate the ability of any convection scheme is 

[96]: 

(32) 

 
whose analytical solution is: 

(33) 

 
 

With 100B , writing the discretized equations in terms of a local Reynolds number, 
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is a comparison of three typical convection schemes with a local Reynolds number equal to 5. As 

expected, upwind scheme is dissipative, second order centered scheme is unstable but, 4th order 

compact scheme (described in [151]) is unstable too. This issue could explain why compact 

schemes are not frequently used in parabolic flows, where stretched grids are necessary to save 

computing resources. 

Unfortunately, there is no enough information in the literature to make a full diagnosis of 

the best choice between upwind/central/compact differencing scheme and order of the method, 

since most papers never give details of the convection discretization scheme that they used. 

 

Figure 3: Solutions to (32) with 5Re  (classic schemes) 
 

 Another alternative, quite popular in the solution of the Euler equations and in the 

simulation of compressible flows is the technique of flux limiters. 
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The main idea behind the construction of flux limiters is to limit the convection 

derivative to realistic values [369] using a combination of low resolution and high resolution 

schemes. Consider the scalar advection equation: 

(34) 

The core idea is to discretize the x-derivative in (34) in the form of the subtraction of the 

fluxes in the two adjacent faces or mid-points: 

(35) 

 The value of the field variable in any face f will be computed depending on the sign of 

the velocity: 

  (36) 

 
 

where the sub-indices WW, W, E and EE are relative to the corresponding faces, not the nodes in 

the grid.  

Here,  r  is the flux limiting function (or flux limiter) and it depends on the radio of 

consecutive values in the mesh (downwards or upwards). There are many proposals with 

different characteristics but, unfortunately, no particular limiter has been found to work for all 

cases. Some limiters can be found in [59], [60], [205], [206], [282] and [326]. For example, two 

popular limiters are the Superbee and Osher limiters [282]: 
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Figure 4: Solutions to (32) with 5Re  (flux limiters) 
 

As observed in Figure 4, there is a considerable improvement in the results for a local 

Reynolds of 5 and the same amount of points. These results imply a low numerical diffusion and 

this is the recommended approach for LES simulations in some software packages as Fluent and 

Open Foam. 
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4.2 Time integration schemes 
 

As expected, if a simulation of turbulent flow is desired, the momentum equation must be 

integrated in time (additional to space). In the numerical point of view, time integration is a 

typical Initial Value Problem (IVP). In DNS and LES, time integration is performed with the 

same methods for ordinary differential equations. 

First of all, time integration algorithms depend on the coupling scheme used. For 

example, in the segregated approach, all variables have an independent equation, and the 

procedure can be seen as a system of Ordinary Differential Equations (ODE) of first order. On 

the other hand, the direct coupled approach, that is, by solving the momentum and continuity 

equation is a typical Differential Algebraic Equation (DAE) since continuity equation ( 0 v


) 

does not have time derivative. 

 Now, time integration schemes can be divided in implicit and explicit. Explicit schemes, 

such as Runge-Kutta and Adams-Bashford, are very fast for long term integration, but they have 

stability conditions that must be met in order to give a physical solution. On the other hand, 

implicit methods, such as Implicit-Runge-Kutta, Adams-Moulton or BDF, are much more stable, 

but they are very expensive since the solution of a non linear system is required in every time 

step. 

 At the same time, explicit schemes are divided in one step methods and multistep 

methods. One step methods, such as Runge-Kutta of 2nd, 3rd and 4th order, are very popular in 

DNS and LES because they are stable, easy to parallelize and they represent a good compromise 

of accuracy and computing time. Runge-Kutta methods of order greater than 5 are rarely used 

because they require more function evaluations than the order of the method, and this issue is 
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expensive for long term integration. Navier-Stokes equations are considered [151] expensive in 

the scope of IVP. For direct simulation of compressible flows, Runge-Kutta is a good choice to 

describe correctly shock waves. A cheaper alternative to long term integration with an explicit 

scheme are the multistep methods, such as Adams-Bashford, has usually half of the function 

evaluations than a typical Runge-Kutta. 

 Implicit methods are used normally in stiff differential equations and in DAE. They 

imply the solution of a nonlinear system (in the general case), they are more robust but at a 

higher computing cost. Typical approaches are the multistep methods Adams-Moulton and 

Backward-Differentiation Formulas (BDF). 

 A very important issue is that explicit time integration schemes have a limited stability 

region, forcing the delta time (used in the integration) be limited to a certain maximum value. In 

some cases, the time increment may be severely small. On the other hand, stability region of 

implicit methods is considerable larger. 

 For the specific case of DNS and LES simulations the time integration scheme depends 

on the velocity-pressure coupling procedure chosen. 

If the segregated approach is used, a good alternative can be the explicit methods as 

Runge-Kutta. Multistep methods such as the predictor/corrector Adams Bashford/Adams 

Moulton can be used separately for convection and diffusion terms respectively. 

 Finally, if the direct approach is chosen, the only alternative is the implicit approach. 

Here, perhaps the best choice is the BDF method since it has a larger stability region than its 

counterpart Adams-Moulton. 
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4.3 Interpolation 
 

Independent of the location of the variables in the grid, interpolation is a mandatory 

procedure. For example, collocated grid arrangement (all variables located at the same place) 

needs interpolation for the mass balance equation. Here the bilinear interpolation produces 

nonphysical oscillations and some nonlinear interpolation schemes have been proposed with 

great success, as for example [279]. 

On the other hand, the segregated approach, where velocity components and pressure are 

located at different positions, needs interpolation for the convection terms. In this case, bilinear 

interpolation has been widely used since is much more stable and provides faster convergence. 

For many practical situations in engineering, the quality of the interpolation is not 

fundamental for the validity of the results. Unfortunately, for DNS/LES simulations, is 

convenient to pay more attention in the accuracy of the interpolation scheme. 

For example, in [77] and [104] a Radial-Based Function (RBF) procedure is chosen to 

perform all interpolations. In this procedure, RBF is used basically to compute the coefficients of 

all derivatives without the use of a connectivity mesh. It is convenient to underline that RBF 

interpolation has a spectral error. 

For all collocation methods, the underlying nodal influence can be expressed in the form 

of a set of weights multiplied by a set of nodal values. For any variable, this means that any 

derivative will be expressed in the form: 
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with NF the number of neighboring points or influence points. Localized Radial Basis Function 

(RBF) begins with the principle that any arbitrary domain Ω can be interpolated over by 

collocating a number of points with some basis function χ. The field   is then represented by 

multiplying the basis functions by a set of expansion coefficients where, for stability reasons, a 

series of NP polynomial functions  xPk


 are added to the interpolation scheme: 

(40) 

 
 
 With respect to the basis function, the most accurate and stable one belongs to the group 

of Inverse Hardy Multiquadrics, which is of the form: 

(41) 

 
 

where  xrj


 is the Euclidean distance. At this moment, there is no unique way to determine the 

parameter c so different formulations are employed. The expansion coefficients are then 

computed by writing Eq. (40) in every neighboring point and solving the corresponding linear 

system: 

(42) 

 
By substituting (42) in (40), a general interpolation scheme is obtained: 

 

(43) 

 
 
expression that can be written as: 

(44) 
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The calculation procedure (40)-(43) must be preceded by a proper selection of the free 

parameter c. Practice has showed that the best results are obtained when the condition number of 

the matrix G in equation (42) is between 1010  and 1210 . 

 

 

Figure 5: Range of shape parameter c vs. the number of influence points 
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Figure 5 shows the range of the shape parameter as a function of the number of influence 

points for a 2D uniform distribution with the interpolation point located exactly in the geometric 

center. The blue line is the condition number of 1010  while the violet line represents the 

condition number of 1210 . For a number of influence points larger than 30, the variation of the 

shape parameter is very small. This feature is convenient in the design of a searching strategy of 

the optimum value without an excessive computational cost. 

It is important to underline that the calculation of the optimum shape parameter can be 

very expensive if we don’t take a look to some details. First, the way the polynomial expansion 

is written may affect the final condition number. After some experiments, it was found that the 

following scheme works correctly on most cases, even on very large grids. For 1D-RBF 

interpolation, this means: 

 

(45) 

 
 
 
 
where 

REFx  is a local reference coordinate, chosen to be the smallest coordinate of all influence 

points used for any particular interpolation point. 

 A naïve algorithm to find the optimum shape parameter is by performing a single force 

brute search until a suitable parameter is found. This approach may take too much time 

considering that the calculation of the condition number of a matrix is an expensive operation. In 

this work, a different approach is used, by doing a search of the optimum shape parameter in 

terms of the logarithm of the condition number. For 30 points and 1D-RBF interpolation, Figure 
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6 shows the results when plotting the logarithm of the condition number versus the shape 

parameter with 30 influence points uniformly distributed. 

 

Figure 6: Condition number vs. shape parameter, for 30 influence points  
 

As it can be observed in Figure 6, the distance between influence points is ranged from 

0.1 to 610  and there are two solutions, one easy to find (between 2 and 8) and the second one 

hard to find since they are values very close to zero and quite different in order of magnitude. 

Using the logarithm of the condition number, the right part of each plot is a single straight line. 
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Additionally, the point c , where the condition number is 1310 , is basically the same in all 

cases ( 9c ). Using this point and a set of pre-computed optimum values, a very simple 

procedure can be developed where the optimum shape parameter will be calculated with no more 

than 3 computations of condition number. 

Moreover, for deltas (between influence points) of 510 and 610 , there is basically no 

space to compute the optimum shape parameter because the condition number is basically in the 

upper limit of the acceptable range. For this reason, all calculations in this dissertation are 

performed with a delta of 310 . It is important to mention that the variation of the number of 

points produced no significant modification of the plots presented in Figure 6. 

 

4.4 The order of a method 
 

A very important issue in DNS and LES is the accuracy of the procedure. It is clear that 

high order methods report better results than low order methods. As it was mentioned earlier, in 

[151], it is always outlined that at least 4th order is acceptable for DNS, and that 2nd order is 

enough for LES. However, 4th order schemes (or higher) are more difficult to implement because 

they are unstable and they take more computing time. On the other hand, low order methods are 

easier to code and they require less computing time and resources with the same grid. 

 When discretizing Navier-Stokes equations in space and time, the resulting vector 

equation is of the form: 

(46) 

 
with n the time step. It is clear that the order of the method is the minimum order of all different 

discretizations because it will have the largest error. A method of order 4 must have all 
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discretizations of order 4, or the grids in the other directions, or the time step must be adjusted to 

have the same error in all terms. On the other hand, the lack of accuracy of a low order method 

can be resolved with a finer grid. 

 It is not clear what is best: 

a) A high order method in a coarse mesh, more difficult to implement. 

b) A low order scheme in a fine grid, easier to implement efficiently. 

In a survey made to 124 papers with DNS calculations, 85% (105) used second order in 

time, while for LES, out of 132 papers, 95% (125) used second order for time integration. There 

is no publication that used a time scheme of order greater than 4. 

Most publications use 2nd order in space and time, and there are no important differences 

with results with low order in time and high order in space. 

For example, in [211], [241], [260] and [331] the pseudo-spectral method is used for 

spatial derivatives, but the classical Runge-Kutta scheme of order 2, 2, 3 and 4 respectively is 

used for time integration. In other studies, such as [335], a pseudo-spectral method is used in 

tangent direction but low order spatial discretization is used in the main direction of the flow. 

In one study [101], where second order was used for pressure equation and Crank-

Nicholson method for time integration (a 2nd order method), comparisons were made with 

schemes of 2nd and 6th order for momentum equations. Their conclusion is that second order was 

enough to reach spectral accuracy. 
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4.5 Acceleration techniques 
 

The typical procedure in the solution of the nonlinear system of equation momentum-

continuity is by solving a series of linear systems and updating the coefficients iteratively. 

In this area, two major approaches have been widely used, the block-correction scheme 

as proposed in [140] which is useful in structured grids. For 2D problems, the basic idea is to 

perform corrections in lines, solving a simple tri-diagonal linear system. Unfortunately, this 

procedure has not been popular. 

In fact, the most popular acceleration method for CFD, usable in structured and 

unstructured grids is the multigrid algorithm as explained in [240]. This method performs 

corrections by solving an equivalent system in a coarse grid. The general technique involves 

several coarser grids intended to accelerate the convergence of the previous finer grid. 

The efficiency of the multigrid algorithm depends strongly on the problem, because if a 

given flow pattern has different resolution scales, the solution in the coarser grid acts as a filter 

and the corrections do not necessarily lower residuals. For a good convergence of the multigrid 

scheme is highly convenient to have a priori knowledge of the phenomena in order to specify in 

what parts of the problem is necessary the technique. The multigrid technique is useful in the 

segregated approach because every equation is treated separately and the corrections can be 

performed without perturbing the others. 

In the case of the direct coupled procedure, an effective block correction procedure can 

be constructed. 

Let’s begin with the discretized equations (29) but with more detail: 
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(47) 

 
 
 

 Using a tentative solution 
u , 

v  and 


p , the residual of momentum and continuity 

equations can be written as: 

 

(48) 

 
 
 
 Expressing the exact value of velocity and pressure in terms of the previous tentative 

solution in terms of the corrections u , v , p  we obtain: 

 

(49) 

 
 
 

Performing the summation in horizontal and vertical lines, and forcing the same 

correction in every line, the following equations are obtained: 

 

(50) 

 
 
 
 

(51) 

 

 

 
 

(52) 

 
 
  

 

 

    0

u u u u

P P nb nb P P E P

nb

v v v v

P P nb nb P P N P

nb

u v

P P W P P S

a u a u C p p b

a v a v C p p b

D u u D v v

   

   

   




 
 

   

u u u u u

P P P nb nb P E P

nb

v v v v v

P P P nb nb P N P

nb

c u v

P P W P P S

r b a u a u C p p

r b a v a v C p p

r D u u D v v

   

   

   

    

    

    





 

 

   

u u u u

P P nb nb P P E

nb

v v v v

P P nb nb P P N

nb

u v c

P P W P P S

a u a u C p p r

a v a v C p p r

D u u D v v r

      

      

      




 
 

u u u u u u

P E W P N N S S

X X X X

u u u u u u

P N S P E E W W

Y Y Y Y

a a a u a u a u r

a a a u a u a u r

      

      

   

   

 
 

v v v v v v

P E W P N N S S

X X X X

v v v v v v

P N S P E E W W

Y Y Y Y

a a a v a v a v r

a a a v a v a v r

      

      

   

   

 

 

v c

P P S

X X

u c

P P W

Y Y

D v v r

D u u r

  

  

 

 



53 
 

Now, considering that any acceleration algorithm is effective when the time involved in 

the correction part is small compared to the time of the iterative solver, a suitable approach 

seems to be a partial implementation of equations (49)-(52): 

 

(53) 
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(56) 

 
 
 
 The great advantage of this scheme is that the corrections are calculated directly, with the 

summations of coefficients constant, so they can be computed and their inverse stored at the 

beginning of the computation. 

 

4.6 Absence of virtual points 
 

Perhaps the most characteristic feature of any meshless approach is the use of virtual 

points. Figure 7 shows the typical configuration used in meshless methods, the real grid and the 

virtual grid. 
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Figure 7: The real grid and the virtual grid 
 

The main idea of any meshless procedure is to store the solution in the real grid, which 

can have a random distribution of points. On the other hand, the virtual grid, normally a perfect 

aligned grid, is used to discretize all governing equations, using finite differences for the 

calculation of the derivatives and RBF to perform any necessary interpolation between the real 

grid and the virtual grid. 

The proposed procedure does not utilize any virtual points, but just a single perfectly 

aligned grid for each variable. The reason for not using virtual points can be observed by taking a 

look at the calculation of a single derivative. Consider the calculation of the first derivative using 

central differencing: 
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The calculation of   at virtual points E and W is done using RBF interpolation. By 

substituting the interpolation relation (44) for both virtual points we obtain the interpolation 

vector plus the error term: 

 

(58) 

 
 
 Considering that the RBF interpolation has an error term considered pseudo-spectral, the 

interpolation error at both virtual points must be smaller than the error of the finite difference 

scheme. 

 

(59) 

 
 
 

Since the error of the derivative is the leading term, calculating and storing the 

interpolation vectors for any single derivative will consume a more time and memory than the 

classical finite differencing scheme. In conclusion, using a perfectly aligned grid for each 

variable and RBF for any necessary interpolation will be faster and it will consume less 

computer memory. The error in the calculation of the derivative will be the same order than 

using virtual points. This issue can be very important if a meshless approach is desired to be used 

for DNS/LES simulations. 
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4.7 Using a suitable grid 
 

One non trivial task is to find a suitable grid for any fluid flow calculation. In parabolic 

flows, where convection terms are negligible compared to the the diffusion terms, basically any 

coarse grid can be used to find an acceptable solution. But, in elliptic flows, as in the backward-

facing step problem, the situation changes drastically since both, diffusion terms and convection 

terms coexist at the same time. 

Due to memory costs and computing time, the idea in any numerical simulation is to use 

the coarsest possible grid that can help describing the flow phenomena correctly. The classical 

approach is to perform a coupled of computations (with different grid sizes) and check later both 

solutions. For simple cases, that is a good approach, but in DNS or LES simulations, that idea is 

too expensive in time and resources. In the literature, a lot of information can be found about the 

appropriate number of nodes (per direction) that are necessary to solve any DNS/LES problem. 

Another objective of this work is to provide some guidelines and ideas about how a 

suitable grid can be determined without the need of performing several simulations. 

The key idea is found in the first lessons of any undergraduate course on numerical 

methods, but unfortunately ignored most of the time. Let’s begin taking a look at the momentum 

equation in x-direction: 

(60) 

 
 
 Substituting the finite difference expressions for both, diffusion and convection terms, the 

above equation (60) can be written as, assuming a uniform grid on both directions x and y: 

 

 

2 2

2 2

1 p
u v

x x y y t x

     


        
               



57 
 

(61) 

 
 
 
 
 
where the DX, DY refers to diffusion in x, y, as well as  CX and CY. Additionally, all coefficients

D
a , C

a  are intended to be of order )1(O . What is important here is the balance of magnitudes 

between both, diffusion and convection terms at the moment of being summed to build the 

discretized equation. The discretized equation (61) can be re-written in terms of a local Reynolds 

number as well as the CFL number: 

(62) 
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In order to understand the purpose of equation  (63), let’s begin with a simple example. 

One fundamental rule in computer programming is that if we want to add or subtract two 

numbers, they must have roughly the same order of magnitude, otherwise, the result will be a 

similar number to the largest. For example, adding 2 and 3 will produce 5, which is different to 2 

and 3. If we now add 10 and 1, the result will be 11, which is no more different than 10 (just 

10% more). One extreme case, add 100 and 1, the result 101 is basically the same than 100 (1% 

more). 
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When adding the coefficient of diffusion and convection terms in x-direction (for 

example), the local Reynolds number xRe  will determine the proportion between these two 

terms. If the mesh used is very coarse, the local Reynolds xRe  will be very large, and the 

summation of the coefficients will be similar in magnitude to the convection terms. This 

misbalance of terms will make the equation very similar (numerically speaking, to the machine) 

to the Euler equation at the moment of the iteration. This issue may produce clearly numerical 

instability. It is convenient to recall that in most DNS calculations, the local Reynolds number 

has a value of the order of 100. 

On the other hand, in an elliptic problem, if the mesh is extremely fine and the local 

Reynolds xRe  gets very close to zero, the equation will be basically a diffusion equation (like 

heat conduction). This misbalance will hide all nonlinear effects that must be present in any 

elliptic flow problem. 

Performing test on different grids with the present method, a local Reynolds number 

greater than 10 is enough to produce numerical instabilities. In order to keep a balance between 

both, diffusion and convection terms, it seems that they should not be 10 times larger than the 

other. If we set the limiting misbalance of magnitudes to be 10, the local Reynolds numbers will 

be bounded by: 

(64) 

 
 
 Additionally, for the y-direction, if the delta used in one direction is too different than in 

the other, yRe  will be too different from xRe , and the coefficients of the resulting equation will 
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have a magnitude similar to the coefficients of the largest delta. This misbalance imposes a 

restriction on how stretched a grid can be. 

 It is clear that the worst case will be with the maximum velocity at a given point. If we 

want to develop a criterion to set the grid before the calculation, the idea of local Reynolds 

number can be changed using the velocity of reference V : 

 

(65) 

 
 
 

Finally, for the transient term the situation is similar. If the courant number CFL is too 

large, the equation will be, numerically speaking, a quasi steady state equation. On the other 

hand, if CFL is too small, the coefficients of the resulting equation will be, in magnitude, similar 

to the transient term, or the original equation with excessive numerical diffusion. 

Once again, the delta time that can be used is also bounded for stability reasons. With

1CFL , the magnitude of the transient term will be similar to the magnitude of the convection 

term, and the criterion of the local Reynolds number will again prevail. What is interesting is that 

the criteria of a bounded local Reynolds number is that it is possible to develop a strong criteria 

to know, in advance, the necessary grid for any problem, steady state or transient, laminar flow 

or DNS/LES simulations. 
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CHAPTER FIVE 

 PROPOSED PROCEDURES AND VALIDATION 

 

5.1 Serial procedure for 2D steady flows 

 

As mentioned earlier, the method proposed here is a major modification of the procedure 

published in [340]. The method used second order upwinding for the convection terms and 

bilinear interpolation. This procedure was previously validated [339] and [340] by solving the 

case of turbulent flow in a squared duct with the k  model of Launder-Sharma. The main 

features are: 

 Use a segregated grid arrangement for velocity components and pressure 

 Discretize the diffusion term with second order finite differences 

 Discretize the convection term with the Osher flux limiting scheme 

 Use RBF to interpolate velocity components (needed in the flux limiting scheme) 

 Use second order central differencing for pressure gradient 

 Use second order central differencing for continuity equation 

 Solve the resulting system (29) with the procedure explained in chapter 3, part 3.9 

 Use the block-correction scheme (53)-(56) to speed-up convergence 

For the case of 2D steady flows, the main solution sequence used is: 

1. Set an initial guess for velocity and pressure 

2. Set inflow and wall boundary conditions 

3. Compute diffusion coefficients in momentum equation and store them 

4. Compute pressure gradient coefficients and store them 
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5. Compute coefficients in continuity equation and store them 

6. Iterate until convergence: 

6.1 Store current velocity components  

6.2 Update velocity in outflow (original and interpolated grids) 

6.3 Compute momentum equation 

6.4 Perform block-corrections 

6.5 Interpolate velocity to the other grids 

6.6 Do some sub-iterations: 

6.6.1 Update main variables from flow equations 

6.6.2 Adjust pressure of reference (to reduce numerical errors) 

6.6.3 Find maximum increment 

6.7 Check convergence 

 

5.2 Serial procedure for 2D transient flows 
 

For the transient procedure, and with the analysis done in previous chapters, the calculation 

at each time step is an implicit procedure: 

1. Set an initial condition for velocity and pressure 

2. Compute diffusion coefficients in momentum equation and store them 

3. Compute pressure gradient coefficients and store them 

4. Compute coefficients in continuity equation and store them 

5. For each time step: 

5.1 Iterate until convergence: 
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5.1.1 Store current velocity components  

5.1.2 Update velocity in outflow (original and interpolated grids) 

5.1.3 Compute momentum equation 

5.1.4 Perform block-corrections 

5.1.5 Interpolate velocity to the other grids 

5.1.6 Do some sub-iterations: 

5.1.6.1 Update main variables from flow equations 

5.1.6.2 Adjust pressure of reference (to reduce numerical errors) 

5.1.6.3 Find maximum increment 

5.1.7 Check convergence 

5.2 Take statistics if a DNS/LES calculation 

 

5.3 2D Steady Backward-Facing Step 
 

The backward-facing step is one of the hardest validation cases since the structure of the 

flow is highly elliptic and it is excellent to show the robustness of any numerical procedure. It is 

convenient to remember that most fluid flow calculation procedures are designed for parabolic 

flows. 

This flow is characterized by a straight entry length, where the flow may or may not 

reach a fully developed state. Later the fluid enters in a sudden expansion and a big vortex is 

formed. In this zone, the structure is completely elliptic. 
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Finally, the flow re-attaches and the parabolic regime is back again. In general, at low 

Reynolds numbers, the re-attachment increases and, when the flow enters in the transition stage, 

the re-circulation zone reduces to increase in size later as the speed of the flow increases. 

In general, there is a very important disagreement between experiments and numerical 

predictions when the fluid enters in the transitional regime. Under very few exceptions, almost 

all numerical calculations fail to predict transition. 

Reviewing the literature, two different numerical approaches are used, the segregated 

SIMPLE procedure and the streamline-vortex formulation, in transient or steady state. There is 

no clear difference in the quality of the results. 

In [26] a time-dependent SIMPLE scheme is used and different transient procedures are 

testes. Calculations with Reynolds number of 800 are performed with an inflow length of 40. Re-

attachment occurs at 9.55 after 50 seconds.  A similar case can be seen in [37] where calculations 

are done with Reynolds of 800 and an inlet of 5. A study is done by modifying the expansion 

ratio but no differences are reported with the entry length. 

 A different approach is used in [121], where the boundary element method is used with 

primitive variables and an entry length of 0.02 is set. Validations are presented at Reynolds 

number of 500 but no comparisons are presented. Similarly in [172], a spectral method with 

primitive variables is used and calculations with Reynolds number of 800 are performed. Re-

attachment is consistent with other references but no info of the location of the inlet. 

 References [308] and [344] are similar cases where only one Reynolds number is used, 

800. A study of outflow length is performed and the re-attachment is found to be consistent with 

previous works. 
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 Some incomplete woks can be found in [24] and [252]. In the first case, calculations with 

open and enclosed facing-step are performed but no comparisons are done on the re-attachment. 

In [252], SIMPLE scheme is used to perform 3D calculations with heat transfer but no info of 

inflow location is supplied. Here, some patterns are shown but no info on the re-attachment. 

 In the literature, very few experiments have been published. The classical reference [8] is 

a complete study of the behavior of the flow in the whole laminar regime. The expansion rate 

used is 1.94 and the entrance length equal to 40, claimed to be enough to obtain fully developed 

flow at all Reynolds. Measurements show clearly a 3D pattern. The re-attachment shows a 

permanent increment up to Reynolds number to 1,200, but then the size if the vortex decreases. 

Additionally, numerical calculations are performed using the measured inflow velocity profile 

and SIMPLE procedure. These calculations show an increment up to Reynolds of 450-500 and 

then decreases. This is the only numerical prediction that shows a decrement in the size of the 

vortex. 

 Another series of experiments can be found in [204]. The geometry and conditions are 

the same as [8] and the results are in good agreement. Here, transition is measured at Reynolds 

number of 1,200 when the re-attachment decreases.  

 Several other works have been published where the Reynolds number used ranges up to 

1,000. For example, in [21] an expansion ratio of 2 is used and the entrance length is set to 1 and 

the Reynolds number ranges from 150 up to 1050. Re-attachment increases permanently. 

Stability analyses show that for Re from 750 and over, the flow becomes unstable to any 3D 

instability. Their results suggest that the flow is stable up to 1050 but they have not been able to 

compute for larger Reynolds. 
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 In [25], different entrance locations are tested. SIMPLE method with QUICK convection 

scheme is proposed and extrapolation for outflow boundary conditions is used. Calculations are 

done up to Reynolds of 800 and the re-attachment increases always. If no entrance, re-attachment 

increases tremendously. 

 Similarly, in [35], computations are performed up to Reynolds of 800 with an expansion 

ratio of 1.94. In this paper, different convection schemes are tested, including TVD. All re-

attachments increase as Reynolds except for the hybrid central-upwind that shows a decrement 

after Reynolds of 500. When refining the grid, all methods get an increasing Re-attach. 

 Using an expansion ratio of 1.94 and Reynolds from 100 to 1,000 [56], two different 

entry lengths are used, 0 and 10. In all cases re-attachment always increases. In [65], and 

expansion ratio of 1.94 is used with an entrance length of 2. Streamline vorticity formulation is 

proposed and they consider that for Re>1200 the flow is transitional. For Reynolds 800 results 

agree with one reference but there is no detail for calculation with Reynolds larger than 1000, 

only graphics at different scales. 

 Reference [91] is perhaps the most complete calculation using the streamline-vorticity 

formulation. Some validations are presented with an expansion ratio of 1.94. It presents full 

results with expansion ratio of 2 and an inflow length of 20. Reynolds number is varied from 100 

to 3000. Re-attachment always grows. No mention of transition and claims very accurate results. 

After Re 500, results differ from experiments. No mention that for higher Re, re-attachment 

decreases. Claim that re-attachment increases linearly as Re increases. 

 A study using primitive variables and Reynolds from 800 to 1,600 can be seen in [97]. 

Validation is presented for Reynolds of 800 and Hopf bifurcations are searched. Critical 

Reynolds is close to 1,200. In [275], a streamline-vorticity Boundary Element Method is 



66 
 

presented. No entrance region is set and Reynolds numbers are computed from 100 to 50,000. 

Mesh used is too coarse for the results to be correct. For Reynolds equal to 100, re-attachment is 

very low compared to other calculations. For Re=800 good agreement is found but, for Re=1000, 

no comparison is done. 

 On the other hand, in [328], primitive variables and SIMPLE is used. Study effect of step 

height is done. Expansion ratio from 1.25 to 1.75 is analyzed and Reynolds number computed 

from 50-900. Good agreement with available data. In [366], a curvilinear coordinate system with 

QUICK scheme is proposed, with primitive variables and fractional step method. No entry length 

is used and the inflow profile is parabolic. Calculations are done with Reynolds up to 800 and re-

attachment always increases. 

 A different work can be found in [202], where a 3D simulation is done. The expansion 

ratio is 1.94 and the entrance region is equal to 1. Numerical predictions are performed for 

Reynolds from 100 to 800. Re-attachment increases always. One stability analysis through 2D 

DNS simulations can be seen in [362], where calculations are done for Reynolds number of 500 

and 800 with different grid sizes. 

 A very interesting study can be found in [6], where a streamline-vorticity formulation is 

used. The geometry is a sudden expansion, which can be seen as a double backward-facing step. 

For Reynolds number of 550, an asymmetric solution is obtained and for Reynolds of 786, three 

different solutions are found, two of them asymmetric.  

There are some other references related to the backward-facing step, as for example [61] 

where a streamline-vorticity method is used, or [67] where a SIMPLE-based method is used. A 

transient study can be found in [82], where at the beginning, two separate vortices are formed, 

but after some time, they unify into one large vortex. 
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In other works, as for example [83], several calculations with a Reynolds number from 10 

to 610 are done, obtaining good agreement with experimental data. In a similar study [103], a 

calculation with a Reynolds number of 800 is done and good agreement is presented with 

available data. 

An old reference but very interesting is [114], being one of the first to report that the re-

attachment is a function of the Reynolds number for laminar, but constant in turbulent regime. 

In [119], a stability study is performed for a Reynolds of 800. Their conclusion is that the 

flow is completely stable. Similarly in [123], a streamline-velocity procedure is proposed and a 

validation is performed for a Reynolds of 800. 

In other ideas, a 3D backward-facing step analysis is done in [159]. Additionally, a 2D 

DNS backward facing step simulation is done in [160] and two different types of perturbations 

are studied, obtaining quite different responses. In [177], a study with heat transfer is done, 

obtaining different results for the Nusselt number with respect to the available data. 

Similar publications can be found with alternative procedures, the streamline-vorticity in 

[247] and the vorticity-velocity in [258], with good agreement. In [266], a comparative study is 

done with a collocated procedure and the classical staggered grid. Their conclusion is that both 

procedures produce the same results. In other references, the well-known FIDAP package is used 

for validation of the results on this problem. In [329] a numerical procedure with a general 

curvilinear coordinate system is developed, where the backward-facing step is used for 

validation issues. 

Finally, there are some other references with many interesting studies of the flow in this 

geometry, as for example, [12], [48], [62], [195], [210] [214], [246], [281] and [317], or one 3D 

simulation as in [348]. 



68 
 

In the next sections, three different expansion rations were computed, with different 

Reynolds numbers in the transition region basically. The way they are presented is the way they 

were computed. The order in which results are shown will help the reader understand the issues 

present and the conclusions reached. 

 

5.3.1 Calculations with an expansion ratio of 1.94 

Due to the big variations of inflow conditions in all numerical calculations reviewed, and 

in order to have a good comparison basis, it was decided to perform calculations with exactly the 

same geometry, expansion ratio and inflow conditions as the experiments of Armali [8]. 

Figure 8 shows the progression of the details in all calculations. Being h the separation of 

the plates before the expansion, the inlet length is 38.4h, while the outlet length is 96.2h. The 

expansion ratio used is 1.94, exactly the same as in the experiments. A potential inlet profile, 

with a realistic boundary layer was used to match the uniform velocity at inflows in the 

experiments: 

(66) 

 

Two series of calculations were performed. The first series was done with a mesh of ratio 

2:1, while the second mesh was with a ratio 1:1 and DNS resolution for many cases. At the 

outflow, the non reflecting boundary condition               was set. 
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Figure 8: Progression of details for the backward-facing step 
 

5.3.1.1 Results with a coarse grid 
 

The mesh used in this first series has 50x960 internal pressure points while the expansion 

has 97x2,405 pressure points. This gives a total of 281,285 points for pressure, with a similar but 

slightly smaller number of points for both velocity components. 
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Calculations were performed for Reynolds numbers from laminar to turbulent. The 

Reynolds number was calculated as L HRe UD  , with the hydraulic diameter as 2HD h , and 

U  the bulk velocity. 

The procedure was to use as initial guess the solution with first order upwinding. The first 

aspect that called our attention in these series of calculations was the good description of the 

phenomena. The streamlines obtained from the calculation can be seen from Figure 9- Figure 13. 

Looking at Figure 9, from Reynolds 100 to 600 the results are in perfect agreement with the 

classic theory, in the sense that the size of the big vortex increases almost linearly with the 

Reynolds number. For Reynolds number of 600, a second vortex appears in the upper wall. 

For Reynolds of 800, the small upper vortex breaks into several consecutive vortices, 

called Taylor-Görtler longitudinal vortices are oscillations due to instability of the flow. For 

Reynolds 1,000, the structure is similar but the size of the big vortex does not increase much. 

Figure 10 shows the change in the streamlines pattern present when transition occurs at 

this expansion ratio, somewhere between 1,180 and 1,200. It is very interesting to note that the 

experiments of Armali [8] show a similar behavior. The difference is the size of the re-

attachment which in our calculation is smaller than in the experiments. 
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Figure 9: Streamlines BFS with 94.1ER , coarse grid, Reynolds 100-1000 
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Figure 10: Streamlines BFS with 94.1ER , coarse grid, Reynolds 1100-1200 
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Figure 11: Streamlines BFS with 94.1ER , coarse grid, Reynolds 1400-2400 
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Figure 12: Streamlines BFS with 94.1ER , coarse grid, Reynolds 2400-4500 
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Figure 13: Streamlines BFS with 94.1ER , coarse grid, Reynolds 5000-9000 
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Figure 11 and Figure 12 show the change in the pattern from a series of unstable vortices, 

similar to the results published by Rani [276] and the clear Kevin-Helmholtz oscillations present 

after the first re-attachment. 

From Reynolds number 3,500 and up, the upper Taylor-Görtler longitudinal vortices 

disappear due to the increasing kinetic energy of the fluid. Figure 13 show the streamlines for 

Reynolds number from 5,000 to 9,000, where the structure of the flow becomes stable and most 

previous instabilities disappear. 

 

Figure 14: Re-attachment BFS with for 94.1ER , coarse grid, re-attachment 
 

Figure 14 shows the re-attachment and the comparison with experimental data. The 

agreement is reasonable good except in the range 1,200-2,400, where the solution convergence 

was very unstable and too sensitive to the initial guess. In general, the description of the 

phenomena is consistent with those of the experiments. 
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Since these results have not been published before, an analysis on convergence and on 

grid size, done on chapter three, forced the decision to use a fine grid with DNS resolution for 

the smallest Reynolds numbers. 

 

5.3.1.2 Results with a fine grid 
 

After the results observed with the previous grid, an analysis of the grid was performed. 

A uniform grid was chosen with the same geometry of the experiments of Armali [8] but the exit 

was reduced to h40  in order to save some computer memory. At the entrance, a mesh of 

100x3840 pressure points was used and at the expansion, a grid of 194x4000 points was used, for 

a total of 1.16 million pressure points. Additionally, the grid has DNS resolution for almost all 

cases computed. 

Table 3 shows the data used in all simulations, with the relaxation factor to be decreased 

considerably as the Reynolds number exceeded 600. The convergence history in all simulations 

performed can be seen from Figure 15 to Figure 25. It calls the attention that the convergence is 

complete up to Reynolds of 400. For Reynolds number of 600 and up, the convergence history 

shows an unstable behavior, very unusual considering that the mesh has DNS resolution and the 

number of iterations done was 1 million. 

Analyzing the streamlines, shown from Figure 26 to Figure 36, it can be seen that the 

pattern is totally unstable at Reynolds number were the solution must be stable. Considering that 

these calculations are performed with a very fine grid, three ideas were considered: 

 There is an anomaly that may appear in 2D calculations but never in 3D (as one 

reviewer suggested) 
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 The finite difference scheme becomes unstable 

 The RBF interpolation scheme may become unstable 

 

In general, the finite difference scheme is second order and it is the most popular method 

in CFD. Even that there are very few publications with a complete study of the 2D-BFS in the 

transition region; the anomaly is not a choice to be ignored. The instability of the interpolation 

procedure is known to happen with high order polynomials and functions that are of the type 

step. The procedure described before to determine the optimum shape parameter is suitable for 

most cases but not for step functions. These step functions may appear in the viscous sub-layer 

for the axial velocity component. 
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Table 3:  Data used in BFS with 94.1ER , fine grid 
 

Re  
LocalRe  Relax. Factor K /  

100 0.5 0.50 0.32 

200 1 0.25 0.53 

400 2 0.20 0.89 

600 3 0.10 1.21 

800 4 0.01 1.50 

1,000 5 0.001 1.78 

1,200 6 0.001 2.04 

1,400 7 0.001 2.29 

1,600 8 0.001 2.53 

1,800 9 0.001 2.76 

2,000 10 0.001 2.99 
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Figure 15: Convergence for BFS, 94.1ER , fine grid, Re=100 

 

Figure 16: Convergence for BFS, 94.1ER , fine grid, Re=200 
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Figure 17: Convergence for BFS, 94.1ER , fine grid, Re=400 

 

Figure 18: Convergence for BFS, 94.1ER , fine grid, Re=600 
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Figure 19: Convergence for BFS, 94.1ER , fine grid, Re=800 

 

Figure 20: Convergence for BFS, 94.1ER , fine grid, Re=1000 
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Figure 21: Convergence for BFS, 94.1ER , fine grid, Re=1200 

 

Figure 22: Convergence for BFS, 94.1ER , fine grid, Re=1400 
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Figure 23: Convergence for BFS, 94.1ER , fine grid, Re=1600 

 

Figure 24: Convergence for BFS, 94.1ER , fine grid, Re=1800 
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Figure 25: Convergence for BFS, 94.1ER , fine grid, Re=2000 
 

 

Figure 26: Streamlines BFS with 94.1ER , fine grid, Reynolds 100 
 

 

Figure 27: Streamlines BFS with 94.1ER , fine grid, Reynolds 200 
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Figure 28: Streamlines BFS with 94.1ER , fine grid, Reynolds 400 
 

 

 

Figure 29: Streamlines BFS with 94.1ER , fine grid, Reynolds 600 
 

 

 

Figure 30: Streamlines BFS with 94.1ER , fine grid, Reynolds 800 
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Figure 31: Streamlines BFS with 94.1ER , fine grid, Reynolds 1000 
 

 

 

Figure 32: Streamlines BFS with 94.1ER , fine grid, Reynolds 1200 
 

 

 

Figure 33: Streamlines BFS with 94.1ER , fine grid, Reynolds 1400 
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Figure 34: Streamlines BFS with 94.1ER , fine grid, Reynolds 1600 
 
 

 

Figure 35: Streamlines BFS with 94.1ER , fine grid, Reynolds 1800 
 
 

 

Figure 36: Streamlines BFS with 94.1ER , fine grid, Reynolds 2000 
 

5.3.2 Calculations with an expansion ratio of 1.40 

 Considering that a backward-facing step of an expansion ratio of almost 2 is highly 

elliptic, it was decided to perform calculations with a smaller expansion ratio. Results will be 
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compared with the experiments of Tropea [334] who made an important experimental work with 

several expansion ratios. 

 The mesh built has full DNS resolution with yx   and no inlet region. The velocity 

profile was the same Equation 66. The expansion length was chosen to be h10  to save memory 

space and to cover the main vortex.  

Table 4 shows the data used in these simulations. As it can be observed, a lot of care was 

taken in order to keep the local Reynolds number below the maximum recommended values. 

 Figure 37 shows the re-attachment for the expansion ratio of 1.40 and the Reynolds 

numbers from 1000 to 4000. The agreement with the experimental results of Tropea [334] is 

excellent. However, a closer look is necessary to take. Looking at the streamlines shown from 

Figure 38 to Figure 41, it can be observed that for Reynolds 1000 and 2000, the streamline 

pattern matches the classical solution. 

However, for Reynolds numbers of 3000 and 4000, even that the re-attachment matches 

the experiments, these two solutions cannot be accepted since they present too much instability. 

It is clear that the convection level here is smaller than for the case of expansion ratio of 1.94. 
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Table 4: Data used in BFS with 40.1ER  
 

Re  Nodes X Nodes Y 
LocalRe  K /  

1000 800 280 2.5 0.89 

2000 1200 420 3.33 1.00 

3000 1600 560 3.75 1.01 

4000 2000 700 4 1.00 

 

 

 

 

Figure 37: Re-attachment BFS with 40.1ER  
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Figure 38: Streamlines BFS with 40.1ER , Reynolds 1000 
 

 

Figure 39: Streamlines BFS with 40.1ER , Reynolds 2000 
 

 

Figure 40: Streamlines BFS with 40.1ER , Reynolds 3000 
 

 

Figure 41: Streamlines BFS with 40.1ER , Reynolds 4000 
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5.3.3 Calculations with an expansion ratio of 1.14 

 With the same idea in mind than in the previous section, the calculations with the 

expansion ratio of 1.14 were performed using a grid with DNS resolution and taking a lot of care 

with the local Reynolds number. 

Table 5 shows the number of nodes used, local Reynolds number as well as the 

proportion between the delta used and the Kolmogorov delta, fundamental parameter in 

DNS/LES simulations (to be explained in next chapter). 

 

Table 5: Data used in BFS with 14.1ER  
 

Re  Nodes X Nodes Y 
LocalRe  K /  

1000 280 228 2.5 0.89 

2000 420 342 3.33 1.00 

3000 560 456 3.75 1.01 

4000 700 570 4 1.01 

5000 840 684 4.17 0.99 

6000 980 798 4.29 0.97 

 

The convergence history for all computed cases is shown from Figure 42 to Figure 47. 

The tolerance was set to 610  since, for flow with small convection intensity, this procedure 

report excellent and consistent results with high tolerances. However, for this type of flows, this 

procedure becomes too slow to lower residuals to almost machine level. Figure 48 shows the re-

attachment for this expansion ratio and a comparison with the experiments of Tropea [334]. 



93 
 

 

Figure 42: Convergence for BFS, 14.1ER , Re=1000 

 

Figure 43: Convergence for BFS, 14.1ER , Re=2000 
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Figure 44: Convergence for BFS, 14.1ER , Re=3000 

 

Figure 45: Convergence for BFS, 14.1ER , Re=4000 
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Figure 46: Convergence for BFS, 14.1ER , Re=5000 

 

Figure 47: Convergence for BFS, 14.1ER , Re=6000 
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As it can be observed, the re-attachment increases linearly in almost the entire range of 

Reynolds numbers, and it keeps the same behavior even in the transitional region, where 

experiments show a constant re-attachment. The behavior reported by this procedure is 

consistent with previous calculations using the segregated procedure. The streamlines for all 

cases and the expected behavior can be observed from Figure 49 to Figure 54. 

 

 

Figure 48: Re-attachment BFS with 14.1ER  

 

Figure 49: Streamlines for BFS, 14.1ER , Re=1000 
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Figure 50: Streamlines for BFS, 14.1ER , Re=2000 

 

Figure 51: Streamlines for BFS, 14.1ER , Re=3000 
 

 

Figure 52: Streamlines for BFS, 14.1ER , Re=4000 

 

Figure 53: Streamlines for BFS, 14.1ER , Re=5000 
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Figure 54: Streamlines for BFS, 14.1ER , Re=6000 
 

5.4 2D Steady Lid-Driven Cavity 

 

This problem is one of the most popular cases used for validation of any velocity-

pressure coupling scheme. In general, and with some exceptions, a three to five vortex structure 

is found depending on the method and/or the Reynolds number used. 

Figure 55 shows the streamlines for several Reynolds numbers for reference [53]. In the 

latest calculations published, the pattern of the flow changes from three-vortex structure at low 

speeds to five-vortex structure at high speeds, as shown in [22], [53], [92], [118], [213] and 

[347]. For example, in [22], calculations are performed for Reynolds of 10,000, 12,500 and 

16,000. A three and four-vortex structure is analyzed and good results are claimed. 

A SIMPLE-based procedure is proposed in [53], with calculations for Reynolds number 

from 5,000 and 15,000 as well as calculation with skewed cavities. 
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Figure 55: Typical streamlines for different Reynolds numbers [53] 
(a) 000,5Re ; (b) 000,10Re ; (c) 000,15Re  

Similar calculations can be found, as for example [92], in which a five-vortex pattern is 

obtained and accurate results are claimed.  Another interesting case is in [118], with coarse grids 

and periodic solutions are shown. Calculation with moderate grids can be found in [213] and 

another transient study using a MAC scheme is presented in [347]. 

In other cases, a simple three-vortex pattern is computed, as it can be seen in [13], [27], 

[40], [54], [55],[121], [133], [149], [158], [212], [263], [265], [274], [301], [305], [312], [318], 

[350] and [364]. 
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Figure 56: Velocity at vertical center line for 000,15Re  [53] 
 

 

In [13], a Boundary-Element method is used and accurate calculations are claimed for 

Reynolds number up to 1,000. A similar work with the same method is in [121] with calculations 

for Reynolds up to 5,000 but with no convergence for Reynolds number of 7,500. 

A couple of transient calculations can be found in [54], [55] and [265] with simulations 

with Reynolds up to 5,000. A pair of papers with calculations using the finite-element method 

can be found in [149] and [158], but for low speed flows. A different approach is found in [318], 

where the streamline-vorticity scheme is used with the Jensen’s formula for the boundary 

conditions. Only the case for Reynolds of 1,000 is presented. 

There are some other different procedures presented, as for example, the Chebyshev 

collocation method in [40] with accurate results claimed for Reynolds up to 1,000. Additionally, 

the Lattice-Boltzmann method is used to simulate the flow in a cavity with Reynolds numbers up 

to 10,000. The classical three to four-vortex structure is reported. 

In [263], the QMIM method is proposed and compared with SIMPLE with momentum 

interpolation. Important differences are found when comparing the results with other references. 
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An interesting study is shown in [274], with calculation for Reynolds up to 1,000. At 600, only 

one main vortex is present and no secondary eddies are reported. 

Similarly, in [301], the flow pattern is studied near the corners but no Reynolds number is 

specified. A good review of present results (up to year 2,000) can be found in [305], with a full 

study of the flow in rectangular cavities and the study of the eddy structure near the corners. 

 References [27], [212], [350] and [364] are different implementations of the SIMPLE 

method with good agreement in the results for Reynolds up to 1,000, but in [364], important 

differences are found for greater flow speeds. 

With some few exceptions, the most complex structure is normally found with the 

streamline-vorticity formulation, while the simplest pattern is usually computed with the 

SIMPLE-based methods. These differences in the results may be product of the inconsistencies 

found in the boundary conditions for both streamline-vorticity and SIMPLE-based formulations. 

Reviewing the literature for more previous works, some very interesting studies are 

found. The study presented in [46] is one of the first to show that, for low Reynolds, the flow in 

the cavity show a unique vortex. 

For example, in [5], experiments are done where, for large Reynolds, multiple steady 

states are reported. Additionally, their conclusion is that the cavity flow is locally stable but 

globally unstable. 

A couple of more experiments can be found in [187] and [188]. In the first work, 

experiments with a rectangular cavity are done. When the span of the cavity is reduced, the size 

of the downstream sec. eddy becomes smaller (Reynolds less than 2,000). In [188], a review of 

several experiments is reported. They study the formation of Taylor-Görtler vortices. For 



102 
 

turbulent regime (Reynolds of 10,000), the flow is unsteady in the downstream region of the 

secondary eddies. 

Other similar experiments can be found in [186], where the flow exhibits regions with 

Taylor instabilities for Reynolds from 1,000 to 10,000. It is curious that they report that turbulent 

flow begins at Reynolds between 6,000 and 8,000. 

In [193], an experimental and numerical study is performed of steady flow in a two-sided 

cavity. The different instability mechanisms are reported and studied. A pair of natural 

convection in a cavity can be found in [13], [61], [255] and [268], where excellent agreement is 

reported. 

Another experiment study in rectangular cavities experiment different work can be found 

in [262]. For Reynolds numbers up to 4,000, they suggest a full inviscid flow pattern. 

Finally, another series of experiments are found in [270], for Reynolds number of 3,200 

and 10,000. At low Reynolds, structures account for most of the energy contained in the flow, 

irrespective of aspect radio. As Reynolds increases, the energy is contained mainly in the high 

frequency fluctuations.  

Some transient calculations with interesting conclusions are found in [124] and [139]. In 

[122], for Reynolds of 10,000, and after 70 seconds, transient bifurcations appear (2, 3 and 4 

vortex pattern). On the other hand, in [139], for Reynolds number up to 30,000, the flow is 

continuously developing but, for larger Reynolds, the unsteady regime appears, most likely a 

transition state. In [44], computations are done for Reynolds number up to 15,000. When 

Reynolds is larger than 5,000, the solution becomes unstable. In [115], a cavity with an aspect 

ratio of 2 is solved with a time dependent stream function formulation. For Reynolds number of 
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5,000, a periodic solution is reported and, for Reynolds of 10,000, an asymptotic solution is 

presented. 

Other works use the cavity just to evaluate different numerical schemes. For example, in 

[32], comparisons are done with Reynolds of 10 and important differences are encountered. 

Similarly, in [42], different discretization schemes are tested and the strongly implicit scheme 

produces the best results. In [311], different convection schemes are evaluated. Their conclusion 

is that second order or higher gives the most satisfactory results. In the same way, [98] use a 

modified QUICK scheme with good agreement. The work [43] is quite old but is one of the first 

to report the effect of numerical dissipation in the results. 

Different numerical approaches are found in the literature when trying to solve the flow 

in the cavity. In [47], a streamline-vorticity scheme is presented and the solutions show good 

agreement with available data. 

In [49], a proper orthogonal decomposition is done with DNS data for Reynolds number 

of 22,000. Different flow phenomena are studied. Additionally, in [63], a method that extends 

the Jacobi collocation method is presented and validated. 

In [69] a reduced DNS simulation is done for Reynolds of 3,200 and 10,000. Even that 

the results show good agreement with experimental data, the grid is not enough to resolve all the 

scales. 

Reference [110] is a classic benchmark, extensively used for comparison. The streamline-

vorticity scheme is used and calculations for Reynolds number up to 10,000 are computed, 

showing good agreement with available data. 

In [171], an integral equation method is used. In spite that no Reynolds number is 

indicated, the dynamics of the two lower corners is explored, showing how they combine to form 



104 
 

two small eddies and later three, to mix in only one long vortex as the speed of the moving lid is 

increased. 

A pseudo-spectral method is used in [307], where the flow is stable up to Reynolds of 

10,000. A first critical value appears before Reynolds of 10,500 and a second critical value is 

reported at a Reynolds of about 15,000. Then the flow becomes periodic in time, indicating a 

Hoph bifurcation. 

In other references, [146] use a modified MAC method with Reynolds up to 2,000. A full 

3D pattern is shown at high speeds as result of Görtler-like vortices and the corner vortices. In 

[250], a finite-difference scheme is used for Reynolds numbers up to 50,000. For Reynolds 

larger than 30,000, the flow responds to the Batchelor’s model for separated flows. Secondary 

vortices decay as Reynolds increases. Another study of the 3D cavity can be found in [68]. 

A different calculation is shown in [302] and [303], where the flow in a cylindrical 

container is computed. An eigenfunctions expansion method is presented to compute the Stokes 

flow. The method show some special features in the 3D flow. 

In [130] a method for integral flow equations is presented and validated. In [165], the 

GSMAC finite-element method is shown with good agreement for Reynolds up to 1,000. The 3D 

unsteady motion is investigated. Another 3D flow is computed in [192], using a Chebyshev 

pseudo-spectral approach, validated for Reynolds of 1,000. 

 In [203] a grid adaption method is used to validate results up to Reynolds of 1,000. A 

high order method is presented in [256], where better results are claimed with respect to [110]. 

Similarly, in [297] uses another high order method for Reynolds up to 10,000. Finally, in [306] a 

second order scheme is shown with flow effects claimed not to be reported before. A couple of 
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DNS/LES simulations can be found in [155] and [365], for Reynolds numbers from 3,200 to 

10,000. Excellent agreement is reported with respect to experimental data. 

 As expected, there are many other references in the area, as for example [3], [20], [38], 

[70], [71], [72], [99], [132], [144], [147], [150], [169], [189], [190], [239], [254], [296], [304], 

[315] and [321]. 

 For these series of calculations, only four characteristic Reynolds numbers were 

computed: 100, 1000, 5000, 10000. The mesh used was the same for all calculations was 

800x800, enough considering the criteria of the local Reynolds number. For higher Reynolds 

number, no full convergence was obtained. 

 

Table 6: Data used in Lid-driven cavity 
Re  Nodes X Nodes Y 

LocalRe  K /  

100 800 800 0.1 0.1 

1000 800 800 1 1 

5000 800 800 5 5 

10000 800 800 10 10 

 

 

 Table 6 shows the grid details used in these calculations. The strategy in this geometry 

was to use first-order upwinding to get the initial guess of the calculation with second-order 

upwinding. Figure 57 shows the convergence history for the case of Reynolds 5000. From Figure 

58 to Figure 61, the streamlines for all cases computed is shown, with the expected behavior. 

The only difference is that for the case of Reynolds number of 10000, shown in Figure 61, the 
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size of the two smallest vortices (adjacent to the lower corners) are a bit smaller than other 

references. These two vortices were larger in the solution with first-order upwinding. 

 From Figure 62 to Figure 65, both velocity components and their comparison with the 

classical results of Ghia [110] are shown. For Reynolds numbers of 100, 1000 and 5000, the 

agreement is excellent. For the case of Reynolds number of 10000, this procedure under-predicts 

both components. This difference may be produced by the large value of the local Reynolds 

number, in the limit of the recommended value of 10. 
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Figure 57: Convergence LDC for Reynolds number of 5000 
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Figure 58: Streamlines LDC for Reynolds number of 100 

 

Figure 59: Streamlines LDC for Reynolds number of 1000 
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Figure 60: Streamlines LDC for Reynolds number of 5000 

 

Figure 61: Streamlines LDC for Reynolds number of 10000 
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Figure 62: Velocity at mid-plane LDC for Reynolds number of 100 
(“x”, “o”…[110]; ”-”,”.-”…this work)  

 

Figure 63: Velocity at mid-plane LDC for Reynolds number of 1000 
(“x”, “o”…[110]; ”-”,”.-”…this work)  
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Figure 64: Velocity at mid-plane LDC for Reynolds number of 5000 
(“x”, “o”…[110]; ”-”,”.-”…this work)  

 

Figure 65: Velocity at mid-plane LDC for Reynolds number of 10000 
(“x”, “o”…[110]; ”-”,”.-”…this work)  
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5.5 Final comment on validation 
 

In this chapter the intention was to show all calculations done for the validation of the 

present procedure. Comparing which results are correct and which are not in the backward-

facing step, it is possible to conclude that low aspect ratios are directly related to low convection 

intensity. 

For the case of expansion ratio of 1.94, the good agreement between calculations with the 

coarse grid and the experiments was just a mere coincidence. Calculations with a DNS resolution 

grid show that, when convection is high, this meshless procedure shows some instability. 

The fact that, in the expansion ratio of 1.40, the results are correct for Reynolds 1000 and 

2000 and incorrect for 3000 and up (where transition begins) is again another coincidence. As 

soon as the convection level increases, the proposed procedure shows signs of instability. 

The good agreement obtained for the expansion ratio of 1.14 is particular since the flow 

pattern is basically parabolic, with low convection intensity. This issue is consistent with the 

good agreement obtained in all cases solved in the lid-driven cavity. It is convenient to underline 

that there are not many publications of meshless procedures solving highly convective flows. 

In general it is possible to say that the proposed meshless procedure provides good 

predictions if the convection intensity is low or moderate. 
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CHAPTER SIX 

 SIMULATION OF TURBULENT FLOW 

 

6.1 Direct Numerical Simulation 

 

The basic idea of Direct Numerical Simulation is to solve the full Navier-Stokes 

equations with a grid fine enough to describe all the details involved. The size of the grid spacing 

is directly associated to the smallest scales that describe the flow. 

 The large scales are usually associated to the geometry of the flow, while the small scales 

are related to the flow itself. Estimates of the size of the smallest scales are available from simple 

dimensional reasoning. The Kolmogorov microscale η is defined if we assume that it only 

depends on the fluid viscosity ν and the rate of dissipation of energy ε [197]: 

 

(67) 

 
 

A connection with flow Reynolds number can be made if we make some further 

assumptions. For a flow in equilibrium we may take production equal to dissipation. The 

production can be assumed to scale as LU
3

 where U is a reference of bulk velocity and L is a 

length scale of the problem, usually fixed by the geometry. Both U and L are characteristic of the 

largest scales of the turbulence. Thus we can write: 

 

(68) 

1
3 4


 
  
 

3 4
Re

L
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The number of grid points required for a given simulation will be proportional to L  

and hence to 43
Re . From practical simulations of flows away from solid boundaries, it appears 

that the actual resolution required is approximately 5 . 

 For flows near the wall, some recommended references are 15 
x  (streamwise), 

8 
z  (spanwise) and 10 

y  (normal). 

 As expected, the time step must be small enough to solve the smallest scales. For the 

majority of algorithms (fully explicit and mixed explicit/implicit), the time step required for 

stability reasons is already significantly smaller than this time scale [197]. 

 Despite restrictions of the Reynolds number and the variety of flows available, the use of 

DNS data is changing the way turbulence models are built and tested. In particular the 

completeness of information available from simulation, including terms such as pressure-

velocity correlation, that have not been available from experiments, is enabling the use of DNS 

data to test closure models at several levels. 

 At this moment, the variety of problems solved with DNS with internal flows is restricted 

mainly to geometries described by simple known coordinate systems. 

 Examples of annular duct [357] or backward- facing step [197], [251] are not frequently 

solved since they require a very fine grid. The most computed problems are DNS in channels [2], 

[135], [141], [161], [174], [235], [248], and [333], DNS in ducts and pipes [253], [272], [278], 

[327], [344], and [353] and direct simulation of Couette flow [154], [216], and [335]. 

Another interesting study can be found in [300], where transitional flow in a channel is 

analyzed, with Reynolds numbers ranging from 1,800 to 4,000. 
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In general, mesh sizes range from roughly 3128  for low Reynolds numbers to 3256  for 

higher Reynolds numbers. In the case of [235], where a long duct is solved, a mesh of 

1,536x257x384 is used. For Couette flows, meshes of the order of 1024x512x96 are found in the 

literature. 

 An exception of flow in generalized coordinate system can be found in [137], [197], 

where the serpentine channel flow and the rotating serpentine duct flow are solved with grids 

from 192x32x64 to 1,536x125x256 and 000,5Re . 

 

6.2 Large Eddy Simulation 
 

When computing resources are not enough to solve a given problem, a coarser grid is 

used. This coarser grid is able to resolve the larger eddies in the flow but not the ones which are 

smaller than one or two cells. From a physical point of view, there is an interaction between the 

motions on all scales so that the result for the large scales would generally be wrong without 

taking into account the influence of the fine scales on the larger ones [197]. 

 There are several common ways of reducing the number of degrees of freedom in the 

numerical solution [284]: 

a) By calculating the statistical average of the solution directly (RANS), which is used 

mostly in engineering calculations. 

b) By calculating directly only certain low-frequency modes in time and the average 

field (URANS, Semi-Deterministic Simulation SCS, Very Large Eddy Simulation 

VLES and Coherent-Structure Capturing CSC). 
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c) By projecting the solution on the ad hoc function basis and retaining only a minimum 

number of modes, to get a dynamical system with fewer degrees of freedom (Proper-

Orthogonal Decomposition POD). 

d) By calculating only the low-frequency modes in space directly. This is what is done 

in Large Eddy Simulation. 

The scale selection that the Large Eddy Simulation technique is based on is a separation 

between large and small scales. In order to define these two categories, a reference or cutoff 

length first has to be determined. 

The scales that are of a characteristic size greater than the cutoff length are called large or 

resolved scales, and others are called small or subgrid scales. The latter are included by way of a 

statistical model called a subgrid model. An example of a sub-grid model can be found in [109]. 

 On the mathematical model, the theoretical scale separation is formalized in the form of a 

frequency low-pass filter. The application of this filter to the Navier-Stokes equations yields the 

constitutive mathematical model for the Large Eddy Simulation: 

 

(69) 

 
 
 

where two modeling approaches are mostly used to simulate the term ij : functional modeling, 

based on the representation of kinetic energy transfers, and structural modeling, which aims to 

reproduce the eigenvectors of the statistical correlation tensors of the subgrid modes. With 

respect to the stresses ij ,  the model of Smagorinsky [313] have been widely used since keeps 

the concept of the turbulent viscosity. 
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For internal flows, and in general, LES allows the solution of more complex problems. 

Examples of LES in annular duct and pipes can be found in [223], [357], while for the backward-

facing step, some studies can be found in [4], [113], [120], [143] and [170]. 

 As expected, the most solved problem is turbulent flow in a channel [9], [39], [66], [87], 

[113], [120], [125], [126], [129], [131], [143], [153], [211], [241], [280], [299], [323], [330], 

[355], and [363]. However, other interesting studies are the lid-driven cubic cavity [113], [127], 

flow in ducts and pipes [138], [227], [325], and [363], Taylor-Couette flow [66], turbulent 

mixing layers [238], and flow in an annular duct [356]. 

 Due to the amount of computing resources, LES allows the solution of turbulent flow in 

complex geometries, as the repeating constricting channel [336] and flow over a staggered cube 

array [355]. 

 Finally, two very complex cases of LES in a nuclear power plant and flow in a mixed-

flow pump can be found in [284]. In this reference, there are two interesting cases of external 

flow: flow around a landing gear configuration and flow around a full scale car. 

 

6.3 Generating inflow conditions 
 

The first fundamental hypothesis of turbulence is that permanent fluctuations must exist 

at inflow in order for the turbulence to appear. When the speed of the flow is slow, viscous 

forces damp those fluctuations and turbulence will never occur. At higher speeds, the flow is 

dominated by convection forces and the non linear phenomena will govern the fluid motion. 

Of course, there is an intermediate stage call transitional flow, where the behavior of the 

flow is highly unstable and there is not a well defined fluid structure. From experiments, it is 
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well known that at least 1% percent of fluctuation is necessary to produce a permanent turbulent 

regime [245]. 

For the generation of inflow conditions, there are a variety of techniques that can be used 

[73], [151], [221], [238], and [355]: 

a) Random number or white noise:  This method is very simple but it is the worst of 

all possible techniques. Computer-generated random data is normally of a very high frequency, 

changing rapidly and randomly between time steps. However, the velocity field in a real 

turbulent flow does have certain correlations. 

b) Stochastic fluctuations with a prescribed energy spectrum: Inflow conditions of 

this type try to provide a more realistic turbulent inflow by taking low wave numbers or low 

frequencies in the velocity field. However, individual flows encountered in practical applications 

may not always follow a prescribed energy spectrum. 

c) Synthetic eddy method and proper orthogonal decomposition: The idea is to focus 

directly on prescribing coherent structures in the inflow. It tries to reproduce prescribed first- and 

second-order one-point statistics, characteristic length and time scales, and the shape of the 

coherent structures. Unfortunately, this technique cannot be applied systematically for general 

flows as it requires a previous realization of the flow. 

d) Perturbed laminar inflow: It is based on a simple perturbation added to a mean 

velocity profile. There are situations where the inflow is laminar and the transition to turbulence 

takes place downstream. In general, the rms of the perturbations does not affect the flow too 

much if it is not too large. When the perturbation is very large, the flow will be of a pulsating 

nature. 
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e) Inflow from an auxiliary simulation: Obtaining data from an auxiliary 

computation or precursor simulation is an accurate technique to provide inflow conditions. On 

the other hand, it is costly because it requires reproducing the entire history of the flow. If the 

precursor simulation is not run in parallel with the main one, the results can become problematic 

if a signal (acoustic wave, for example) is emitted by the main simulation [284]. 

f) Other inflow conditions: The use of periodic boundary conditions or inflow 

conditions without perturbations will avoid inflow and outflow completely. However, the 

applicability of this type of inflow conditions is restricted to flow configurations that are indeed 

periodic owing to their geometry. 

One common issue that all this methods have is that they never report the percentage of 

those fluctuations. For inflow conditions, experiments report typical values from 4% to 6%, with 

a minimum of 1%, but usually no paper reports what was the percentage of fluctuation used to 

generate all inflow conditions. 

 

6.4 The wall roughness 
 

The second fundamental hypothesis or turbulence is the roughness of a solid surface near 

the fluid [298]. The well known experiments of Nikuradse, with controlled wall roughness, are 

the most complete set of experimental data available. 

 The difficulty to reproduce the general random behavior of wall roughness of any kind 

with a coordinate system has limited the numerical study of this hypothesis. Usually, most DNS 

and LES calculations are limited to smooth surfaces. 
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 In DNS for example, there are many groups that work permanently with rough walls. The 

first group [33], [34] uses the Immersed Boundary Method to set a virtual no-slip surface that 

reproduces a given rough wall (usually an “egg-carton” wall). 

 Other major group that works with rough surfaces can be found in [45], [207], [208], 

[209], [259], [260], [261], where a wide variety of techniques are used to simulate the roughness 

of any wall, driblets, array of staggered cubes, wall velocity disturbances and the immersed 

boundary method. Another group can be found in [142], [322], where a rough wall is simulated 

using the idea of rib lets. This idea is very simple to implement in a cartesian coordinate system 

code. 

 A more economical way to reproduce the roughness of a wall can be found in [284], 

[330], where the perturbation of any wall is modeled through known values for velocity field 

very close to the real wall [284], [330], where eddies have a behavior close related to RANS 

simulations. For irregular geometries, this approach lacks of generality. 

 

6.5 Taking statistics 
 

Direct Numerical Simulation and Large Eddy Simulation compute basically the 

instantaneous velocity profile and pressure field. As it is done in lab experiments, a reasonable 

time is necessary to wait before statistics can be taken and then the result can be analyzed. 

 The characteristic time or reference time is estimated as the ratio of a characteristic 

length (defined by the geometry) and the characteristic velocity (usually the bulk velocity). 

 If DNS or LES computations are started from rest, up to 10 characteristic times are 

needed before statistics can be taken. On the other hand, if direct simulation is started from a 
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quasi-steady-state solution (computed as laminar flow or with a RANS simulation), only 2 or 3 

characteristics times will be necessary before statistics can be reliable [6], [151]. 

 

6.6 2D Turbulence 
 

One way to check the validity of any in-house code is by performing 2D-DNS or 2D-

LES. Some interesting studies of this phenomenon can be found in [41], [74], [95], [152], [191], 

[198], [314], and [349]. 

 The dynamics of high Reynolds number turbulent flow couples a large range from the 

characteristic size of the domain to the dissipative scales. This range is usually too large to be 

fully resolved by DNS. This is the case for many applications in aeronautics, geophysics or 

astrophysics where the typical Reynolds numbers are of the order of 126 1010  . The largest 

Reynolds numbers which can be achieved by DNS are of the order of 54 1010   [198]. 

 Two-dimensional flow around bluff obstacles is interesting because the results obtained 

in studying vortex-shedding phenomena are applicable to the construction of buildings (large 

rectangular boxes), cars, etc. Particularly, in 2D flow around circular cylinders, the transition 

process in the wake of a circular cylinder can only be described by 2D numerical simulations 

[349]. 

 While 3D turbulence is governed by a direct cascade of energy from the scale of injection 

to the small scales, 2D turbulence admits two different ranges. The first one is governed by an 

inverse energy cascade from the scale of injection to the large scales. The second one is 

governed by a cascade of enstrophy from the scale of injection to the small scales [95]. 



122 
 

 In the case of MHD turbulence, the underlying physics is related to the predominant 

electromagnetic dissipation mechanism, which enforces strong flow anisotropy, until the limit of 

quasi-two-dimensional turbulence is achieved. In contrast to ordinary fluid flows, modeling 

turbulence in MHD flows, especially in a strong magnetic field, has not obtained full 

consideration yet [314]. 

 In the simulation of the atmosphere or the ocean, there are several physical reasons why 

the large-scale flow dynamics is behaving quasi-two dimensionally. Such geophysical flows 

have horizontal scales of hundreds of kilometers in the ocean and of an order of thousands of 

kilometers in the atmosphere, while their vertical extension measures a few kilometers only 

[191]. 

 

6.7 Transitional flow 
 

More than a century ago O. Reynolds suggested that the instability of stationary pipe 

flows may be the reason for transition to turbulence and since then numerous attempts have been 

undertaken to verify this hypothesis. Continuing interest in the problem is based on the desire to 

gain an insight into laminar-turbulent transition phenomena and its control [271].  

 Recent years have seen a resurgence of interest in the topic, spurred by new 

developments in linear and nonlinear stability theories. As is now well known, classical small-

perturbation theory is not able to provide an explanation for the onset of transition in ducts and 

pipes. A yet unresolved issue concerns the initial conditions that are most suited to yield such 

unstable states. Current understanding ascribes the failure of classical theory to its focus on the 

asymptotic behavior of individual modes; when a small disturbance composed of a weighted 



123 
 

combination of linear eigenfunctions is considered, there is the potential for very large short-time 

amplification of perturbation energy, even in nominally stable flow conditions. Traditional 

emphasis on so-called optimal perturbations may be misplaced. In fact, there is but a weak 

connection between the flow structures that grow most during the linear transient phase and the 

chaotic flows found at large times [36]. 

Additionally, the phenomenon of flow separation in a backward-facing step channel has 

received considerable attention owing to its geometric simplicity, physical abundance and its 

close relevance to some fundamental engineering flows. For instance, this phenomenon often 

corresponds to drastic losses in the aerodynamic performance of airfoils and in automotive 

vehicles. Although some of the fundamental flow phenomena have become clear through the 

two-dimensional solutions, many of the subtleties of third dimensionality are yet to be learned. 

Whereas for transient flows, it is well known that the transitional and turbulent regimes are 

susceptible to oscillations; in the case of incompressible flows, the oscillations due to the Kelvin-

Helmholtz (KH) instability are caused by the interaction between the shear layer and the 

recirculating flow near the step wall. Due to the KH instability in the shear layer, unsteady 

vortical structures are generated and convected downstream to produce fluctuations in the 

velocity and pressure, thus leading to the destabilization of the flow field [64], [276]. 

 

6.8 Computational details on the generation of turbulence 
 

 There are several important aspects that must be mentioned in order for the DNS/LES 

technique to work properly. The idea that the inflow conditions alone are enough to produce 
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turbulence, independent of the grid size, might not be completely correct. It seems that some 

numerical tricks may be needed for the current DNS/LES techniques to work properly. 

 The most popular technique used in almost all DNS/LES calculations, the pseudo-

spectral method transforms the equations of motion in the Fourier domain. When applying the 

Fourier transform to the flow equations in one specific direction, the boundary condition at both 

limits must be the same. This case is known as periodic boundary condition. 

 Normally, in parabolic flows, the Fourier transform is applied to the direction of the flow, 

with the boundary condition in that direction to be periodic. With the inflow and outflow 

conditions to be exactly the same, there are only two possibilities of calculating a DNS/LES 

procedure: 

 

 Set a predefined velocity profile (with its fluctuations): In this case there are two 

possibilities. First, if the mesh is fine enough in the direction of the flow, the fluid will 

develop until, very close to the outflow, both velocity components will adjust to the exit 

conditions. The second possibility is to use a highly stretched grid (high local Reynolds 

number), producing instabilities that will impede the development of the flow. 

 Set a constant pressure gradient: Here, the pressure gradient is adjusted permanently to 

keep it constant. At any moment, the existing outflow/inflow conditions have to be 

perturbed to produce the desired turbulence level. Keeping the pressure gradient constant 

will force both inflow and outflow conditions to be the fully developed flow (the only 

solution here). The problem with this idea is that, in parabolic flows, pressure is not 

constant in the entire cross-section area. In [340] it is shown that the pressure gradient in 
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the viscous sub-layer is several times larger than the averaged pressure gradient of the 

whole cross-section. 

 

Using a predefined velocity profile, only a few problems in DNS/LES will be able to be 

solved. With the constant pressure gradient, the solution at the viscous sub-layer will have some 

error. This issue can explain why it is common to find an error of about 10% in similar problems 

solved by different authors. 

With the LES technique there is another numerical issue. Basically most of the LES 

simulation is done using a model for the filtered turbulent stresses. A very popular technique is 

the so-called turbulent viscosity, with the dynamic models being widely used. If the total 

numerical viscosity of the fluid is going to be variable, point by point, that variation will produce 

additional effects in the solution that may not be absolutely physical. 

The utilization of a highly stretched grid in the direction of the flow seems fundamental 

for the DNS/LES technique to work. For example in [357], DNS and LES simulations are 

performed in an annular duct. The local Reynolds number for DNS is 150 while for LES is 300. 

These huge values will produce numerical instabilities. 

In the case of DNS on pipes/ducts, as shown in references [196], [253], [271], [327], 

[344] and [355] the local Reynolds number used, in the direction of the flow, in the simulations 

ranges from 110 to 400 typically, reaching values of more than 1000 in some cases. 

For DNS on a backward-facing step, in [23] and in [251], the local Reynolds numbers 

used in the direction of the flow is in about 270-285, high enough for the equations to be, 

numerically, the Reynolds equations. 
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Perhaps one classical reference, [202], uses a local Reynolds number of 2000 in the 

direction of the flow. In this work, a pseudo-spectral procedure is used, forcing the inflow and 

the outflow to be the same. Since there are more nodes in the output than in the input, some re-

scaling it is necessary. 

For Couette flows, references [154], [216] and [335] use an average local Reynolds 

number raging from 281 to 695. In DNS with heat transfer, in [278] a local Reynolds number of 

334 is used. 

For the case of LES, the situation is not so straight forward. Since most of sub-grid 

models use the idea of turbulent viscosity, being very popular the ones that adjust dynamically 

the turbulent viscosity, the total diffusion term will be higher than for DNS. However, LES use 

coarser grids so the local Reynolds number is not so large, but it is not small to fit in the free-

instability region. 

In all references studied, the common feature is the use of highly stretched grids. Using 

the analysis done in chapter 3, it seems that it is necessary to have a grid that produces numerical 

instability in order for the technique to work. Additionally, most works use a random velocity 

profile as initial guess to compute the initial condition. 
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CHAPTER SEVEN 

 2D-DNS ON PARALLEL PLATES 

 

The 2D-DNS on parallel plates (or 3D-DNS on ducts/pipes) is the most popular 

DNS/LES problem for the evaluation and fine tuning of any numerical procedure.  The main 

objective of these preliminary series is to obtain the parameters that will allow the calculation of 

the main problem. 

Using the relations developed by A. Kolmogorov, the necessary delta to solve all the 

scales is given by, with h the separation of the plates: 

(70) 
 
Additionally, the time-scale, necessary to perform the integration is given by: 

(71) 

 
 

In order to explore the behavior of the proposed procedure, free from numerical 

instabilities, and using Equation (70), the grid was built using KOLMOGOROVyx  2 . 

In order to study the creation of turbulence without any pre-defined condition or 

assumption, the white noise condition was used. Due to the nature of random numbers, and in 

order to keep a strict control on the fluctuation level, the algorithm used for the inflow condition 

is: 

a) Select a set of random numbers (between -1 and +1) for every point in the inflow 

region. Here, the Mersenne-Twister algorithm was selected [236]. 

b) Compute a correction factor xf  so the average of the fluctuations in absolute value is 

1 (one): 
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(72) 

 
 

c) With fp  the percentage of fluctuation (set by the user), compute the velocity 

fluctuation of each point: 

(73) 

 
d) Compute velocity correction v  to enforce mass continuity: 

(74) 

 

Several tests were performed, varying the Reynolds number from 5000 to 10000 and 

using length ratios from hLX   to hLX 10 , and the characteristic time, given by 
V

D
t h

C   was 

modified from 2 to 20. Additionally, a big number of experiments were made using high 

frequency oscillations and varying the percentage of fluctuation from 0.5% to 50%. In all cases 

there was no significant difference in the results. 

The boundary condition imposed at the outflow is the so-called Sommerfeld outflow 

condition, which is the one dimensional equation               , where    is the average 

velocity of the corresponding outflow section. 

Table 7 shows the parameters used for the simulation, where a lot of care was taken to 

keep al parameters in the stability zone. Figure 66 shows the number of iterations per time step. 

Here, the first 1200 time steps are necessary for the turbulent regime to stabilize and the last 600 

time steps were used for the statistics. As it can be observed, the most frequent range is between 

300 and 500 iterations per time step. Additionally, it is possible to observe a low frequency 

oscillation from the high order oscillation on the number of iterations per time step. 
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Table 7: Parameters, 2D-DNS PP 
 

Parameter Value 

Re  5000 

YX LL ,  hh,  

YX NN ,  300,300 

Local Reynolds 8.33 

KOLMOGOROV/  1.98 

CFL  1 

Fluctuation Intensity 10% 

 

 

Figure 66: Number of iterations per time step, 2D-DNS PP 
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Figure 67 show the averaged streamlines where the pattern of the flow is clearly steady. 

Figure 68 and Figure 69 show the contour lines for both velocity components. For velocity 

component V, there is some intensity in both left corners of the plates but the value goes to zero 

very quickly. 

Figure 70 shows the pressure contours where there are two singularities at both lefty 

corners. At hx 35.0  the pressure is basically constant but outside from the boundary layer. At 

hx 50.0 , the pressure at the cross-section is not constant but consistent with the development 

of the flow. 

Figure 71 shows the contours of kinetic energy. The main characteristic here is that the 

turbulent intensity decays very quickly. Looking at the zoomed view in Figure 72, for 

hx 005.0 , the intensity of kinetic energy is very high as expected by the fluctuation of 10% set 

at the inflow. However, it decays very fast as 01.0x . This phenomenon was observed for all 

fluctuations tested (from 0.5% to 50%) and all Reynolds numbers evaluated (from 5000 to 

10000). 

More than disappointing, this issue is very interesting since it may suggest that, in order 

for any DNS/LES technique to work, the system of equations must be numerically unstable. The 

physical instabilities that are shown in those results may be produced from numerical instabilities 

and no by the physical phenomenon itself. 

The common factor that most published papers on DNS/LES have is that a highly 

stretched grid is used in at least one direction. 
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Figure 67: Streamlines, 2D-DNS PP 

 

Figure 68: Contours of velocity VU / , 2D-DNS PP 
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Figure 69: Contours of velocity VV / , 2D-DNS PP 

 

Figure 70: Contours of pressure )5.0/( 2
Vp  , 2D-DNS PP 
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Figure 71: Contours of kinetic energy 2/Vk , 2D-DNS PP 
 

 

 

 

Figure 72: Contours of kinetic energy 2/Vk   (zoom), 2D-DNS PP 
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By observing Figure 72, the zone of high kinetic energy is just a bit larger than the 

viscous sub-layer. In this layer, viscous and inertia forces are in quasi-equilibrium. If the 

discretized equations are assumed to reproduce the physical phenomena of turbulence, the results 

present here may indicate that the inflow fluctuations alone might not be enough to keep 

consistently the turbulent regime. 

If instead of the inflow fluctuations, the flow is perturbed from the wall, the magnitude of 

the kinetic energy in the viscous sub-layer should keep permanently the disequilibrium between 

viscous and inertia forces, as it happens with real rough walls/surfaces. 

It is convenient to remember that from experiments, the wall roughness is one of the key 

hypotheses for generation of turbulence. The effect of inflow fluctuations has not been 

extensively studied due to the great difficulty of keeping all conditions under control. 

Figure 73, Figure 74 and Figure 75 show the contours for the Reynolds stresses, with the 

stress vv   taking more time to vanish. The contours of vorticity are shown in Figure 76, with a 

typical laminarization behavior. The contours of the fluctuations u  and v  =at the last time step 

are shown in Figure 77 and in Figure 78. For the case of u , a high intensity is observed mainly 

near the wall and low intensity at the core of the fluid, as expected from the laminarization. 

Figure 79 and Figure 80 show the progress of both velocity components at selected X-

positions, confirming the laminarization process after the inflow fluctuations are being damped. 
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Figure 73: Contours of Reynolds stress 2/Vuu  , 2D-DNS PP 
 

 

Figure 74: Contours of Reynolds stress 2/Vvu  , 2D-DNS PP 
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Figure 75: Contours of Reynolds stress 2/Vvv  , 2D-DNS PP 

 

Figure 76: Contours of vorticity )5.0/( 2
V , 2D-DNS PP 
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Figure 77: Contours of Vu /  in the last time step, 2D-DNS PP 
 

 

Figure 78: Contours of Vv /  at last time step, 2D-DNS PP 
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Figure 79: Velocity VU /  at different X-planes, 2D-DNS PP 
 

 

Figure 80: Velocity VV /  at different X-planes, 2D-DNS PP 
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The evolution of pressure field can be observed in Figure 81, where the pressure gradient 

in the viscous sub-layer is huge in comparison with the gradient in the core of the fluid. This 

effect has been confirmed with in [340] with simulations of turbulent flow in ducts using the 

k  model of Launder-Sharma. 

From Figure 82 to Figure 85, the evolution of turbulent kinetic energy and the Reynolds 

stresses trough the plates are shown. Here, big oscillations are observed, due probably that the 

averaging time was not enough. 

However, some interesting aspects can be observed. First, in Figure 82, the turbulent 

kinetic energy decays fast through the plates, being more important close to the walls. A similar 

behavior can be seen in Figure 84 with the Reynolds stress vv  . This decay may reinforce the 

idea that fluctuations from the wall may look necessary in order to keep the turbulence level in 

the viscous sub-layer. 

Figure 86 shows the pressure coefficient    25.0 Vpp REF    at both top and bottom 

walls. As expected, they are exactly the same and the value become linear very fast, at hx 1.0 . 

A similar behavior is observed in Figure 87 with the friction coefficient  25.0 VC Wf    

that reaches a constant value. 
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Figure 81: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS PP 

 

 

Figure 82: Kinetic energy 2/Vk  at different X-planes, 2D-DNS PP 
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Figure 83: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS PP 
 

 

Figure 84: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS PP 
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Figure 85: Reynolds stress 2/Vvv   at different X-planes, 2D-DNS PP 
 

 

Figure 86: Pressure coefficient 
PC  as function of position, 2D-DNS PP 
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Figure 87: Friction coefficient fC  at different X-planes, 2D-DNS PP 
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CHAPTER EIGHT 

 2D-DNS ON A BACKWARD-FACING STEP 

 

The first direct simulations on a backward-facing step seem to be performed by the early 

1990’s. The dissertation of Kopera [178] has a very good review of the history of experiments 

performed as well as simulations computed. Only some paragraphs will be extracted here. 

The first LES simulation of turbulent flow in a backward-facing step was performed by 

Friedrich and Arnal [100] in an open channel with a Reynolds number of 51065.1  . The re-

attachment reported was 7.0 which differ from the value of 8.5 from the experiments of Durst 

and Tropea [178]. 

Kaitktis et al [159] applied a high order mixed spectral/spectral element method to a 

transitional flow over a backward-facing step. They interest was to study the early transition to 

turbulence in a 2D geometry. The re-attachment was consistently under-predicted for Reynolds 

number above 600, in the same way as the calculations done previously in this work. The authors 

concluded that the difference is due to the 2D simplification for the calculations and the three-

dimensionality of the real flow [178]. 

The first DNS simulation on a backward-facing step was the work of Le et all [202] in 

1997, with the calculation on an open channel and a Reynolds number of 5,100 based on the 

height of the step (Reynolds of 60,000 considering the hydraulic diameter at the inflow) and an 

expansion ratio of 1.20. The time-advancement is performed by using a semi-implicit, pseudo-

spectral method and the fractional-step method of Kim and Moin [173]. The inflow conditions 

are generated assuming a prescribed energy spectrum arguing that the white noise technique 

produces too much small scale oscillations. The results obtained were validated with the 
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experiments of Jovic and Driver [156] and [157]. The computed averaged re-attachment ( h28.6 ) 

agrees well with the experiments but the peaks of the friction coefficient fC  are over-predicted in 

2.5 times. In spite of these differences, this work has become a reference for the rest of the DNS 

performed on this geometry. 

Recently, the work of Barri et al [23] performed a DNS simulation on an open channel 

with and expansion ratio of 2.0 and a Reynolds number of 5,600 based-on the height of the step. 

The equations of motion were discretized with finite volume method and the Adams-Bashford 

method for the time integration, obtaining a second order method. The inflow conditions were 

created by a precursor simulation. The comparison of the turbulent quantities agreed very well 

with the work of Matsunaga [228] 

With respect to LES on a backward-facing step, the work of Aider [4] makes experiments 

on an open channel, using a dynamic turbulent eddy viscosity model. The expansion ratio is 1.2 

and the Reynolds number is 5,100 based on the step height. Two different inflow conditions are 

used, precursor simulation and white noise. The averaged re-attachment obtained with white 

noise is 5.8, versus 5.29 obtained with the precursor simulation. Unfortunately no information is 

provided about the generation of the white noise. The results with both inflow conditions are 

basically the same and the agreement with the works of Le [202] and Jovic and Driver [157] and 

[157] is excellent, except for the vertical velocity component where the difference is somewhat 

important. 

Studies in the transitional region have also been studied, as in the work of Rani et al 

[276], with an aspect ratio of 2.02 and two Reynolds numbers, 1000 and 2000. The Taylor-

Görtler-Like oscillations as well as the Kevin-Helmholtz fluctuations are correctly described. 
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One interesting detail is that, in these transitional simulations, the main vortex does not have a 

well described structure, at least in the results presented. 

 

8.1 Input data and parameters 
 

Based on the laminarization phenomena observed in the 2D-DNS on parallel plates, a 

very short region was selected. 

 

Figure 88: Geometry used in the 2D-DNS on a backward-facing step 
 

Figure 88 shows the details of the problem, where no inlet region was used in order to 

avoid the laminarization of the fluid. The expansion length was set to H10  which is enough to 

describe correctly the re-attachment. 

After the re-attachment, in the so-called recovery zone, the laminarization of the fluid is 

unavoidable (due to the fine grid used here) and no relevant information can be provided to be 

compared with other publications. 

Table 8 shows all the relevant geometric information. In all cases the size of the grid was 

chosen to have full DNS resolution without making any assumption of any kind. Additionally the 

local Reynolds number ΔRe  is significantly below the critical value. 
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Table 8: Geometric parameters, 2D-DNS BFS 
 

hDRe  ER  XN  
YN  ΔRe  

KOLMOGOROV  

1000 1.14 280 228 2.5 0.889 

2000 1.14 420 342 3.33 0.997 

3000 1.14 560 456 3.75 1.013 

1000 1.40 800 280 2.5 0.889 

2000 1.40 1200 420 3.33 0.997 

 

Table 9 shows the time dependent parameters with the CFL  chosen to be roughly 1 so 

that the transient derivative has the same order of magnitude than the convection terms. 

 

Table 9: Time-dependent parameters, 2D-DNS BFS 
 

hDRe  ER  CFL  Time Steps 

(before stats.) 

Time Steps 

(for stats.) 

1000 1.14 0.999 40 400 

2000 1.14 0.998 60 600 

3000 1.14 0.997 80 800 

1000 1.40 0.999 40 400 

2000 1.40 0.998 60 600 

 

Additionally, since in the transitional region, both laminar and turbulent solutions are 

roughly the same, the number of time steps selected for statistics is enough for a particle to cross 
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the main vortex one time. This short time was enough to have good results on the main variables 

but not enough for the turbulent quantities which still have an important amount of noise. The 

intensity of fluctuations was set to 10% in all cases with high frequency oscillations. 

 

8.2 Re-attachment 

 

 

Figure 89: Averaged re-attachment, 2D-DNS BFS, 14.1ER  
 

 Figure 89 and Figure 90 show the averaged re-attachment obtained in all simulations. The 

behavior is almost linear, expected in this region of Reynolds numbers. Additionally, the 

agreement at the beginning of the transitional region is excellent. 

 From Figure 91 to Figure 95, the variation of the re-attachment with time in all cases 

simulated can be observed. The behavior of both expansion ratios is different but consistent with 

that observed in other publications. 
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Figure 90: Averaged re-attachment, 2D-DNS BFS, 40.1ER  
 

 The first aspect to observe is the percentage of fluctuation of the re-attachment. For the 

expansion ratio of 1.14, the oscillations are in the range from ±5% to ±10%, consistent with the 

high percentage observed in the calculations of Le [202] with an oscillation of ±15% for an 

equivalent Reynolds number of 60,000. 

 These high oscillations are explained because with this small expansion ratio (1.14), most 

of the flow is parabolic and the size of the main vortex is very small with respect to the size of 

the rest of the region. 

 Additionally, it can be observed that there are two types of oscillations, high frequency 

and low frequency. The first one occurs from time step to time step while the other is a variation 

of the averaged re-attachment. 

 From Figure 91 to Figure 93, some local and very high variations of the re-attachment 

can be observed. 
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Figure 91: Variation of re-attachment with time, 2D-DNS BFS, 1000Re , 14.1ER  
 
 

 

Figure 92: Variation of re-attachment with time, 2D-DNS BFS, 2000Re , 14.1ER  
 

 

Figure 93: Variation of re-attachment with time, 2D-DNS BFS, 3000Re , 14.1ER  
 

This issue, also reported with similar simulations using the package Open Foam, can be 

due to some white noise effects of the inflow but it can be also due to some transitional effects 

observed experimentally, with huge variations of the flow pattern and then a return to the 
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average behavior. Obviously, it cannot be ignored some other instability of the numerical 

procedure. 

The behavior of the re-attachment with time becomes interesting for the expansion ratio 

of 1.40. Figure 94 shows the variation of the re-attachment for a Reynolds number of 1000, in 

which very small variations in spite of the high percentage of fluctuations introduced at the 

inflow profile. This behavior is fully consistent with the expected variations of laminar flow, in 

which the viscosity forces are still big enough to damp the effects of any perturbation of the 

flow. 

For the case of Reynolds of 2000, seen in Figure 95, the maximum fluctuation is in the 

order of roughly 3%, consistent with the DNS performed by Kopera [178], with an aspect ratio 

of 2.0 and a Reynolds number of 9000, in which a damped fluctuation in the re-attachment of 

less than 1% was observed. 

In spite of the expected differences observed with previous DNS/LES calculations, 

present results are consistent with that observed in other publications. 

 

Figure 94: Variation of re-attachment with time, 2D-DNS BFS, 1000Re , 40.1ER  
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Figure 95: Variation of re-attachment with time, 2D-DNS BFS, 2000Re , 40.1ER  
 
 

8.3 Backward-Facing Step with 14.1ER  and 3000
hDRe  

 

For the simulations with an expansion ratio of 1.14, only the one corresponding to a 

Reynolds number of 3000 is presented here since the analysis is similar for the other cases. 

 

Figure 96: Streamlines, 2D-DNS BFS, 14.1ER , 3000
hDRe  
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Figure 96 shows the averaged streamlines, with basically one main vortex and a very 

small one in the left corner, the so-called Moffatt vortex. Figure 97 and Figure 98 show the 

velocity contours where a clear laminarization phenomenon is observed. In spite of this issue, the 

averaged pattern of the flow is correctly described for this expansion ratio as observed in the 

experimental measurements of Tropea [334]. 

 

Figure 97: Contours of velocity VU / , 2D-DNS BFS,  14.1ER , 3000
hDRe  
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Figure 98: Contours of velocity VV / , 2D-DNS BFS, 14.1ER , 3000
hDRe  

 

Figure 99: Contours of pressure )5.0/( 2
Vp  , 2D-DNS BFS, 14.1ER , 3000

hDRe  
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Figure 99 shows the pressure contours with the corresponding singularities in both left 

corners. From Figure 100 to Figure 103, the contours of the turbulent quantities are shown, with 

high level activity in the entrance of the step but the high activity is clearly damped as observed 

in Figure 100. An interesting aspect is observed from Figure 101 to Figure 103, where the stress 

v v  , even of smaller magnitude than the stress u u  , takes a longer distance to disappear. The 

same phenomenon was observed in the 2D-DNS on parallel plates. 

In part disappointing but this issue may suggest that the turbulence might be produced 

from the wall and not from the inflow. The contours of vorticity, seen in Figure 104 do not 

provide much information, just the development of the boundary layer in the upper wall. 

 

Figure 100: Contours of kinetic energy 2/Vk , 2D-DNS BFS, 14.1ER , 3000
hDRe  
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Figure 101: Contours of Reynolds stress 2/Vuu  , 2D-DNS BFS, 14.1ER , 3000
hDRe  

 

Figure 102: Contours of Reynolds stress 2/Vvu  , 2D-DNS BFS, 14.1ER , 3000
hDRe  
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Figure 103: Contours of Reynolds stress 2/Vvv  , 2D-DNS BFS, 14.1ER , 3000
hDRe  

 

Figure 104: Contours of vorticity )5.0/( 2
V , 2D-DNS BFS, 14.1ER , 3000

hDRe  
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Figure 105: Contours of Vu /  in the last time step, 2D-DNS BFS, 14.1ER , 3000
hDRe  

 

Figure 106: Contours of Vv /  at last time step, 2D-DNS BFS, 14.1ER , 3000
hDRe  
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Figure 105 and Figure 106 show the instantaneous fluctuations u  and v , in the last 

time step of the simulation, where the averaged quantities was computed. Hot colors show 

positive values while cold colors show negative ones. In the case of fluctuations u , shown in 

Figure 105, the positive variations are in the vicinity of the wall while the negative ones are in 

the core of the fluid. A small activity recovery zone can be observed in the core of the fluid just 

over the boundary layer at the exit of the main vortex. 

The decay of the activity in the core of the fluid is consistent with the constant decrement 

in the re-attachment observed in the last 3 time steps (Figure 93). In the same way, in Figure 106 

can be observed that the negative instantaneous fluctuations of v  are negative in the back wall 

of the step and positive exactly over the main vortex. 

 

Figure 107: Velocity VU /  at different X-planes,  2D-DNS BFS, 14.1ER , 3000
hDRe ; 

 “o” [202], “-“this work 
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Figure 108: Velocity VV /  at different X-planes, 2D-DNS BFS, 14.1ER , 3000
hDRe  

 

Figure 109: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS BFS, 14.1ER , 

3000
hDRe  
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Although not shown here, the increment of the turbulent activity in the boundary layer 

and in the main vortex might explain the later increment in the re-attachment. This behavior is 

consistent with the cyclic nature of turbulence. 

Figure 107 shows the velocity U profile at several X-planes. The comparison with the 

results of Le [202] shows a reasonable agreement considering that in [202] an open channel was 

used, with an equivalent Reynolds number of 60,000 and an aspect ratio of 1.2. It is convenient 

to remember that the higher the Reynolds number is, the faster the boundary layer grows, due 

mainly to a decrement in the viscous forces. 

The profiles of the vertical velocity V, shown in Figure 108 shows some numerical errors 

at the exit due to the tolerance set to reduce a bi the computing time at each time step. 

Figure 109 shows the variation of pressure at several X-planes. First, there is a minimum 

of pressure in the line of the main vortex and the core of the flow. This effect can also be 

observed in the DNS performed by Kopera [178]. Additionally, there is a maximum of pressure 

very close to the upper wall but in the area of the main vortex, produced mainly to the sudden 

expansion and the corresponding acceleration of the fluid. 

As soon as the re-attachment of the core of the fluid happens, there is an abrupt reduction 

of the pressure of the core is observed, consistent with the increment of the velocity of the fluid. 

From Figure 110 to Figure 113, the turbulent quantities at several X-planes are shoen. As 

expected, there is a high activity in the viscous sub-layer but the turbulent intensity decreases 

suddenly in the core, and rapidly as the fluid enters into the expansion. 

The behavior of the stress v v   is once again consistent with the one observed in Figure 

103, in the meaning that the magnitude of v v   is smaller than the magnitude of u u  , but it takes 

more time for this stress to diminish in the fluid. 
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In all, from Figure 110-Figure 113 an important fluctuation is observed, due probably to 

the short period of time spent for the statistics and/or for the effects of the white noise, useful to 

create turbulence but not absolutely correct statistically. 

Figure 114 shows the pressure coefficient PC  at both, upper and lower walls. Here there 

is a considerable disagreement with the results of Kopera [178], where the pressure coefficient is 

roughly the same at both walls. 

This difference can be due to the different numerical method used here, which can 

compute correctly the variations of pressure very close to the wall, as it is shown in [340]. 

 

 

 

Figure 110: Kinetic energy 2/Vk  at different X-planes, 2D-DNS BFS, 14.1ER , 3000
hDRe  
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Figure 111: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS BFS, 14.1ER , 

3000
hDRe  

 

Figure 112: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS BFS, 14.1ER , 

3000
hDRe  
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Figure 113: Reynolds stress 2/Vvv   at different X-planes, 2D-DNS BFS, 14.1ER , 

3000
hDRe  

 

 

Figure 114: Pressure coefficient 
PC  as function of position, 2D-DNS BFS, 14.1ER , 

3000
hDRe  
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For a distance / 4x h , the pressure coefficient at the lower wall is smaller than in the 

upper wall, due to the sudden acceleration of the fluid. As soon as the re-attachment occurs, at 

/ 6x h , the pressure coefficient of the lower wall increases due to the re-attachment. 

Finally, friction coefficient, seen in Figure 115, shows good qualitative agreement, in the 

sense that, as reported in the simulation of Le [202], the peak of fC  decreases as the Reynolds 

number increases. 

 

Figure 115: Friction coefficient fC  at different X-planes, 2D-DNS BFS, 14.1ER , 

3000
hDRe ; “o” [157], “-“ this work 

 



166 
 

8.4 Backward-Facing Step with 40.1ER  and 2000
hDRe  

 
For the simulations with an expansion ratio of 1.40 the situation is similar, only the one 

corresponding to a Reynolds number of 2000 is presented here since the analysis is similar for 

case of Reynolds number of 1000. 

 

Figure 116: Streamlines, 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

Since the flow conditions are similar to the previous section, the analysis is similar. In 

Figure 116 the streamline shows a very small vortex, closed to the center of the main vortex. 

This effect can be due to the beginning of transition. Additionally, the corresponding Moffatt 

vortex is observed in the left-lower corner.  

When observing the contours of the Reynolds stress v v  , a large area of high activity is 

appreciated. This issue is consistent with the observed previously and in the results presented in 
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the appendix, and it may confirm that the turbulence has to be produced from the wall and not 

from the inflow. 

 

Figure 117: Contours of velocity VU / ,  2D-DNS BFS, 40.1ER , 2000
hDRe  

 
Figure 127 shows the development of the horizontal velocity component U at several X-

planes, with good agreement with the computations of Le [202]. 

Figure 134 shows the pressure coefficient at both, upper and lower walls and the behavior 

is similar to the one observed in the previous section, and in all the other cases. This effect is 

completely different from the results presented by Le [202], which is an open channel flow and 

also different from the results of Kopera [178]. 

Finally, Figure 135 shows the friction coefficient in the lower wall, showing the same 

behavior, except between 2 / 3x h   where becomes constant, due to the small vortex just at 

the left of the center of the main one.
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Figure 118: Contours of velocity VV / , 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

 

Figure 119: Contours of pressure )5.0/( 2
Vp  , 2D-DNS BFS, 40.1ER , 2000

hDRe  
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Figure 120: Contours of kinetic energy 2/Vk , 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

Figure 121: Contours of Reynolds stress 2/Vuu  , 2D-DNS BFS, 40.1ER , 2000
hDRe  
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Figure 122: Contours of Reynolds stress 2/Vvu  , 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

 

Figure 123: Contours of Reynolds stress 2/Vvv  , 2D-DNS BFS, 40.1ER , 2000
hDRe  
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Figure 124: Contours of vorticity )5.0/( 2
V , 2D-DNS BFS, 40.1ER , 2000

hDRe  

 

 

Figure 125: Contours of Vu /  in the last time step, 2D-DNS BFS, 40.1ER , 2000
hDRe  
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Figure 126: Contours of Vv /  at last time step, 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

 

Figure 127: Velocity VU /  at different X-planes, 2D-DNS BFS, 40.1ER , 2000
hDRe ; “o” 

[202], “-“ this work 
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Figure 128: Velocity VV /  at different X-planes, 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

 

Figure 129: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS BFS, 40.1ER , 

2000
hDRe  
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Figure 130: Kinetic energy 2/Vk  at different X-planes, 2D-DNS BFS, 40.1ER , 2000
hDRe  

 

Figure 131: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS BFS, 40.1ER , 

2000
hDRe  
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Figure 132: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS BFS, 40.1ER , 

2000
hDRe  

 

Figure 133: Reynolds stress 2/Vvv   at different X-planes, 2D-DNS BFS, 40.1ER , 

2000
hDRe  
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Figure 134: Pressure coefficient 
PC  as function of position, 2D-DNS BFS, 40.1ER , 

2000
hDRe  

 

Figure 135: Friction coefficient fC  at different X-planes,  2D-DNS BFS, 40.1ER , 

2000
hDRe   
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CHAPTER NINE 

 CONCLUSIONS 

 

The objective of this work can be divided in several topics, numerical method, 

implementation, multicore solver, validation and DNS calculations. 

With respect to numerical method, the classical segregated velocity-pressure coupling 

technique was analyzed and a very important inconsistency was found in the mass balance step. 

The current technique is valid strictly only for parabolic flows and, in order to get good results in 

elliptic flows, a fine mesh must be used so the first points are in the boundary layer. The 

technique presented here, with the direct velocity-pressure coupling technique, has robust 

convergence properties when the convection forces are low or moderate. The validation showed 

excellent agreement in the limitations already presented. 

A very important effort was made to write an efficient code in C++, implementing 

efficient techniques to reduce the time in the geometric configuration, obtaining an algorithm of 

order )(NO  for problems up to 1 million points and ))log(( NNO  from 4 million points and up. 

In all the iterative calculation all coding techniques were implemented to reduce the allocation 

time for temporaries and an efficient use of all math calculation units. 

A novel multicore flow solver was presented which does not use the traditional MPI 

communication protocol. The asynchronous concurrent solver allows overlapping some serial 

operations and excellent speedups are obtained as the Reynolds number increases in the cases 

evaluated. The implementation of the multicore solver in GPU architectures is straightforward. 

Finally, with respect to the DNS calculation procedure, a strong criterion, based on the 

local Reynolds number was presented, allowing the determination in advance the grid 
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requirements for any fluid flow calculation. Based on this local Reynolds number criterion, it 

was found that all reviewed DNS calculations use a grid so stretched that the local Reynolds 

number is in the unstable region. Direct numerical simulations were performed in parallel plates 

and backward-facing step with very fine grids and the laminarization phenomena is always 

present. The results presented here suggest that most current DNS techniques simulate the 

instability of the flow by the instability of the numerical procedure. Tests performed in this work 

suggest that the effect of the turbulent inflow conditions is negligible if the system of equations 

is not unstable. 

The specific results obtained in the 2D-DNS on a backward-facing step show good 

agreement in the velocity profiles, streamlines and pressure, but no important information for the 

turbulent quantities. 

From this work, future directions are the developing of a so-called dynamic interpolation 

technique, which consists in the use of a low order interpolation scheme when the residuals are 

high and increment the order of the interpolation as the residuals fall. This idea can be expanded 

to dynamic discretization, beginning from second order when the residuals are high and 

incrementing the order of the scheme as the solution is reached. 

Additionally, a new DNS technique can be developed by producing the turbulence from 

the wall and not from the classical inflow-stretched grid as it is done today. By producing 

turbulence from the wall the solution of developing turbulent flow will be possible, allowing the 

study, under controlled conditions, the study of the hypotheses of turbulence and the solution of 

more realistic problems. 

Finally, the 2D DNS/LES technique has been used widely, for example in 2D Taylor 

flow, as a test for future full DNS/LES implementations, 2D hydromagnetic turbulent flow, 
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simplified simulation of flow in rivers, interstellar flow, as well as for the study of sea currents in 

oceans, between others. 

Perhaps, the most important question that comes from this dissertation is: Is it possible to 

simulate turbulent flow by a simplified 2D DNS or LES simulation? With the exception to 2D 

hydromagnetic turbulent flow, the results presented in this work suggest that the 2D DNS/LES as 

a simplified way to simulate turbulent flow is not possible. 

The explanation to this answer comes from an anomaly that happens only in 2D flows. 

When observing the continuity equation in 2D,              , it can be observed that an 

perturbation to the velocity u will be reflected in a perturbation to the velocity v and viceversa. 

The mass balance equation in 2D builds a very strong link between both velocity components. 

On the other hand, if a look is taken to the continuity equation in 3D,                    , any perturbation to the velocity u will be distributed between v and w. The exact 

fraction of that distribution will be determined by the dynamics of the flow. Even in 

axisymmetric flows, the inclusion of a third component in the mass balance seems to be 

fundamental for the link between each pair of velovity components not to be so strong. 

On the other hand, the fact that all full DNS/LES simulations reviewed by this author use 

highly stretched grids, as a way to simulate the physical instabilities by means of numerical 

instability, suggests that a better way to simulate turbulent flow has to be by a combined effect of 

inflow conditions and perturbations from the wall, just as experiments show. 



180 
 

APPENDIX A 

 BACKWARD-FACING STEP WITH 14.1ER  AND 1000
hDRe  
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Figure 136: Streamlines, 2D-DNS BFS, 14.1ER , 1000
hDRe   

 
 

 

Figure 137: Contours of velocity VU / , 2D-DNS BFS,  14.1ER , 1000
hDRe   
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Figure 138: Contours of velocity VV / , 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 139: Contours of pressure )5.0/( 2
Vp  ,2D-DNS BFS, 14.1ER , 1000

hDRe   
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Figure 140: Contours of kinetic energy 2/Vk , 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 141: Contours of Reynolds stress 2/Vuu  , 2D-DNS BFS, 14.1ER , 1000
hDRe   
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Figure 142: Contours of Reynolds stress 2/Vvu  , 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 143: Contours of Reynolds stress 2/Vvv  , 2D-DNS BFS, 14.1ER , 1000
hDRe   
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Figure 144: Contours of vorticity )5.0/( 2
V , 2D-DNS BFS, 14.1ER , 1000

hDRe   

 

 

Figure 145: Contours of Vu /  in the last time step, 2D-DNS BFS, 14.1ER , 1000
hDRe   
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Figure 146: Contours of Vv /  at last time step, 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 147: Velocity VU /  at different X-planes, 2D-DNS BFS, 14.1ER , 1000
hDRe  ; “o” 

[202], “-“ this work 
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Figure 148: Velocity VV /  at different X-planes, 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 149: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS BFS, 14.1ER , 

1000
hDRe   
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Figure 150: Kinetic energy 2/Vk  at different X-planes, 2D-DNS BFS, 14.1ER , 1000
hDRe   

 

 

Figure 151: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS BFS, 14.1ER , 

1000
hDRe   
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Figure 152: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS BFS, 14.1ER , 

1000
hDRe   

 

 

Figure 153: Reynolds stress 2/Vvv   at different X-planes, 2D-DNS BFS, 14.1ER , 

1000
hDRe   
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Figure 154: Pressure coefficient 
PC  as function of position, 2D-DNS BFS, 14.1ER , 

1000
hDRe   

 

 

Figure 155: Friction coefficient fC  at different X-planes, 2D-DNS BFS, 14.1ER , 1000
hDRe   
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APPENDIX B 

 BACKWARD-FACING STEP WITH 14.1ER  AND 2000
hDRe  
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Figure 156: Streamlines, 2D-DNS BFS, 14.1ER , 2000
hDRe  

 
 

 

Figure 157: Contours of velocity VU / , 2D-DNS BFS, 14.1ER , 2000
hDRe  
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Figure 158: Contours of velocity VV / , 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 159: Contours of pressure )5.0/( 2
Vp  , 2D-DNS BFS, 14.1ER , 2000

hDRe  
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Figure 160: Contours of kinetic energy 2/Vk , 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 161: Contours of Reynolds stress 2/Vuu  , 2D-DNS BFS, 14.1ER , 2000
hDRe  
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Figure 162: Contours of Reynolds stress 2/Vvu  , 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 163: Contours of Reynolds stress 2/Vvv  , 2D-DNS BFS, 14.1ER , 2000
hDRe  
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Figure 164: Contours of vorticity )5.0/( 2
V , 2D-DNS BFS, 14.1ER , 2000

hDRe  
 

 

Figure 165: Contours of Vu /  in the last time step, 2D-DNS BFS, 14.1ER , 2000
hDRe  
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Figure 166: Contours of Vv /  at last time step, 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 167: Velocity VU /  at different X-planes, 2D-DNS BFS, 14.1ER , 2000
hDRe ; “o” 

[202], “-“ this work 
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Figure 168: Velocity VV /  at different X-planes, 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 169: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS BFS, 14.1ER , 

2000
hDRe  
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Figure 170: Kinetic energy 2/Vk  at different X-planes, 2D-DNS BFS, 14.1ER , 2000
hDRe  

 

 

Figure 171: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS BFS, 14.1ER , 

2000
hDRe  
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Figure 172: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS BFS, 14.1ER , 

2000
hDRe  

 

 

Figure 173: Pressure coefficient 
PC  as function of position, 2D-DNS BFS, 14.1ER , 

2000
hDRe  
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Figure 174: Friction coefficient fC  at different X-planes, 2D-DNS BFS, 14.1ER , 

2000
hDRe  
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APPENDIX C 

 BACKWARD-FACING STEP WITH 40.1ER  AND 1000
hDRe  
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Figure 175: Streamlines, 2D-DNS BFS, 40.1ER , 1000
hDRe   

 
 
 

 

Figure 176: Contours of velocity VU / , 2D-DNS BFS, 40.1ER , 1000
hDRe   
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Figure 177: Contours of velocity VV / , 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 178: Contours of pressure )5.0/( 2
Vp  , 2D-DNS BFS, 40.1ER , 1000

hDRe   
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Figure 179: Contours of kinetic energy 2/Vk , 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 180: Contours of Reynolds stress 2/Vuu  , 2D-DNS BFS, 40.1ER , 1000
hDRe   
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Figure 181: Contours of Reynolds stress 2/Vvu  , 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 182: Contours of Reynolds stress 2/Vvv  , 2D-DNS BFS, 40.1ER , 1000
hDRe   
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Figure 183: Contours of vorticity )5.0/( 2
V , 2D-DNS BFS, 40.1ER , 1000

hDRe   

 

 

Figure 184: Contours of Vu /  in the last time step, 2D-DNS BFS, 40.1ER , 1000
hDRe   
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Figure 185: Contours of Vv /  at last time step, 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 186: Velocity VU /  at different X-planes, 2D-DNS BFS, 40.1ER , 1000
hDRe  ; “o” 

[1], “-“ this work 
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Figure 187: Velocity VV /  at different X-planes, 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 188: Pressure )5.0/( 2
Vp   at different X-planes, 2D-DNS BFS, 40.1ER , 

1000
hDRe   
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Figure 189: Kinetic energy 2/Vk  at different X-planes, 2D-DNS BFS, 40.1ER , 1000
hDRe   

 

 

Figure 190: Reynolds stress 2/Vuu   at different X-planes, 2D-DNS BFS, 40.1ER , 

1000
hDRe   



211 
 

 

Figure 191: Reynolds stress 2/Vvu   at different X-planes, 2D-DNS BFS, 40.1ER , 

1000
hDRe   

 

 

Figure 192: Reynolds stress 2/Vvv   at different X-planes, 2D-DNS BFS, 40.1ER , 

1000
hDRe   
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Figure 193: Pressure coefficient 
PC  as function of position, 2D-DNS BFS, 40.1ER , 

1000
hDRe   

 

 

Figure 194: Friction coefficient fC  at different X-planes, 2D-DNS BFS, 40.1ER , 1000
hDRe   
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APPENDIX D 

 COMPUTER IMPLEMENTATION 
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This topic is frequently ignored by the CFD community because, in part, the task of 

producing an efficient code is left implicitly to the compiler of the corresponding programming 

language, and also, due to the probably lack of knowledge of how to build efficient code. In 

other cases, no much attention is paid to how much time can be saved if some basic techniques 

are used. 

This author’s experience tells that there are many simple techniques that produce a great 

improvement in performance, and thus, a considerable reduction in computer time. Obviously, 

there exist some optimization techniques that depend on the specific programming language and 

many of them imply some knowledge of computer architecture. 

Due to the fact that any DNS/LES simulation usually takes a considerable amount of 

time, from weeks to months with several tens of processors, one objective of this work is to 

make some recommendations that can help the production of fast and efficient code. For this 

kind of simulations, a reduction of 10%-20% in computing time is always convenient and 

welcome. 

In order to accomplish this task, several references have been consulted. First, the 

fundamental text of software development [237] which presents a global procedure for producing 

correct code, based mainly in the experience of software engineering. Some recommendations 

are the use of proper names for all variables; the writing of clear and easy-to-read code as well as 

the use of unit testing in order to be absolutely sure that any algorithm coded or single piece of 

code performs correctly. 

As expected, all these recommendations imply more programming time but, in the long 

term, they reduce considerably the time for detection and/or correction of errors. It is important 

to underline that when a computer code becomes large, from roughly 10,000 to 20,000 lines of 
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code and up, the detection of any single error is an impossible task. Some errors may not affect 

the solution significantly, but in many cases the error generated is important. 

Since the main objective is performance, the textbook of Goedecker [112] gives good 

recommendations that can be applied to any programming language. Other optimization 

techniques are specific to the C++ language [324] (chosen for this research work) [242], [243] 

and [244] as well as [277] and [343] and they are highly recommended. 

Other recommendations are related directly with parallel programming, as for example 

[79], [273] and [277]. 

In the next sections, many topics related to procedures implemented in the calculation of 

all geometric information will be presented. A very important effort was made to reduce the 

order of the algorithm (respect to problem size) available in previous codes of the group. 

Using all the procedures presented here, the order of the algorithm was reduced from 

quadratic (respect to problem size) to a linear algorithm that needs only one minute to create the 

geometric information of 1 million points. This calculation time is very competitive with the 

time needed in the creation of any standard unstructured grid with any commercial package. 

 

D.1 Computation of internal and boundary points 
 

The first thing to do in the geometric calculation is to locate which points are in the 

region defined by the user. A big grid of points is provided to the code and, one by one, it has to 

decide if a particular coordinate is inside or outside the region. 
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A popular technique is a direct application of Green’s theorem in which, going along the 

boundary of the region, performs the summation of angles, with respect to the point whose 

location is wanted to be determined (called here reference point). 

 

Figure 195: Application of Green’s theorem to check if a point is internal 
 

 The main drawback of this procedure is that the calculation of arc tangent is necessary. 

That geometric operation takes usually 220 computer cycles comparing to 1 in the case of 

addition or product. Additionally, the procedure fails if the reference point is in the boundary. 

In order to reduce the time in the determination of an internal point, the Jordan’s curve 

theorem will be used instead. This theorem is widely used in computer graphics. 
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Figure 196: Application of Jordan’s curve theorem 
 

 The idea behind Jordan’s curve theorem is, from the point in question, to draw a straight 

line in any random direction and count the number of intersections of that line and the boundary. 

If the number of intersections is even, the point is external; otherwise, the point is internal. 

 If the boundary is approximated by a sequence of straight lines (very popular in CFD), 

this operation takes at most the calculation of one square root (50 computer cycles) and some 

few additions/products. The savings in computer time can be important. 

 The intersection between the direction vector and a straight boundary can be computed 

using basic vector operations. The only additional operation is how to determine if a direction 

will intersect a boundary. 

In this procedure, used frequently in computer graphics, it is assumed that the direction 

will always intersect the boundary. In our case, that is not always true. In Figure 196, the 

direction chosen for the internal point will never intersect any of the other boundaries. 
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 Figure 197: Intersection between a direction and a straight boundary 
 

 Figure 197 shows the case of a probable intersection between a boundary and a direction 

l

 (a unit vector) from a given point 0l . We can compute the minimum distance 0h  from the 

point 0l  to the boundary by: 

(75) 

 

Now, if we move a little bit from 0l  to a new location 1l  we can find the minimum 

distance to the boundary 1h : 

(76) 

 

 Comparing both 0h  and 1h  we can determine if a certain direction intersects a specific 

boundary. If 10 hh  , there will be an intersection since the new distance is smaller. But if 

10 hh  , moving in the direction of l

, the distance will be larger and larger. This method can be 

efficiently implemented since just basic operations are necessary. 

 For the calculation of the boundary points, the situation is similar. Starting with the 

closest internal point to any boundary, just find the intersection using the desired direction (East, 

West, North or South). 

0 0 0w p l h w n    

1 0 1 1l l l h w n     
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D.2 Search of neighboring points 
 

 A key process in the geometric calculation is the location of the neighbors East, West, 

North and South in order to compute all derivatives (with finite differences). The naïve 

algorithm, search in all points and store the closest neighbor is too expensive since it is an 

algorithm or order  2
NO  in time (N… problem size). For small problems, any technique is 

suitable but, for DNS/LES simulations with several millions of points, the process could take 

several weeks/months with today’s computers. The proposed algorithm is based on the efficient 

binary search technique, which is of order   NNO 2log . 

Before proceeding to the search of any neighbor, all points must be sorted with respect to 

their coordinate. The standard C++ library was used, which uses a combination of Quick-Sort 

and Heap Sort in order to keep the order of the algorithm in   NNO 2log . The sorting 

procedure was divided into two different sets in order to maximize the efficiency of the later 

searching procedure. 

1 Sort all points in XY (   NNO 2log ) 

a. Sort all points in increasing X, and for same X, increasing Y (called 

SortedXY) 

b. Store in an array all different X’s present (called DiffX_XY) 

c. Store in an array the position of the first point with the same X in SortedXY  

(called SameX_XY) 

2 Sort all points in YX (   NNO 2log ) 

a. Sort all points in increasing Y, and for same Y, increasing X  (called 

SortedYX) 
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b. Store in an array all different Y’s present (called DiffY_YX) 

c. Store in an array the position of the first point with the same Y in SortedYX 

(called SameY_YX) 

With all this sorting information, the search of the neighbors East/West is done with the 

information of the sorting in YX: 

 Search the corresponding Y coordinate in DiffY_YX with binary search. 

 Get the range of points with same Y from SameY_YX 

 Perform binary search in SortedYX  with the range of points provided 

Similarly, for the neighbors North/South the procedure is similar: 

 Search the corresponding X coordinate in DiffX_XY with binary search. 

 Get the range of points with same Y from SameX_XY 

 Perform binary search in SortedXY  with the range of points provided 

What is important here is the analysis of the order of the algorithm. In the sorting step, 

we have two procedures with order   NNO 2log  which is made for XY and YX respectively, 

but only one time. 

In the searching of any neighbor, if a squared grid is used, part (a) takes roughly 

  NNO 2log  comparisons with an array that fits in cache memory L1 (inside the CPU and 

an access time similar to the one of a register). Later, part (b) involves reading two positions 

(from cache memory) while part (c) takes   NNO 2log  with all data again completely in 

cache memory L1. This searching time is basically negligible in comparison with the time spent 

in sorting all points. 
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D.3 Search of influence points 
 

 The most expensive part of all geometric procedure is the searching of the influence 

points. Because the flux-limiting scheme used in the convection terms, it is necessary to 

interpolate both velocity components u and v in the girds of pressure and the intersection of grids 

u and v. 

The number of interpolation vectors is 4 times the number of points. Even with binary 

search, the procedure takes several weeks if all points are used in the sorting algorithm. 

The idea implemented is to use the same sorting technique but limiting the number of 

points to a vicinity of the interpolation coordinate. The procedure is to build a box of possible 

coordinates (with the interpolation coordinate) and use the information stored in DiffX_XY  and 

SameX_XY for the X-coordinate (and DiffY_YX , SameY_YX for the Y-coordinate. By setting the 

box to cover roughly 200 points, all data fits in cache memory L1 and the sorting process takes a 

very little time. In general the order of the algorithm here is roughly  NO . 

 

D.4 Calculation of condition number 
 

 Finally the calculation of the condition number is a fundamental step to find the optimum 

shape parameter of each collocation matrix. The usual procedure is to use singular value 

decomposition SVD to find all eigenvalues and then find the condition number by dividing the 

largest eigenvalue by the smallest eigenvalue. Even that SVD is a very accurate technique is of 

order  3
NO  and becomes expensive. It is possible to reduce the processing time by eliminating 

the construction of the matrix U and leaving strictly the calculation of the eigenvalues. 
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 Considering that the range of valid condition numbers (for the shape parameter) is not 

strict but just a recommendation, it is not restricted only to one specific norm. 

 The computation of the condition number through eigenvalues is a calculation in norm 2, 

so by changing the calculation of the condition number to norm infinity, and coding using 

efficiently the cache memory, the calculation time can be reduced significantly. In this work, all 

calculations of condition number were implemented using norm infinity. 
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APPENDIX E 

 MULTICORE FLOW SOLVER 
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The parallelization and optimization of any numerical procedure for CFD calculations is 

becoming a very important step if large problems are desired to be solved in a reasonable amount 

of time. The most popular parallelization procedure, sub-domain decomposition is still widely 

used since it is easy to understand and implement for any non-expert programmer. Basically, the 

problem is decomposed in several sub-domains with their own boundary conditions. The 

solution procedure on any sub-domain is then a standard serial calculation. The information of 

the so-called interfaces is transmitted with the aid of a network-based communication protocol, 

normally MPI. 

 The development of new computer architectures is imposing a high degree of complexity 

to any CFD solver that intends to use all resources in an efficient way. In general, there are 

several inconsistencies in the use of the classical approach on parallel systems where several 

processors are running on the same machine, and then several machines connected through a 

network. Additionally, the rise of GPU computing, with hundreds or thousands of processors 

running on a single card, imposes some limitations due to the fact that the available memory per 

card is still small for the solution of very large problems. 

 In recent years, many parallel implementations have been published. For example, in 

[111], a multi-block structured flow solver is parallelized through sub-domain decomposition, 

using MPI protocol for communication. The procedure is tested on systems with several 

processors per machine. Results show good scalability up to 2,048 processors. 

 One alternative for low-cost clusters can be found in [116], where the main focus is in the 

solution of the Poisson-like equation in the Fourier domain. The transmission of the common 

boundary values is performed with MPI. In [134], a predictor-corrector procedure is parallelized, 

where the flow is solved through the traditional projection method. In this work, good speedups 
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are obtained up to 500 processors, then, performance deteriorates. In the same type of solvers, in 

[136], a parallel multigrid level solver is presented for LES simulations. Results show good 

scalability up to 64 processors. 

 Following the classical approach, a sequential flow solver is parallelized by means of an 

algebraic multigrid solver for scalar elliptic PDE’s. MPI protocol is used for communication and 

the results show a constant calculation time as the number of nodes increases (same number of 

nodes per processor). Another Poisson-like solver is found in [345], where a sparse linear solver 

is parallelized with GMRES. One more time, communications are done with MPI.  

 In [346], a parallel flow solver, using the fractional-step method, is presented where the 

Poisson-like equation is solved with the ADI scheme. With this procedure, good speedup is 

obtained up to 50 processors. 

 If the problem size is not large, the GPU computing is a very good low-cost alternative. 

In [93] for example, the performance of the cyclic reduction algorithm for solving tri-diagonal 

systems is presented on GPU cards. With this approach, the domain is decomposed in several 

sub-domains, where each block is solved separately on the GPU card. Speedups up to 20 are 

obtained in 2D and 3D problems with low-cost cards. 

 The combined MPI-GPU approach looks as an excellent solution for problems that are 

too large. In [102], a standard finite-volume procedure is parallelized using a multi-block 

approach and the MPI-GPU solution is analyzed for large problems. In general, speedups of 30+ 

are obtained for transonic flow problems. 

 In the same idea, in [117], a MPI-GPU scheme is presented for the solution of large 

problems. In the case of meshes of 330 million points, good scalability is obtained up to 5000-

6000 processors. Similar solutions MPI-GPU can be observed in [226] and [358]. 
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It is very important to underline that, in computing, parallelization has many different 

approaches. In all references named here [93], [102], [111], [116], [117], [134], [136], [226], 

[345], [346] and [358], parallelization is performed through vectorization of a global serial 

algorithm, where the communication between processors is done through the MPI protocol. 

When the number of processors is increased, the overhead that network communication has will 

degrade performance sooner than later.  

The parallelization through vectorization is the most obvious solution for old 

architectures, where several serial processors are connected through a network. Most modern 

processors are multicore processors. With these architectures, the solution is to run several 

copies of the code in the same node and use MPI for communication. Some MPI versions use 

interprocess communication if the communication is in the same machine. In general, if a CFD 

code is going to be executed on nodes with multicore processors, a procedure without MPI 

communication looks as a desirable solution. 

 In [194], a combined MPI-pthread model is presented for CFD calculations. Here, in each 

node (with a multicore processor), the solution procedure is decomposed in several independent 

problems. Next, threads are organized to solve each sub-problem separately without any 

communication. The solution presented here is suitable for some specific procedures. 

The parallelization through vectorization has important limitations because the top 

speedup that can be reached is limited by the performance of the serial part. In fact, in order to 

improve parallelization, the part of the code that must be parallelized is the serial part. 

 When working with multicore processors on multithreaded environments, a different idea 

of parallelization arises, concurrency. Parallelization through concurrency means that several 

threads can work together to solve a specific problem without any synchronization at all. This 
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concurrent way of working can be very attractive for iterative procedures, where the repetitive 

calculation does not have to be done one by one. 

 The idea of this chapter is to present a multicore flow solver, using the concurrent ideas 

developed previously in [341] and [342]. 

 

E.1 General multicore procedure 
 

The basic idea of this multicore procedure is to have several independent execution units 

(threads) [269] running and calculating on the same data without any specific synchronization. 

The scheme is divided in main thread (master) and execution threads (slaves). The main 

thread performs all the setup process and, when everything is ready for iteration, starts the 

execution threads (slaves). The job of the execution threads is to iterate permanently until the 

main thread decides that the solution is acceptable. The number of iterations that each execution 

thread will do is not going to be necessarily the same than the others. 

An important observation in any CFD calculation is the fact that more than 80% of the 

processing time is spent by the floating point unit (FPU). Another important issue to take into 

consideration is that many multicore processors have more physical threads than FPUs. 

In order to achieve an efficient solution, the main thread may launch some additional 

execution threads to iterate in a portion of the problem. The total number of execution threads 

does not necessarily have to be equal to the number of FPUs. In this alternative, the main thread 

can perform the rest of the tasks that are not FPU intensive. 

The idea of separating the code into threads that are FPU intensive and threads that are 

not FPU intensive, all of them running at the same time, will change the way the calculation is 
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going to converge. It is unlikely that the same flow problem will have the same convergence 

history in two different runs. Additionally, having threads using the FPU constantly will have all 

pipelines of the floating point unit full. 

Additionally, newer versions of GNU C++ compiler allow the compilation using the 

standard floating point unit (the math co-processor) and the SSE unit at the same. This option 

allows any numerical intensive code to run basically as twice as much. With these 

considerations, the proposed algorithm can be stated as: 

 

 Execute a predefined number of execution threads, and no greater than the number of 

available floating point units. They will iterate on a portion of the problem, calculating 

the maximum increment at the end of any iteration. 

 Use the main thread to monitor convergence, to update boundary conditions and perform 

any necessary interpolations. 

 

The basic idea of this solution is that the execution threads will iterate continuously 

without having to update any boundary condition, waiting for any communication data or doing 

any other task. The activities of any execution thread can be stated as: 

 

1. Get data of corresponding block. 

2. Set initial guess in block. 

3. Reset maximum increment and number of iterations. 

4. Iterate: 
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4.1. Update solution. 

4.2. Compute maximum increment. 

4.3. If stop condition is activated, quit. 

 

After some initialization steps, any execution thread will iterate continuously until the 

stop condition is activated.  This separation of tasks will optimize the use of all available FPU’s. 

Because any of the execution threads may not be running at any moment, some execution threads 

may iterate more than others and/or than the maximum predefined number of iterations (needed 

if calculation does not converge). On the other hand, the tasks of the main thread are: 

 

1. Perform a general setup. 

2. Start execution threads. 

3. Wait until all execution threads are running. 

4. While stop condition is not activated: 

4.1 Wait until first solver has done one iteration (just a reference). 

4.2 Update boundary conditions and perform interpolations. 

4.3 If all execution threads (in all nodes) have converged, activate stop condition. 

4.4 If all execution threads have reached/exceeded the maximum number of 

iterations, activate stop condition. 

5. Write solution. 
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The idea behind step 4.1 is to avoid the unnecessary recalculation of the boundary 

conditions as well as the interpolations. On large problems, updating boundary conditions too 

often (and interpolations) will not improve convergence. Updating the boundary values and 

recalculating the new ones at the same time, as well as the interpolations, will make convergence 

completely different than a serial solver. The solution of any flow problem is the same no matter 

what iterative procedure is used, or what initial values are set or how the points are particularly 

updated. 

The solution presented here, similar to the ones presented in [341] and [342] will execute 

efficiently if they have almost exclusive use of the entire node. Since at any cluster node, the 

operating systems needs to perform some maintenance tasks, at least one processor (or physical 

thread) must be reserved. 

 

E.2 Multicore flow solver for 2D steady flows 
 

For steady state problems, the procedure for the main thread is: 

 

1. Perform a general setup: 

1.1 Create geometric configuration 

1.2 Create physical configuration 

1.2.1 Equations of motion (momentum and continuity) 

1.2.2 Flow solver 

1.3 Set initial guess 
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2. Start execution threads. 

3. Wait until all threads are running 

4. Store current iteration of first thread (just a reference) 

5. Iterate: 

5.1 Update boundary conditions 

5.2 Perform interpolations 

5.3 Wait until first thread has done one iteration 

5.4 Check stop condition and set flag if done: 

5.4.1 Check the maximum residual of all execution threads 

5.4.2 Check maximum number of iterations 

5.5 If stop condition is activated, quit iteration 

6. Write results 

 

For the execution threads, the procedure is: 

 

1. Get information of block: 

1.1 Get points of block 

1.2 Create the scan sequence for flow equations 

2. Iterate: 

2.1 Update number of iterations 
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2.2 Store current solution (of block) 

2.3 Compute momentum equation 

2.4 Compute flow field (do some sub-iterations) 

2.5 Compute maximum residual of block 

2.6 If stop condition is activated, quit iteration  

 

E.3 Testing the multicore solver 

 

The first case solved was developing laminar flow in parallel plates of length 5:1. The mesh 

used in all cases had DNS resolution in order to meet the condition of the local Reynolds 

number. 

 The problem was tested in one of the nodes of the cluster of the group with a 16 cores 

Xeon E5-2690 running at 2.90 GHz and 20 MB of cache memory. In order to leave at least one 

processor to the operating system, and in order to keep the same work load to all execution 

threads, the total number of processors used was 11, 1 for the main thread and 10 for the 

execution threads. 
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Table 10: Data used in parallel plates (multicore runs) 
 

Re  Nodes X Nodes Y 
LocalRe  K /  

1000 500 100 5 1.78 

2000 750 150 6.67 1.99 

3000 1000 200 7.5 2.03 

4000 1250 250 8 2.01 

5000 1500 300 8.33 1.98 

6000 1750 350 8.57 1.94 

 

 Table 10 shows the data used in this case, with a uniform mesh and yx  , and a delta 

roughly two times the Kolmogorov delta. Table 11 shows the range of iterations performed by 

the execution threads. It can be observed that in spite that the variation on the number of 

iterations is important; the solution meets perfectly the convergence criteria. 

 The serial code used to compute the speedup was the same original program that 

was parallelized later. The Reynolds numbers chosen were the entire laminar and transitional 

region, enough to show the features of the proposed method. 
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Table 11: Range of iterations, multicore solver, parallel plates 
 

Reynolds Range of iterations 

1000 3507-5178 

2000 3888-5663 

3000 5336-6565 

4000 6663-8694 

5000 7302-9901 

6000 8781-11494 

 

 

Figure 198: Speedup of multicore solver, parallel plates, 11 cores 
 

Figure 198 shows the speedup obtained, being in all cases equal or larger than the ideal 

speedup of 11. After a big value of speedup obtained for Reynolds number of 1000, the speedup 
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decreases a bit and then increases (in average) little by little as the Reynolds number increases. 

The main reason for this excellent performance is due to that some tasks that are done one by one 

in the serial solver are overlapped by the multicore solver (boundary conditions and 

interpolations). 

The speedup obtained for the case of Reynolds of 1000 is particularly high and it is not a 

characteristic of the method. For this case, the size of the mesh (500x100) is small enough that, 

in the calculation of the flow field, all data fits entirely in cache memory, with an access time 

way larger than from main memory. This issue is important because is more cores are available, 

an important part of the data could fit in cache memory, allowing the speedup to increase 

considerably. 

The second case solved was the laminar flow on a backward facing step with an 

expansion ratio of 1.14. The range of Reynolds number is from 1000 to 6000, enough for the 

convection terms to be small or moderate. The grid info used is the same as in Table 5. 

 

Table 12: Range of iterations, multicore solver, BFS, 14.1ER  
 

Reynolds Range of iterations 

1000 9665-13255 

2000 41029-51349 

3000 38652-49800 

4000 34088-43319 

5000 52618-69186 

6000 70562-100043 
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Figure 199: Speedup of multicore solver, BFS,  14.1ER , 11 cores 
 

Table 12 shows the range of iterations performed in all cases solved, with a similar 

behavior to the previous case. The big variation on the number of iterations is due that not all 

execution threads are running at the same time. This issue occurs also with all MPI-based 

solvers. 

Figure 199 shows the speedup obtained with the proposed procedure. Here after the big 

speedup for Reynolds number of 1000, the performance decreases to roughly 6 and then 

increases to 10 when basically stabilize. This variation in speedup is clearly due to the different 

convection levels that exist in each case. 

This multicore procedure can be easily implemented in GPU architectures and the 

speedup can be tremendous if the whole problem data fits in the GPU memory. 
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