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The influence of internet architecture on centralised versus
distributed internet services
Jari Arkko

Oy LM Ericsson Ab, Jorvas, Finland

ABSTRACT
The internet evolves rapidly as innovations in technology, applications
and business emerge. In some cases, the changes have also given
rise to the creation of centralised service deployment models and
industry consolidation. This paper focuses on the question of how
internet technology and open interfaces may affect the ability to
deploy services in a collaborative fashion vs in a centralised fashion.
The paper presents a categorisation of factors influencing these
choices and discusses these factors in the context of several case
studies. Some aspects of centralisation and consolidation are direct
consequences of physics. A large organisation can provide a short
round-trip time to users around the globe, due to service instances
in many locations. Other aspects are due to economics. For
instance, network effects cause the value of a service to grow per
Metcalfe’s law. But technology and deployment choices also have
an effect. Federated, collaborative networks with open standardised
interfaces (such as email) allow multiple service providers to interact
with each other. Closed systems may not allow this. Many popular
social networks fall in this category. While technology is not the
main driving force behind what are often business and economic
decisions, awareness of technology choices makes it easier to
understand the likely impacts of a chosen model.
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1. Introduction

Many of us have held a vision of the internet as the ultimate distributed platform that
allows communication, the provision of services and competition from any corner of
the world (See e.g. Litan and Rivlin 2001). But as the internet has matured, it seems to
have also given rise to the creation of centralised service deployment models and industry
consolidation (Dolata and Schrape 2018).

The term centralized service deployment refers to serving users with the help of a
network-based function which may be aware of the users’ communications and data.
Such services are typically replicated but under the control of a single administrative
domain.

The term internet consolidation (Arkko et al. 2019) refers to the process of increasing
control over internet infrastructure and services by a small set of organisations.
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Studying these trends is important, as they have a potentially big effect not only on the
competitive landscape in offering internet services but also on internet users and even the
evolution of internet technology.

Depending on the competitive landscape, it may be either easy or hard to develop
competitive social media applications, deploy cloud platforms or device ecosystems. Inter-
net users are of course affected by the kind of choice the market offers. They may also
affect relative bargaining positions, e.g. with plenty of choice, users would typically
have more bargaining power to choose the kind of service that fits their needs.

The technology impact comes from developments that are naturally tailored to the most
common deployments. In a market with many centralised services, technology develop-
ment also tends to focus on improving those rather than, e.g. collaborative or distributed
alternatives. Further, in a market with vertical consolidation – such as entities that control
both browsers and the services they connect to – it becomes possible for the largest
players to introduce technological changes much more rapidly than in other situations.

Centralisation and consolidation trends can be studied from various perspectives. A key
question is to what extent they are the natural consequence of economics in globally com-
petitive services. The purpose of this paper is not to analyse the degree of consolidation in
different markets or to make any recommendations on whether some specific situations
are problematic from a business or legal perspective. Rather, this paper focuses on the
much narrower question of how technology interacts with changes along the collabora-
tive vs consolidated and distributed vs centralised dimensions. The paper presents a cat-
egorisation of factors influencing the choices and discusses these factors in the context of
an example from a currently evolving part of internet technology.

The choice of internet architecture and technology has an effect: for instance, email
systems are federated, collaborative networks with open, standardised interfaces, allowing
multiple service providers to connect with each other. However, not all systems have such
interfaces, or federation may not be permitted per policy or business reason: instant mes-
saging systems, for instance, are less well connected than email. Interestingly, the depen-
dency on spam filtering mechanisms has started to erode interconnectivity within email
systems as well, due to the fact that email acceptance from a particular provider is
often a policy decision involving checking IP address ranges and black and white lists.

The rest of this paper is organised as follows. Section 2 looks at general and technologi-
cal factors driving centralisation and consolidation. Section 3 discusses the impact of
security technology for these trends, and Section 4 highlights some of the issues with a
case study in the Domain Name System (DNS) space. Finally, Section 5 draws some
conclusions.

2. Factors driving consolidation

The main drivers behind consolidation are economic factors relating to scale (the ability to
easily reach a large market of users over the internet) and network effects that increase the
value of a service per Metcalfe’s law (Gilder 1993). This kind of setting tends to enable
winners to take large market shares (Noe and Parker 2005).

The most visible aspects of consolidation involve well-recognized internet services such
as advertising, social networks and search (ISOC 2019). But the diversity of many under-
lying services is as important as that of, e.g. consumer-visible social networks. For instance,
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the diversity of cloud services, operating systems, the Domain Name System, identity ser-
vices or software components such as browser engines is important (Arkko et al. 2019;
ISOC 2019).

The rest of this section first briefly discusses the impact of economics, then other, more
technology-focused factors behind consolidation in greater detail.

2.1. Economics

Internet-based businesses are typically characterised by very low costs for serving
additional customers, once a service for the initial customers exists (Mahedevan 2000).
As a result, many internet-based businesses can potentially serve a very large customer
base, leading to obvious scaling benefits.

Typically, network effects have an even more pronounced impact. Each additional user
adds to the value of the network for all the users in a network. Depending on the type of
application, the added value benefits users in different ways (as noted by Arkko et al.
2019): in the open web, the value grows for everyone, as the web is a globally connected,
interoperable service that anyone with a browser can use.

This is not true of all applications, however. For instance, anyone with an account on
any email server can use it globally, and, in theory, anyone can set up servers for this
service. But even for such a highly distributed service as email, in recent years we have
seen quite a bit of consolidation of email services into a few large email providers (Statista
2018). Email usage grows globally, and the biggest providers have rolled out innovative,
high-quality services. Unfortunately, some of the concentration in large providers occurs
because the running of email services by small entities is becoming difficult. The difficul-
ties relate, for instance, to spam prevention practices that tend to recognise the largest
entities better than smaller entities (Arkko et al. 2019). Smaller entities run a higher risk
of not being recognised as well-known and well-working services. In contrast, no email
administrator would block a larger entity, such as Google’s Gmail, because such blocking
would have immediate negative effects on the large proportion of users that the email
administrator serves.

Network effects behave differently again in other, more closed applications, such as
social media. Arkko et al. (2019) note that the value of being a customer of one social
media service greatly depends on how many other customers that particular service
has. Hence, the larger the service, the more valuable it is, without federation arrange-
ments. The customers may not have many practical alternatives when the overall set of
customers is very concentrated in a small set of services. Using a service outside this
small set would imply not being able to connect with a majority of other customers.

When the value of a service is high and there are few alternatives to the service, this
may also increase the relative power the service provider has compared to its customers.
This may result in power asymmetry, which in turn may be reflected in the price or other
aspects of the service.

2.2. Innovation in closed and open systems

The general ‘permissionless innovation’ principle is the idea that experimentation with
technologies and business models should be allowed by default (Thierer 2016). Arkko
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et al. (2019) cast this general principle in a more network-oriented fashion as follows: a
network can be simple but still powerful enough that essentially any application could
be built on top of it without needing any special support from anyone else. An argument
can be made that permissionless innovation has brought us many of the innovative appli-
cations that we enjoy today, and that the underlying internet, a highly interoperable
network, has been the key component in this development (Arkko et al. 2019).

But the social media and email examples in the previous section show what role inter-
operability has. Paradoxically, if the underlying network is sufficiently powerful, the appli-
cations on top can become arbitrarily complex and capable, potentially leading to the
closed services discussed above, prompting Arkko et al. (2019) to call this the Permission-
less Completeness Problem.

The issue arises when there is no pressure for interoperability within the application.
With a sufficiently powerful underlying network, there is no technical reason for interoper-
ability, as anything that the application wishes to do can be done. There may, of course, be
other reasons that create pressure. In many situations, customers demand standardised
interfaces and modularity while suppliers wish to offer services that are entirely from
them. This type of demand works well when the customers are businesses with the capa-
bility of making demands, but it may not work so well in consumer markets.

More generally, systems that have open interfaces and APIs tend to enable more oppor-
tunities for competition. Closed systems, on the other hand, may only provide a desig-
nated interface to the service itself, but no opportunity for further tailoring,
improvement or interoperability with other service providers.

A recent networking technology trend causes new functionality to develop at the fastest
pace high up in the protocol stack. For instance, new functionality is introduced at appli-
cation layer faster than at transport layer, and transport layer changes are more common
than IP layer changes. Recent advances in transport protocol design that puts much of
the code in application programmes rather than in the kernel of operating systems is accel-
erating this trend (see e.g. QUIC (Iyengar and Thomson 2019)), as less agreement is needed
on a new version across different developers; all that is needed is a new version of the appli-
cation software and a peer that is willing to communicate with this new software. Some of
the developments that are happening in the application software space are being standar-
dised and have open interfaces – as the QUIC example shows. But in general, this is an area
where there are not always standards, and this affects the ability for innovative competition
to add features or interact with existing large systems.

However, the mere existence of these open interfaces does not guarantee actual inter-
operability in a business setting, as systems may choose not to connect for business
reasons.

Interfaces need to be looked at more broadly than just as protocol interfaces. For
instance, the ability to use training data is important in machine-learning, but may not
be easily available except in large, centralised network functions.

2.3. The role of data

Many internet businesses depend on the availability of data concerning how their service
is used, by whom, and in what environment (DeNardis and Hackl 2015). This data enables
common monetisation approaches, such as targeted advertising or selling data about
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consumers and their behaviour patterns. However, this data is often also necessary to actu-
ally run the service, from targeting social media posts to users most likely to be interested
in seeing them to having the users help to fine-tune a language translation service.

A recent technology trend is the introduction of AI and machine-learning as a part of
optimising or even building services. This trend further emphasises the importance of
data. The more users a service has, the more data is available for training machine learning
models, and the better the service becomes, attracting yet more users (Arkko 2019). This
reinforcement loop provides an advantage for large entities to succeed in their business.

A pessimistic view of data collection within the internet is that far too many parties
focus on collecting data, and, in some cases, protecting the user in the best way seems
a mere secondary goal. To be clear, many changes and new systems in the internet are
about helping its users, including improving their security and privacy. But in many
cases protecting the user involves passing more data to the party that is doing the protect-
ing. Examples of this situation include, for instance, better authentication systems dis-
cussed in Section 3 or the encrypted name resolution discussed in Section 4.

2.4. Fundamentals of communication

The choice between local and centralised solutions can also be impacted by fundamental
issues, such as physics and the speed of light. For instance, some classes of popular low-
latency applications relate to local communications, such as industry automation in a
factory setting (ITU 2015; NGMN 2015) or some automotive applications (Arena and Pau
2018). These types of applications are perhaps best built with local solutions, and
present no specific concerns relating to consolidation.

However, other applications combine global services with low-latency requirements,
such as low-latency Content Delivery Networks (CDNs), Virtual Reality (VR) or Augmented
Reality (AR) solutions (Elbamby et al. 2018). In these systems it is typically necessary to be
able to provide a local presence for content delivery functionality or edge computing
while at the same being able to offer the service to a worldwide user base. Large organ-
isations have built global, distributed networks of data centres to respond to these needs
(Arkko et al. 2019). Collaborative or federated data centres or cloud computing services are
other approaches to serving these needs but are not widely deployed today.

2.5. Attack resistance

The security and privacy of our technology also has an impact on consolidation and cen-
tralisation. There are some fundamental issues as well as technological choices that affect
competitive situations between different parties.

A fundamental issue is the ability to defend against attacks. Distributed denial-of-
service attacks have become more large-scale. For instance, the attacks on the network
infrastructure provider Dyn in 2016 caused an outage that affected several commonly
used internet services (Hilton 2016). This particular attack was launched by over 100,000
hijacked bots from badly secured Internet-of-Things devices. The overall volume of the
attack partially overcame some functions at Dyn, even though they are a relatively large
provider. But the effect of such attacks on smaller entities can be devastating. Indeed,
the biggest cloud- and content-delivery providers are best positioned to deal with
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these attacks due to their scale, leading many customers to employ the services of the
largest providers (Arkko et al. 2019). For a business that depends on its web presence it
is not acceptable for that presence to be down for any appreciable length of time.
Running their own server is not sufficient in this case, but rather one has to delegate
the service to a global, large provider that can provide for both the latency and attack
resistance needs that the business has.

This situation is driven by technical reasons but has obvious business implications. It
also has potential impacts in other areas. For instance, a large content-delivery provider
may have different content policy practices to the organisation that provides the
content (Prince 2017). Similarly, the legal regime – such as privacy regulation – may
differ between different locations. This can lead to a legal impact if technical reasons
dictate the use of a service provider from another jurisdiction, although there are cases
where regulations have extraterritorial effects (Bennett 2018) which may dampen the
impact.

3. Trusting endpoints

The denial-of-service attacks discussed above are not the only security issue that has an
effect. The selection of the parties involved in a communication system or application
has a significant impact on the security of the system. There are often more parties –
such as centralised nodes – than the communicating users’ devices. The creation of
such centralised nodes is an obvious example of centralisation and can also contribute
to further consolidation of services.

For the purposes of this paper, endpoint trust is relevant both due to the role of new
and potentially centralised nodes as well as the impact of pervasive monitoring on any
centralised or consolidated internet infrastructure.

3.1. Third parties

Many systems involve the delegation of some authority to a third party. The delegation of
user authentication on many applications and websites via protocols such as OAuth (Hardt
2012) is one example of this. Popular social media systems and other large entities have
large databases of registered users and it is easy to employ these databases for handling
user registration and authentication in other applications too. It is also convenient for
users. Certification authorities, application shops and DNS resolution services are other
examples of similar third parties.

These parties may be necessary but can also become control points or data sources
for gathering more data about users. And from a user perspective, it may not be easy to
switch one’s identity in an application if it is already bound to a specific social media
identity, for instance (Pasquale 2017). The selection of the used third parties in an appli-
cation can also be problematic, as sometimes the choice of third party is made by
someone else, at least by default. This can lead to a particularly dominating actor
gaining yet more dominance.

The third parties are also problematic in the sense that they may not be entirely trusted,
or at least their trustworthiness may be perceived differently by different parties. The com-
promise of an entire third party is also not unheard of. For instance, DigiNotar was a Dutch
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certification authority that was compromised (Van der Meulen 2013). In general, third
parties employ a set of defences and those defences are continuously improved.
Various certificate transparency mechanisms can be useful guards against attacks
related to certification authorities (Farrell 2019; Laurie, Langley, and Kasper 2013). Never-
theless, security problems or even the full compromise of some of these systems cannot
be entirely ruled out.

The different perceptions of trustworthiness are particularly problematic in cases where
a dominant entity – such as a large operating system or browser vendor – makes a selec-
tion of a third party that does not align with the wishes of the users. In some cases indi-
vidual users may have an opportunity to change the settings, but in general, there is no
way to force a particular player to employ a different set of default settings and trusted
third parties even if there was a widespread concern that the settings are problematic
for the users.

Lack of trust may also take the form of doubting the ability of a commercial entity to
withstand legal or technical attacks by national surveillance agencies (Arkko 2019). The
Snowden revelations provided plenty of examples of pressures and tactics that resulted
in widespread surveillance being conducted across many different services.

As a result of the Snowden revelations, the IETF adopted a policy to ‘strive to produce
specifications that mitigate pervasive monitoring attacks’ (Farrell and Tschofenig 2014).
New protocol work at the IETF is also required to consider the pervasive monitoring
attacks and take this into consideration during architecture and protocol design.

3.2. Protecting communications vs endpoints

The proportion of internet traffic that is cryptographically protected has grown tremen-
dously in the last few years. Several factors have contributed to this change, from the
Snowden revelations to business reasons and to better available technology such as
HTTP/2 (Belshe, Peon, and Thomson 2015), TLS 1.3 (Rescorla 2018), QUIC (Iyengar and
Thomson 2019). In many networks, the majority of traffic has flipped from being clear-
text to being encrypted. Reaching the level of (almost) all traffic being encrypted is no
longer something unthinkable but rather a likely outcome within a few years (Arkko
2019).

This does not imply that all problems in communications security have been resolved.
They have not, and work on any remaining issues needs to proceed. The IETF and other
standards organisations continue to work on communications security. However, the
broad application of encryption in internet communications has changed the situation
considerably. Today it is much harder to attack communications or glean information
from them than it was just a few years ago.

There are, however, significant issues beyond communications security within the inter-
net (Arkko 2019; Farrell 2019). To begin with, it is not necessarily clear that one can trust all
the endpoints.

There never was full trust on the endpoints, of course. But the pressure against a com-
promise through endpoints seems to be increasing. One reason for this is communications
security improvement. In addition, manufacturer-controlled operating system installations
and tightly controlled applications leave little room for the user to be in control of their
own devices, particularly when popular applications come with excessive rights to
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access the user’s media content, location and the peripherals of the user’s devices (Arkko
2019).

Server-side devices also have issues. Arkko (2019) identifies a typical pattern of com-
munications as the key issue:

The pattern of communications in today’s internet is almost always via a third party that has at
least as much information as the other parties have. For instance, these third parties are typi-
cally endpoints for any transport layer security connections, and able to see any communi-
cations or other messaging in cleartext. There are some exceptions, of course, e.g.
messaging applications with end-to-end protection.

On top of these structural and business-driven issues there are also governmental
pressures, e.g. for service providers to grant access to users’ data (Stilgherrian 2019).

3.3. Designing for endpoint compromise

Given all the above, precautions seem desirable to protect users against endpoints that are
compromised or malicious. It is also quite common that the business interests of one party
(such as a website) may not be entirely aligned with the interests of its users, such as when
a website collects information about users which users would not wish to have collected
(Farrell 2019).

From the perspective of protecting the user in the best possible way, a critical issue is
that more attention needs to be given to how the user’s data is handled. The right
system design can prevent or minimise damages associated with data leaks, whether
they are caused by communications security, attacks on data at rest or endpoint pro-
blems. The right design can also reduce the temptation for commercial misuse of
information.

Similarly, the right design can reduce the risk of external coercion to reveal information
to authorities or surveillance organisations. Of course, whether one believes authorities
deserve to have access to information is a matter of opinion and not the subject of this
paper. However, from a technical perspective the chosen design affects how easy or
hard such access may be. Other things being equal, data collection from a number of dis-
tributed entities is harder than from a single entity. Of course, other things are often not
equal. For instance, there may be legal differences in jurisdictions; authorities in one jur-
isdiction may have a harder time acquiring information from another, and governments
may attempt to create regulation that has extraterritorial reach.

While users themselves cannot design their systems, application developers that are
interested in the best protection of their users can take these considerations into
account when designing the application system. They can take the following aspects
into account, for instance:

(1) Avoiding application design patterns that result in cleartext information relating to the
user passing through a third party or the application owner (Arkko 2019). And where a
third party is absolutely necessary, attempt to provide a design where the function of
the third party is provided by multiple different entities and implemented in a distrib-
uted fashion.

(2) Involving only network entities that need to be involved in order to provide the
service.
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(3) Avoiding architectures that result in unnecessary information collected at a central
location (or information collected in a distributed manner but under the control of
a single entity).

(4) Using control points that can be selected or effectively monitored by the users or end-
user device owners.

In short, there needs to be strict control on what data is collected to begin with, and
with whom this data is shared. Of course, these measures, or the work of application
designers, are only a part of the overall defences to protect users. Many other areas of
systems also deserve attention. For instance, there can be issues in internet and comput-
ing infrastructures, in the security of users’ devices, or the ability of the user to control
those devices.

4. Case study: centralised DNS

The Domain Name System (DNS) has a long history but has seen a relatively slow pace of
technical change. Most queries to the DNS are still made through the original UDP port 53
protocol (Mockapetris 1987) to a resolver that typically resides in the local Internet Service
Provider (ISP). A fraction of DNS queries are made through more global services, such as
those offered by the so-called ‘Quad-N’ services such as Google’s 8.8.8.8 or several similar
others. These services provide a high-quality, globally-available DNS resolution service that
typically does not perform any local filtering except where mandated by the home
location of these services themselves.

Geoff Huston’s research on DNS resolver centrality (Huston 2019) indicates that at the
time of his initial research, roughly 87% of users employed a primary resolver from the ISP.
Google’s public resolver was used by roughly 9% of users, while other public resolvers
were used by much smaller percentages. Huston’s conclusion was ‘It is challenging to
make a case that this level of use represents some form of centralization of the DNS’.
That describes the current situation, however. Huston’s research continues to track the
use of different resolvers throughout the internet.

The internet market space is quite dynamic, however. Two of the most popular
browsers have a roughly 80% market share (Statcounter 2019). Changes in the behav-
iour or defaults of commonly used software such as browsers may change the situation
quickly.

Nevertheless, the current situation with DNS resolver consolidation is not alarming. The
kinds of network effects (Section 2.1), closed ecosystem innovation (Section 2.2) or funda-
mental limits of communication (Section 2.4) do not seem to be current issues in this area.
For instance, latency does not bring a large benefit to public resolvers, as the main alterna-
tive resolver is typically close by at the user’s ISP. The largest public resolvers may benefit
from data collected from the systems in various ways, but there are no visible signs that
this has caused any ill effects.

The situation may of course change, either through changes in browsers or the DNS
technology itself. Recently, the IETF has developed new technology for DNS queries,
such as DNS-over-HTTPS (DoH) (Hoffman and McManus 2018) and DNS-over-TLS (DoT)
(Hu et al. 2016). These technologies allow queries to be performed confidentially, using
a modern and flexible web protocol framework. So far, deployment of DoT/DoH as a
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replacement for the plain UDP-based approach has been slow, as it requires updates to
both operating systems as well as millions of DNS resolvers in the world’s ISP networks.

However, some browsers have adopted DoH, given this is an HTTP-based service and as
such a natural fit for browsers. Browsers are considering the use of DoH as the default res-
olution mechanism, with the consequence of directing all queries to a DoH-based resolver.
Depending on the specific deployment models used, this can be a single resolver service
within a geographical area (Mozilla 2019) or some small set of services. This solution is rela-
tively easy to deploy, as changes are only required in a particular browser and the global
services that are used. This kind of a deployment results in potentially quick adoption,
helping to avoid local filtering and DNS tampering on the path.

While there are benefits to this deployment model, the downside is that centralising all
users’ DNS queries to a single or small set of places, no matter how trustworthy, has some
issues.

A record of a user’s DNS queries is sensitive information, because it provides a history of
what websites the user has visited. The use of an encrypted DNS query protocol such as
DoH helps keep this history private. DoH also makes it hard to use DNS query information
at the ISPs.

It is clear that DoH perfectly performs the communications security aspect discussed in
Section 3.2. But at the same time, it offers no protection against lack of trust in the end-
points. As Section 3.1 notes, third parties may not always be sufficiently trustworthy.
Putting many users’ DNS service in a central location creates new issues:

(1) A centralised service that handles information for a very large number of users
becomes valuable from a commercial perspective. As discussed in Section 2.3, the
value of data comes not only from monetising that data directly, but also from its use-
fulness for improving the service itself. A centralised service is also much easier to use
for that purpose than the millions of different DNS resolution services used through-
out the internet today in different ISP and enterprise networks. As a result, there is a
risk that a centralised DNS resolution service will at some point be used for data
mining, irrespective of the original good intentions of the people who set this
system up.

(2) As with commercial data mining, a centralised service becomes very interesting for
governments to tap as a source of information for intelligence operations or pervasive
surveillance. Governments may not be able to easily compel millions of current DNS
resolution services to provide information to them, but a centralised service under
the control of one commercial entity in one jurisdiction is much more practical, at
least for a government in that jurisdiction or having good relations with that jurisdic-
tion. As a result, there is a risk that this tapping is either already happening or will be
happening in the future. Again, this may well happen irrespective of good intentions
or careful operational procedures (such as deletion of logs). In the long run, govern-
ments that have the political agreement to pass laws to enable particular types of sur-
veillance will be able to do so, and often while requiring the targeted parties to be
silent about the surveillance. On the other hand, centralisation effects may also lead
to different implications for other governments, depending on the final location of ser-
vices. As noted in Section 3.3, differences in jurisdictions may have an impact. For
instance, some governments are concerned that centralised services not within
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their jurisdiction do not allow them to perform the tasks those governments or their
citizens see as necessary. As a result, centralisation can lead to a situation where some
governments have greater access internet-based information than some others.

(3) The centralised service may be hosted under a jurisdiction that the user is not aware
of. The jurisdiction may have a significant impact on what privacy laws apply, for
instance. Citizens also have some ability to influence local laws regarding privacy
and surveillance but have no such ability with regard to foreign services.

(4) The centralised service places become critical infrastructure and a potentially weak
point in the internet. In 2016, for example, DoS attacks were launched against a
large DNS provider, Dyn, leading to outages in common internet services throughout
the world. It is difficult to imagine that centralised DNS resolvers wouldn’t be a target
in future attacks.

In conclusion, while a centralised, encrypted DNS service provides some benefits, it also
comes with its own significant issues. For instance, unless one is in a location that does
excessive filtering, little has been gained except for moving the potential for tampering
and data leakage to a different entity.

A common mistake in security analysis is to look too much at individual components
and miss system-level issues. In this particular case, an analysis of individual components
is not enough, and one must consider whether a centralised service becomes a more valu-
able attack target. Specifically, expected DoH deployments do not follow the guidelines
from Section 3.3, and consequently, while communications security improves, the
overall system security may not improve. Or at least, it may have some other issues
remaining.

Different perspectives are also at play. What is considered a safe service by one person
may look like a data leak to a foreign country to another. Or what is a global, securely
encrypted DNS service for one person may look like a browser calling home for every
user action to another.

As discussed in Section 3, improvements in communication security have made attacks
other than capturing traffic much more significant. In the authors’ opinion, avoiding
central control points and databases as much as possible is necessary for continuing to
protect users’ privacy. For instance, there is little that even large service providers can
do to refuse authority-sanctioned pervasive monitoring. The recommended defence
against this is to ensure that no such information or control point exists.

Nevertheless, encrypted DNS is still important, as are global DNS resolution services.
The above discussion applies only to deployments that attempt to run them in a centra-
lised manner. Encrypted DNS should be deployed broadly. And browsers and other appli-
cations should look at ways to employ such encrypted DNS service at the local ISP or build
global services out of distributed, collaborative networks. It is also important that appli-
cations are transparent to their users about where data relating to the user is going, be
it about DNS queries or something else.

There are also new ways of architecting DNS services so that they leak less information
about the users who query them. This would reduce the main drawbacks of centralised
systems for DNS resolution. Oblivious DNS (ODNS) (Schmitt, Edmundson, and Feamster
2018) is a mechanism that splits the knowledge of who is asking from what is being
asked between two different entities. This is possible by sending a query to one entity
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while encrypting it to another. The first entity does not know what name is being queried.
The first entity forwards the encrypted query to the other entity, which responds but will
not know who asked the question.

However, it is interesting that while this arrangement provides clear privacy benefits, it
also introduces an extra hop and latency that may not be desirable. So here we have an
example of a situation where a centralised, data-collecting service would be able to out-
perform a more privacy-sensitive arrangement. But perhaps collaborative solutions can be
found that do not give all information about a particular user’s queries to a single entity,
without a latency penalty.

The above considerations are largely technical, as were the suggested guidelines in
Section 3.3. The key questions for making improvements are, however, not technical,
but rather relate to incentives and who can cause changes to be made. The earlier sec-
tions have argued for a holistic analysis of the impact of technical choices in the design
of systems. There is a role for both the research community and end-users in pushing for
this. Attention and awareness of potential issues is needed, as is tracking real-world
traffic patterns or the impacts of different choices. Of course, both the research work
and the work on solutions depend on sufficient user interest in the privacy of their
queries.

The work on solutions naturally depends on the availability and technical or economic
feasibility of the potential solutions. In the DNS resolver case, there is a number of different
potential solutions such as ODNS or Adaptive DNS (Kinnear et al. 2019), but the industry as
a whole is quite fragmented on the desired direction. There is, however, quite a lot of
attention being given to this topic, and a large number of entities that provide DNS ser-
vices today (including many that are considering deploying or have already deployed
DoH). Optimistically, the industry can converge on suitable improvements to provide
better privacy for DNS resolution.

5. Conclusions

The main purpose of this paper is to highlight the relationship of architectural choices in
internet services and their impact on how the offered services can serve a distributed and
competitive internet environment. The general considerations outlined in Sections 2 and 3
were accompanied by a case study about DNS resolution in Section 4, highlighting how
the general considerations apply in a concrete situation.

The DNS example was about a simple service. But even that example shows interesting
technical and policy challenges in making sure that the internet stays diverse and distrib-
uted, and that security and privacy can improve. There are certainly challenges to all of
these aspects.

One lesson from the DNS case is that analysis for any solutions should always be per-
formed at a system level, considering not merely technical issues but also policy and legal
aspects, as well as incentives for both intended participants and potential attackers.

On the other hand, there is reason for optimism, and work on innovative, collaborative
DNS resolution solutions seems like a fruitful direction. It is certainly not a situation where
all avenues have been explored or where we have hit a fundamental limit.

More generally, besides the system-level analysis, continuing to ensure that key aspects
of the evolving internet stay open, e.g. through open, standardised interfaces and that open

JOURNAL OF CYBER POLICY 41



source continues to be an important building block. For instance, as discussed in Section 2.2,
new interfaces at the application level may be necessary, even if creating them may be
difficult in the consumer market. And with open source, users and other organisations
have been able to, for instance, run their own versions of browsers or other systems or pro-
vided extensions that suit their needs better than the default system (Arkko et al. 2019). The
freedom and ecosystems provided by standards and open source solutions continue to be
crucial to ensure competition and evolution within the internet.

As discussed in Section 3, it is also necessary to have more awareness of security issues
that are invoked by centralised systems (as an attack vector). As the Section 4 example
shows, it is important to understand the impact of consolidation with respect to trust,
privacy-sensitive data, and user profiling and tracking.

From a security perspective, the following principles need to be employed in design:

(1) Provide end-to-end protection for all information passed via other parties. Many
systems are designed around an architecture where a central entity connects users
together or passes information from one user to another. But if the party who
passes the information does not need to know the information to perform its
passing, they should not get access to the information. The obvious solution is to
protect such information with end-to-end encryption to its intended recipient. The
situation is similar to general protocol design. Trammell and Kühlewind (2019) note
that it is a useful design rule to avoid ‘accidental invariance’ (the deployment of on-
path devices that over-time start to make assumptions about protocols). However, it
is also useful to avoid ‘accidental disclosure’ in the same manner (Arkko 2019).
Passed information that may have originally been thought to be benign and untapped
may actually become a significant information leak at a later time.

(2) Minimise passing of control functions to others. Any passing of control functions to
other parties should be minimised to guard against the potential misuse of those
control functions (Arkko 2019).

(3) Be careful with the introduction of centralised resources or functions. Many systems
require centralised functions, for instance, as rendezvous points or for data storage.
But there are also risks associated with centralised functions, for instance due to their
ability to control the other protocol participants or see information about them.
When designing a system, it is important to consider whether a centralised function
is actually appropriate. And even when it is appropriate, steps may be needed to miti-
gate the risks associated with it. One key issue with centralised functions is whether the
users will be able to choose which particular resource will actually implement this func-
tion. Making centralised resources selectable can be beneficial (Arkko 2019).

(4) Employ explicit agreements as suggested by Arkko (2019). When users and their
devices provide information to network entities, it would be beneficial to have an
opportunity for the users to state their requirements regarding the use of the infor-
mation provided in this way. Of course, the actual willingness of network entities to
agree to such requirements is unknown. But today we lack even the technical
means of doing this, so even among willing users and network entities this cannot
be done.

(5) Treat any action as potentially dangerous, even if that action takes place over an
encrypted communications channel. For instance, there is no guarantee that an
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entity who you communicate with over an encrypted channel won’t leak any infor-
mation you give to it. This is a particular concern when communicating with other
parties outside your control. But it is true even for nodes that you yourself have set
up, as even such nodes can become compromised and no longer faithfully executing
the role that you set them up to perform. Being conservative in distributing infor-
mation is also important in your network.

In summary, systems need to be analysed for their potential impacts for centralisation,
consolidation and security impacts, and many different aspects and potential failure scen-
arios need to be considered.

As the Section 4 example highlights, this awareness needs to go across not just the
research community, but also the industry providing the services and the user community:
there needs to be a user demand for competitive and secure services.
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