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ABSTRACT
Getting ahead on the global stage of AI technologies requires vast
resources or novel approaches. The Nordic countries have tried to
find a novel path, claiming that responsible and ethical AI is not
only morally right but confers a competitive advantage. In this
article, eight official AI policy documents from Denmark, Finland,
Norway and Sweden are analysed according to the AI4People
taxonomy, which proposes five ethical principles for AI:
beneficence, non-maleficence, autonomy, justice and explicability.
The principles are described in terms such as growth, innovation,
efficiency gains, cybersecurity, malicious use or misuse of AI
systems, data use, effects on labour markets, and regulatory
environments. The authors also analyse how the strategies
describe the link between ethical principles and a competitive
advantage, and what measures are proposed to facilitate that
link. Links such as a first-mover advantage and measures such as
influencing international standards and regulations are identified.
The article concludes by showing that while ethical principles are
present, neither the ethical principles nor the links and measures
are made explicit in the policy documents.
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1. Introduction

The past decade has seen great advances in the field of Artificial Intelligence (AI). In par-
ticular, the increased availability of both (i) suitable training data and (ii) computing power
has enabled breakthroughs in machine learning, a subfield of AI, leading to substantial
improvements in the state of the art in areas such as image recognition (He et al. 2016)
and natural language processing (Hirschberg and Manning 2015). In the wake of this
development, a vivid discussion about wider implications for, e.g. the economy, national
security, the labour market and society at large has followed. Even though recent years
have seen a bit more caution in the projections of what can actually be achieved by AI
and how fast – see e.g. Hutson (2020) and Cross (2020) – it is clear that AI has already
had and will continue to have a considerable impact.
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To benefit from and manage the development of AI, numerous national and inter-
national strategies have been developed. While these documents address many questions,
our particular interest here is ethics: broadly speaking, how can wemake sure that AI is used
for good rather than for bad? The importance of this question is underscored by the discov-
ery of various forms of unintentional bias in automated decision-making, disadvantaging,
for example, poorer people and those from minorities (Nature 2016).

More precisely, this article sets out to investigate a strategic assumption made in the
European AI strategies in general and the Nordic strategies in particular: that responsible
and ethical AI is not only morally right but also confers a competitive advantage. Thus, the
Nordic Council of Ministers for Digitalisation declared in May 2018 that: ‘Countries that are
successful in utilising and realising the benefits of AI, while managing risks responsibly,
will have advantages in international competition and in developing more efficient and
relevant public sector activities’.

The same assumption is echoed, for example, in the Swedish National Approach to Artifi-
cial Intelligence (‘The countries that succeed in harnessing and realising the benefits of AI
while managing the risks in a responsible manner will have a great competitive advantage
internationally’, 5), in the Danish strategy for digital growth (‘the Government will support
the establishment of data ethics as a competitive parameter for Danish trade and industry’,
46), in the Norwegian national strategy on Artificial Intelligence (‘In the global competition
it could be an important competitive advantage to go ahead in developing human centric
and responsible artificial intelligence’ 2) and in the Finnish final report of the artificial intel-
ligence programme (‘Finland has potential for acting as a global pioneer in the area of
human-centred, ethical data economy in the middle ground between the enterprise-
driven U.S. model and the administration-driven Chinese model’, 52).

Such optimism, perhaps not about the power of individual countries but at least about
the power of the EU as a whole to influence the rest of the world is shared by some aca-
demic observers. Notably, Damro (2012) argues that the EU may be best understood as an
eponymous Market Power Europe, which exercises its power through market-related pol-
icies and regulatory measures. Similarly, Bradford (2020) argues in her book The Brussels
Effect: How the European Union Rules the World that EU regulations are often adopted
by the rest of the world by market forces alone, without any coercion. The basis for
this ‘unique’ ability is that multinationals that wish to do business in the EU often find
it more convenient to let EU rules govern their global operations than to manage a
plethora of different rules for different jurisdictions. Of particular interest in the AI
context, the book (chapter 5) explicitly studies the digital economy, citing data protection
(GDPR) and the regulation of hate speech online as two examples where EU policy has
shaped both the de facto and de jure policy around the world.

This leads us to our research questions:

(1) How are the ethical principles for AI reflected in the Nordic national strategies for AI?
(2) How is the link between (i) the ethical principles for AI and (ii) a competitive advan-

tage described in the strategies?
(3) What concrete measures are described (to facilitate the link)?

Nordic strategies may seem like a provisional concern, but the Nordic countries regularly
score well in international rankings of digitisation etc. For example, in the 2020 edition of
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the European Commission’s Digital Economy and Society Index, Finland, Sweden and
Denmark rank first, second and third, respectively, thus representing the very top of
the EU. In 2017, Denmark became the first country in the world to appoint a Tech Ambas-
sador, based in Silicon Valley. The Nordics being forerunners makes the results interesting
to a wider audience, far beyond northern Europe.

The remainder of this article is structured as follows: the next section puts the contri-
bution in context by discussing some related work on national AI strategies. Section 3
describes the method used, before Section 4 reports the answers to the RQs listed
above. These are further discussed in Section 5, before Section 6 concludes the paper.

2. Related work

In tandem with the advances in AI, a prolific scholarly literature on what, following Dafoe
(2018), can be broadly termed AI governance has emerged. Most research seems to share
the starting point that strictly technological answers cannot be found to the challenges
posed by AI, and instead advocate ‘holistic, multi-disciplinary, and multi-stakeholder’
approaches, as described by Rossi (2018). Some topics – not fully mutually exclusive –
that have received much attention include AI as an existential threat to humanity (see
e.g. Bostrom (2014), Bundy (2017) and Galanos (2019)), AI and the labour market (see
e.g. Frey and Osborne (2017), Brynjolfsson, Mitchell, and Rock (2018) and Acemoglu
and Restrepo (2018)), AI use in health care (see e.g. Reddy et al. (2020), Woods (2016)
and Ho et al. (2019)), and the military applications of AI (see e.g. Maas (2019), Johnson
(2019) and Lewis (2019)). This is not the place to give full accounts of these fields, but
Calo (2018), for example, offers a comprehensive overview of AI policy dilemmas. In the
following, we focus instead on the narrower research topic of national strategies for AI.
While such strategies typically address topics such as those mentioned above, this still
offers a useful delimitation of the literature review, since research on national strategies
for AI is at least somewhat distinct from research on the topics themselves.

One strand of research looks at what can be broadly described as the mechanisms
underpinning AI governance and strategies, national or international. For example,
McGregor, Murray, and Ng (2019) propose international human rights law as an appropri-
ate framework for algorithmic accountability, arguing that transparency and explainabil-
ity are necessary but not sufficient to address the risk of human rights being violated by
the adoption of AI technology. Thus, they call for a greater focus on states’ obligations.
Another source of inspiration for global AI governance, advocated by Gasser and
Almeida (2017), is the structure that has evolved for internet governance. Developing
this thought, they argue for AI governance consisting of three interacting layers: (i) a
social and legal one, (ii) an ethical one, and (iii) one concerning technical foundations.
Butcher and Beridze (2019) offer a recent overview of the state of AI governance, identify-
ing (in addition to the internet governance example already mentioned above), space law,
aviation safety and the Chemical Weapons Convention as possible sources of inspiration
for the global governance of AI. Winfield et al. (2019) identify two governance consider-
ations for what they call ‘explicit ethical machines’: (i) the choice of ethical rules and (ii) the
transparency of the ethical decision-making process. To underpin appropriate govern-
ance of these considerations, they argue that transparency must extend beyond the
machines to also encompass their design and operation. While this line of work addresses
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governance mechanisms in a way that resembles our focus on ethical principles in
national strategies, a key difference is that the existing literature is largely prescriptive,
arguing that certain mechanisms are appropriate, whereas ours is more descriptive, out-
lining the actual contents of some existing strategies.

Another strand of research focuses, more concretely, on the national strategies of par-
ticular countries or groups of countries. For example, Dear (2019) argues convincingly that
Russian strategic aspirations in AI are unlikely to come to fruition. Despite a number of
positive factors, including a clear strategic purpose, a wide conceptual understanding
of AI, excellent internet connectivity, and the legacy of a strong education system,
these are outweighed by negatives: brain-drain, poor business climate, weak private
sector, corruption, academic decline etc. Renda (2019) is concerned that Europe is strug-
gling to keep up with the U.S. and China in the field of AI, but nevertheless argues that the
EU could have a considerable impact on making AI more sustainable. The report makes 44
policy recommendations to achieve this end. Chatterjee (2020) studies aspects of India’s
AI strategy (before its formalisation into any single normative document) highlighting the
need for a comprehensive Indian AI policy, not least from the perspective of the country’s
industry. Ding (2018) aims to ‘decipher’ China’s AI strategy, arguing inter alia that China’s
approach to AI is less monolithic than commonly assumed, and that AI safety and ethics
are emerging topics in China. Another finding, highly relevant for a comparison with
Europe, is that China’s protectionist approach to the data needed for successful AI devel-
opment is a double-edged sword: while it does indeed favour Chinese AI companies by
granting them exclusive access to the large domestic Chinese market, it also hinders
the benefits of sharing data across borders. Berryhill et al. (2019), in an OECD report,
study the use of AI in the public sector. In particular, their chapter 3 offers a discussion
of government AI strategies (also mentioning the Declaration on Artificial Intelligence
in the Nordic-Baltic Region introduced in the previous section) and identifies at least 50
countries that have developed, or are in the process of developing, a national AI strategy.
Some common themes among the strategies studied include: AI as a catalyst for econ-
omic development; ethical, trustworthy and secure AI; education and training in AI; and
AI as a tool for innovation in and transformation of the public sector. While this strand
of work is quite similar to ours in its concern with national strategies, a main difference
is our focus on the Nordic countries. To the best of our knowledge, there are no previous
studies of Nordic AI strategies.

3. Method

First, the national strategies were identified and summarily read. Based on this first
impression, the RQs were tentatively identified and formulated. With the RQs thus in
place, a coding regime for more detailed reading had to be defined.

For this purpose, the AI4People taxonomy proposed by Floridi et al. (2018) was used: (i)
beneficence, (ii) non-maleficence, (iii) autonomy, (iv) justice and (v) explicability. These
five ethical principles are based on a synthesis of principles found in six previous influen-
tial sets of ethical principles for AI. As several of the taxonomy authors are also members
of the High-Level Expert Group on Artificial Intelligence (AI HLEG) appointed by the Euro-
pean Commission, it is no surprise that this fivefold set of principles was also used in the
first draft document of ethical guidelines from the AI HLEG, published in December 2018.
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It should be noted, however, that in the final version of this document, released in April
2019, the set has been reduced to four, with beneficence removed. However, as benefi-
cence plays a major role in the strategies analysed, it was decided to adhere to Floridi
et al. (2018) anyway.

The national strategies were then read and coded according to the coding regime, ren-
dering the answers to RQ1. The codes for RQ1 were also instrumental in finding the pas-
sages corresponding to RQs 2 and 3. More precisely, the authors first split the documents
between themselves, reading half of them each, marking relevant words, sentences or
paragraphs with different coloured markers for all five ethical principles. Then, the texts
were passed on, so that each author reread the texts previously annotated by the
other, making additional markings and annotations, or questioning the previous ones.
Finally, impressions were compared, and notes and concepts were re-categorised until
a consensus was reached before all markings and annotations were compiled and sum-
marised. The result of this work is documented in the data supplement, where detailed
references to the strategies are given. More accessible textual descriptions are given,
along with summarising tables, in Section 4.

After the categorisation was done, we started the process of classification, the result of
which is seen in the results portion of the text in Tables 1–5. Here we tried to summarise
all the different statements we had categorised into comparable structures. For instance,
the two marks categorised as autonomy for Sweden both fitted into the classification
‘control and ownership of data’, which in turn was a synthesis of several similar Categor-
isations across the different strategies.

The terms used in the strategies form the backbone of our classifications and cat-
egories used in the analysis. While their use in the strategies is sometimes broad and
open to interpretation, we have deliberately refrained from introducing more precise
definitions so as not to threaten validity.

Four additional remarks are worth making concerning the method. First, reading
strategies was an iterative endeavour, as new documents were published during our
research effort. Thus, in addition to the final documents listed in Section 4, a few
others were thus read but then discarded as newer and more representative docu-
ments became available.

Second, it should be noted that statements that end up in the same taxonomic category
– (i) beneficence, (ii) non-maleficence, (iii) autonomy, (iv) justice or (v) explicability – do
not need to have the same, or even consistent, substantive contents. To make a somewhat
stylised example, claims that (i) ‘governments should create a level playing field with few
and simple laws, intervening only rarely’ and (ii) ‘companies should have access to gov-
ernment risk capital to remain internationally competitive’ are (at least somewhat) sub-
stantively contradictory, even though both reasonably belong in the justice category.

Third, it is also worth noting that something mentioned only once in the documents
does not merit an inclusion in the results presented in the following section, which is
apparent by looking through the notations in the supplement.

Fourth, there are other possible taxonomies that could have been used. An even more
extensive taxonomy proposed by Fjeld et al. (2020) at the Berkman Klein Centre identified
eight general principles and forty-two sub-principles across thirty-six AI principles docu-
ments. An analysis using this taxonomy would probably be very enlightening, but the
application of the Floridi et al. taxonomy is more suited to the study for two reasons.
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First, as already mentioned, it identifies beneficence as a component which turned out to
have a significant presence in the texts analysed, and secondly, most of the analysis was
already done before the Berkman Klein taxonomy was published. As Fjeld et al. show, this
is a fast-moving research field, with 30 of the documents analysed having been published
in 2018 and 2019.

4. The national strategies

The strategies identified were the following:

. Denmark: Both the National Strategy for Artificial Intelligence (DKAI 2019) and the Report
from the Expert Group on Data Ethics (DKDE 2018) were analysed. The former is the
official AI strategy, jointly written by the Ministry of Finance and the Ministry of Indus-
try, Business and Financial Affairs. For the concerns of transparency, ethics and sustain-
ability in AI, the latter report was an obvious complement.

. Finland: Finland’s Age of Artificial Intelligence (FIAA 2017) and Leading the way into the
era of artificial intelligence (FILW 2019) were used. The FIAA report was written in 2017
by a working group appointed by the Finnish Minister of Economic Affairs. The FILW
report was the final report of the same programme presented in 2019.

. Norway: The Nasjonal strategi for kunstig intelligens (NOSK 2020) is the official Norwe-
gian strategy on AI, written by the Ministry of Local Government and Modernisation.
The Artificial Intelligence (NOKI 2018) report is made by the advisory body the Norwe-
gian Board of Technology that is commissioned by the government, but has no
mandate to dictate official policy.

. Sweden: Both the National Approach to Artificial Intelligence (SENA 2018) and the Artifi-
cial Intelligence in Swedish Enterprise and Society (SEAI 2018) report were read and ana-
lysed. While the former is quite short and avoids the word ‘strategy’ in its title, it is the
Swedish AI strategy in all but name. By contrast, the latter report, developed by
Swedeńs innovation agency Vinnova on behalf of the government, is much longer
and more comprehensive.

As for the previously analysed documents, the following changes were made: for
Denmark the Strategy for Denmark’s Digital Growth, a strategy presented by the Danish
Ministry for Industry, Business and Financial Affairs in 2018, was replaced by the National
Strategy for Artificial Intelligence, as the former dealt with digitalisation broadly and the
latter specifically with AI. For Finland the Work in the age of artificial intelligence report
published by the Ministry of Financial Affairs and Employment in 2018 was replaced by
Leading the way into the age of artificial intelligence, as the former was a special report
in the process of producing the latter strategy. In Norway, the government previously
did not have an official stance but only reports from advisory groups. When the Nasjonal
strategi for kunstig intelligence was published, we used it to replace the Digital 21 working
group report Digitale grep for norsk verdiskaping.

Though Iceland is included in Nordic group, it was not included in the study for two
reasons. First, at the time of the initial data collection the authors could not find a relevant
strategy to study in Iceland. Second, since the authors do not speak Icelandic, only texts in
English could be included (Finland has Swedish as an official language, and therefore the
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authors expected to be able to read strategies from Finland). There are several other
countries that have produced noteworthy AI strategies, as Kung (2020) shows in the
CIFAR report ‘Building an AI World: Report on National and Regional AI Strategies –
Second Edition’. We have chosen to focus on the Nordic countries due to the Nordic
Council’s statement above, but would welcome similar analyses of other strategies and
also comparative efforts.

4.1. How are the ethical principles for AI reflected in the Nordic national
strategies for AI?

4.1.1. Beneficence
As seen in Table 1, there is considerable consensus in the way beneficence is reflected in
the strategies. All four countries use similar descriptions of positive effects on the economy
such as growth, innovation and efficiency gains, both in general and in the public sector in
particular. Additionally, environmental sustainability and better healthcare outcomes are
mentioned in the Danish and Swedish strategies, competitiveness in the Norwegian,
and improved well-being for citizens in the Finnish. For more details, see the supplement.

4.1.2. Non-maleficence
As seen in Table 2, non-maleficence is somewhat less homogeneously described in the
national strategies, even though there is consensus on the aspects of cybersecurity and
malicious use or misuse of AI systems, as well as a near-consensus on privacy and the pro-
tection of personal data, which is mentioned by all but Denmark. Furthermore, risks
related to weakened trust and to the pervasiveness and speed of AI adoption are men-
tioned in the Danish and Swedish strategies, and the need for an improved ability to
detect AI-related threats are mentioned in the Finnish and Norwegian strategies. For
more details, see the supplement.

Table 1. Beneficence.
Beneficence Denmark Finland Norway Sweden

Economic growth x x x x
Innovation x x x x
Improved and more efficient services x x x x
Competitiveness x
Better and less costly public services X x x x
Well-being x
Environmental sustainability X x
Better healthcare outcomes X x
Workplace safety x

Table 2. Non-maleficence.
Non-maleficence Denmark Finland Norway Sweden

Cybersecurity x x x x
Weakened trust x x
Malicious use or misuse x x x x
Privacy and protection of data x x x
Pervasiveness and speed of AI adoption x x
Detecting threats x x
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4.1.3. Autonomy
As seen in Table 3, there is a strong consensus between the Danish, Finnish and Norwe-
gian strategies, which all mention control and ownership of data, knowledge of technol-
ogy and its implications, people shaping the technology, prioritising human-centred AI,
and informed choices and consent. Denmark and Finland both argue that AI capabilities
may have to be limited, partly to protect human rights. With respect to autonomy,
Sweden is an outlier describing it only in terms of control and ownership of data.
Additionally, the Norwegian strategy also mentions the ability to trust systems can’t be
explained. For more details, see the supplement.

4.1.4. Justice
As seen in Table 4, justice is a multi-faceted concept. Only two aspects are expressed in all
four national strategies: effects on the labour markets, and avoiding bias and discrimi-
nation. Furthermore, justice as standards and regulations, adhering to societal values
and respecting human rights are expressed in all strategies but the Swedish. Additionally,
theDanish and Finnish strategies alike describe justice in termsofmaking services available
for everyone, offering incentives from governments or risk capital, adopting principles for
data ethics, and competing internationally through principles. Finally, the Norwegian and
Swedish strategies also describe justice in terms of the effects on markets and asymmetric
market power, whereas Finland and Norway share descriptions of justice as lifelong learn-
ing, fair rules and competition. For more details, see the supplement.

4.1.5. Explicability
As seen in Table 5, there is considerable consensus in the way explicability is reflected. All
four national strategies describe explicability in terms of responsibility for data

Table 3. Autonomy.
Autonomy Denmark Finland Norway Sweden

Control and ownership of data x x x x
AI and technology literacy x x x
Ability to trust systems that can’t be explained. x
People shaping technology x x x
Prioritising human autonomy / human-centred AI x x x
Capability limitations on AI x x
Informed choices and consent x x x

Table 4. Justice.
Justice Denmark Finland Norway Sweden

Effects on the labour market x x x x
Effects on markets x x
Lifelong learning x x
Standards, rules and regulations x x x
Avoiding bias and discrimination x x x x
Making services available for everyone x x
Risk capital or government incentives x x
Principles for data ethics x x
Asymmetry of power in market x x
Adhering to societal values x x x
Respecting human rights x x x
Competing through principles x x
Fair rules and competition x x
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processing, with public data resources being open and having a regulatory environment
that is clear and easy to follow. Furthermore, the Danish, Finnish and Norwegian strategies
mention the ability to audit AI systems for ethics and having trust in AI systems. The
Finnish, Norwegian and Swedish strategies mention transparency and traceability of AI
decisions. For more details, see the supplement.

4.2. How is the link between (i) the ethical principles for AI and (ii) competitive
advantage described in the strategies?

In the previous section, we characterised how the ethical principles are reflected in the
documents. As mentioned in the introduction, the general attitude in the Nordic strat-
egies is that there is a competitive advantage to be found in having a more ethical
approach to AI. In this section we investigate more closely how this link is described. In
the subsequent section we then go on to describe by what measures the countries
want to enable this link.

The most prevalent link was that of having a first-mover advantage (DKAI 7, 26, 58;
DKDE, 20, 27; SENA 8; FIAA, 13, 57; FILW 95; NOSK; 2, 6, 36). Being the first in applying
AI, and those implementations being ethical, may mean that the models applied in the
Nordic countries will be applied elsewhere, simply due to availability. Almost all strategies
mention a first-mover advantage in applying AI, and five of them also link this to some
type of ethical principle. Denmark does this most explicitly in DKDE in a chapter called
‘Denmark as a frontrunner for data ethics’ (27), saying that ‘The goal of this recommen-
dation is to make sure that Denmark as a digital front runner sets its mark on the European
and global development within data ethics’.

An associated link is that countries that do well in establishing the balance between
realising the benefits of AI and managing the risks in a responsible manner might also
have a competitive advantage in international competition (SENA, 4–5). Similarly,
showing the country to be a good example of a strong digital economy while adhering
to ethically sustainable practices might be beneficial (FILW, 120).

The Danish documents also include a proposal to make sure that companies must
declare their ethical policies as a part of their report on annual results, which would show-
case data ethical business models (DKDE, 18–22). This is in line with the strategy of
actively striving towards making data ethics a competitive advantage (DKDE, 11)

Individuals having strong ownership of their own data might lead to the creation of
new services and innovations (FIAA, 45; FILW, 60). In Finland this link is largely due to
the platform MyData, while Danish documents mention that making sure that the rules
regarding ownership of data are clear and intelligible reduces uncertainty and can

Table 5. Explicability.
Explicability Denmark Finland Norway Sweden

Responsibility and accountability x x x x
Open public data resources x x x x
Clear and easy regulatory environment x x x x
Transparency and traceability x x x
Ability to audit AI and ethics x x x
Trust in AI x x x
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therefore improve innovation (DKAI, 34), and this is equally true for how the public sector
uses citizen data (DKAI, 38).

Simply put, having clear and predictable legislation (DKAI, 30) as well as sector-specific
rules create a trustworthy regulatory environment (FILW, 102) which in turn makes com-
panies more certain of their actions.

Earning the trust of consumers is a key component of competition according to a quo-
tation in DKDE (4), which is also reiterated in FILW (95). Looking forward, Finland describes
its future position as one in which Finland is internationally competitive because its
business environment promotes human-centric use of data as opposed to the business
models of ‘global internet giants’ (FILW, 119).

Some strategies also mention negative links, where there might be decreased compe-
titiveness from a lacking sense of urgency and absent investments (SEAI, 49), an inability
to foresee the negative consequences of AI (SENA, p.4) or not being able to trust AI
systems because of a lack of ethics and transparency (SEAI, 52).

Finally, Finland mentions the timing of its strategy itself as a competitive advantage. It
has launched its programme early enough to be able to be a front runner, but not so early
so that the AI potential is limited in scope (FILW, 119).

4.3. What concrete measures are described (to enable the link)?

As mentioned in the section above, this part of the text looks at the measures the docu-
ments describe that could help enable the link between ethical principles and a competi-
tive advantage. While we initially assumed that if the documents display a link, there will
also be a measure attached to the link, this proved not to be the case, and therefore there
are measures listed below that do not necessarily aim at a specific link, but are measures
towards ethical approaches in themselves.

Tied to the Danish reasoning around actively making ethical approaches a competitive
advantage is the measure of influencing international standards and regulations (DKAI, 8,
19, 31; DKDE, 5; SENA, 10; NOSK, 8, 52). Additionally, international cooperation with
countries leading AI development within and outside Europe might prove to be a way
to establish the country as a player (FILW, 94, 103).

Establishing a market demand for ethical solutions, and giving different organisations a
way of working with ethics may require countries or associations to develop guidelines
and principles for the use of data and AI (FILW, 95; DKAI, 31), including example contracts
(DKAI, 29). Starting a national ethics council for technology might be a way forward in
doing this (FILW, 103).

The Danish documents also highlight the declaration of data ethics as a measure to
enable the link (DKDE 18–20; DKAI, 31). Similarly, creating data ethics seals and marks
on digital products to reduce complexity (DKDE 21–22; DKAI, 31) could increase customer
demand for more ethical products. In the same vein, Finland proposes ethics certification
(FILW, 96).

Another way of producing good examples would be testbeds where new operating
models for novel cooperation are encouraged and can be examined from ethical view-
points (FILW, 90, 103, 120). Pilots and testbeds can accelerate the introduction of new
AI technology in an ethical, safe, secure and sustainable manner (SENA, 8; FILW, 63).
Another possibility would be having a regulatory sandbox in order to improve the
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regulatory environment and get innovations off the ground more quickly (NOSK, 25).
Having produced these examples, showcasing ethical solutions at international tech
events and using trade missions would be ways to improve international competitiveness
(DKAI, 58).

Having access to high quality data is key for a well-functioning AI system. Countries
could help by enabling a strengthened use of high-quality public data within companies
(DKAI 21, 37–38) as well as good access to data abroad for business and research (DKAI,
39–40).

More directly, according to the Danish documents, governments could support inno-
vation with a focus on data ethical business models (DKDE, 11, DKAI, 31), e.g. by compe-
titions (DKDE, 29–30) and a National Centre for Public Sector Innovation (DKAI, 57). The
Finnish documents instead call for governments to encourage ecosystems and for
sectors to self-regulate and share good practices (FILW, 103).

Finally, using public procurements to support the development of ethical services
could in turn boost the production of such products to the extent that they gain
market shares on their own (DKDE, 31–32; NOSK, 55).

5. Discussion

As a reminder, this paper investigates the following research questions:

(1) How are the ethical principles for AI reflected in the Nordic national strategies for AI?
(2) How is the link between (i) the ethical principles for AI and (ii) competitive advantage

described in the strategies?
(3) What concrete measures are described (to enable the link)?

As for the first research question, the documents show a wide variety of ethical principles
represented, but they are mostly implicit. ‘Ethics tend to be mentioned only in the intro-
ductions, in reference to their offering a competitive advantage. Consider the following
sample from FILW: ‘Clarify the rules of how data is used from the perspectives of compa-
nies, society and users. Provide support for the use of data by means of legislations, agree-
ments and self-regulation of industries’ (FILW, 53). The first sentence is categorised as
explicability in the document and classified as ‘clear and easy regulatory environment’
in Table 5. The second sentence is categorised as justice in the document and classified
as ‘standards, rules and regulations’ in Table 4. The first is interpreted as explicability due
to it dealing with how well we can understand a regulatory environment, and the second
is interpreted as justice due to it having more to do with shaping the environment in
which data is used. The sentences are not written to reflect specific ethical principles
but are simply things that the Finnish authority considers worthwhile efforts. It is also
not clear that the categorisation necessarily needed to be ‘explicability’ and ‘justice’
and not the other way around, or indeed ‘autonomy’ when considering users. As such,
the results for RQ1 are to be seen as a generalised view of the documents, and we
acknowledge that there are instances in which others will interpret the documents
differently.

For RQ2 we can see that, broadly speaking, while many of the strategies talk about a
more ethical AI-approach being a possible competitive advantage for the Nordics, as well
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as the EU in some instances, and all of the strategies put forward various ways in which
the specific country might get a competitive advantage in or through AI technologies,
there are very few instances in which the link between ethical principles and a competi-
tive advantage are made explicitly. The instances we present above are what we can find
when interpreting strategies through the framework we have established here.

Considering RQ3, the documents broadly describe the benefits of AI and ways of rea-
lizing those benefits (through testing, education, developing competences and having a
good business environment). The documents also hint at ethically responsible AI being a
comparative advantage in the Nordics, above other countries. But very few measures
described in the documents aim at enabling the comparative advantage – they simply
aim at realising the broader benefits.

The mechanisms to enable first-mover advantages and testing are only aimed at realis-
ing benefits (i.e. having testbeds and an attractive professional and educational environ-
ment for companies and people) and not at the enabling of the comparative advantage
(i.e. having testbeds to make sure AI is ethical, and a professional and educational environ-
ment that promotes responsibility and social justice in AI development).

One effect of analysing the strategies based on the article by Floridi et al. rather than
the later version of the principles published by the High-Level Expert Group was the
inclusion of ‘beneficence’ as a principle. This proved to shed valuable light on parts of
the texts that would not otherwise be apparent. Similarly, the taxonomy proposed by
Fjeld et al. (2020) would have been interesting to apply to the strategies, but as it does
not include beneficence, and this has proved to be an important tool for analysing the
strategies, we did not do any further analysis using the Fjeld et al. taxonomy.

It is also the case that the strategies have a certain perspective that might not be repre-
sentative of the countries as a whole. The strategies are written mainly by the equivalent
of the ministry of business or economic affairs, or by groups constituted by business
representatives or technology specialists. That means that beneficence is often described
in terms of economic growth and progress, and justice is often described in terms of
effects on the labour market or competition. And to reiterate, the terms used in the cat-
egorisation and classification are either lifted directly from the strategies, or a best effort
compromise has been made to find a shorter term that relates two or more concepts.

5.1. Effectiveness of the strategies

Will the Nordic strategies be successful? This is a big question, going beyond the AI ethics
question we have discussed here, and touching upon several fields such as economics,
management and political science. Answering it requires delimitations, careful definitions,
choice of appropriate methods and a subsequent investigation. Still, one reflection is
worth making here: innovation policy is difficult. In 2018, The Economist provocatively
asked: ‘can Europe support AI without wasting money or lapsing into protectionism?’
This concern is not unfounded. Kokko, Tingvall, and Videnord (2015) find, in a meta-analy-
sis, that the growth-enhancing effect of R&D spending in the EU15 countries is smaller
than the corresponding effect in the U.S. Gustafsson et al. (2016) study innovation subsi-
dies in Sweden for the period 1997–2011 and find only a short-lived positive effect, which
fades away over time. Deiaco and Gustavsson Tingvall (2015) report very mixed success
for Swedish selective industrial policies – ranging from successful, to no effects at all,
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to outright negative effects on companies’ growth and competitiveness. Such findings
offer a sobering contrast to the high expectations in the strategies of what can be accom-
plished through measures such as those catalogued answering RQ3.

5.2. Validity

The ethical framework (Floridi et al. 2018) was developed to guide the development of AI
systems and applications in order to create a ‘good AI society’. As such it is meant to be
applied to concrete decisions about AI, whether by policymakers, incumbent firms, start-
ups or individual coders. By contrast, the preceding section applies this framework as a
taxonomy only: to categorise the texts of the national strategies. The application of the
framework to a context other than that for which it was intended is a threat, albeit a
small one, to the validity of the results.

Another threat to validity is that the principles of the ethical framework are not (fully)
mutually exclusive. First, while this isn’t a problem when designing a new application
(does it adhere to both beneficence and justice? great!), it creates an interpretation
problem when trying to categorise texts. One part of the problem is that beneficence
and non-maleficence both include aspects of justice, autonomy and explicability as the
former are broader categories than the latter. Another is that the difference between
beneficence and non-maleficence is, often if not always, just a negation: if something
increases well-being it is categorised as beneficence, and if it decreases or does not
increase well-being it will be categorised as non-maleficence. Within the non-maleficence
there are both negatives and positives (weakened trust vs privacy) that further complicate
the matter.

Furthermore, one concept can of course belong to several different principles. Take
‘knowledge’ for instance. In the categorisation we’ve frequently noted knowledge as
‘autonomy’ when the perspective is knowledge an individual has or acquires in order
to make informed decisions regarding data. However, it can also be categorised as
‘justice’ when the perspective is knowledge required to participate in the labour
market or that should be taught in school. It could also be argued that knowledge
could be categorised as ‘explicability’ when talking about knowledge (qualitative infor-
mation) given to individuals about a service.

For some concepts it has been a matter of simply matching the concept to a principle,
but for others, the context in which the argument is made matters more than the concept
itself. The note ‘opening public data to boost innovation’ is explicability in method, but
beneficence in consequence. In the specific case it is categorised as beneficence.

To mitigate some of the problems identified above, an academic philosopher specia-
lising in ethics and engineering was asked to validate both the general interpretations of
the five principles and two specific questions. The specific questions related to the
problem of distinguishing different categories, as beneficence and non-maleficence are
broad and justice and autonomy are somewhat narrower. The questions were: (1) Is it
reasonable to place long term institutional developments (competition, working labour
market, adequate laws, rules and standards) in the justice category? (2) Is it reasonable
to place knowledge and education variously in autonomy (knowledge enabling the indi-
vidual to make more informed decisions) and justice (knowledge that enables partici-
pation on the labour market). For both questions the philosopher agreed with our
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categorisation and the broadly-made distinctions. In this way, we received confirmation
that our interpretations were reasonable.

5.3. Reliability

Some reliability problems originate in the validity problems associated with interpret-
ation. Dealing with this problem leads us to categorise similar concepts as different prin-
ciples depending on the context in which the concept was introduced. ‘Privacy and
protection data’ (non-maleficence), ‘control and ownership of data’ (autonomy) and
‘responsibility and accountability’ (explicability) contain data points that are very similar
to each other, but we have categorised them differently according to the context in
which the concept has been described.

Language is also a source of reliability problems. The texts analysed are written in
English (the texts from Finland), Danish, Norwegian and Swedish respectively. This
means that we have had to translate concepts in order to make them comparable, and
while the Scandinavian languages are similar they also differ in how words are used
and what may be implicit in certain words. The authors are fluent in Swedish and
English and have decent comprehension of written Norwegian and Danish. But there
may be things lost in translation nonetheless. This may be especially problematic when
identifying sentiment in texts.

Another threat to reliability is the application of the coding regime and the resulting
inter-coder agreement. As mentioned in Section 3, this was addressed by having both
authors read all texts and discuss annotations and interpretations until consensus was
reached. However, as an additional check, a colleague was approached to conduct a
small test of the coding regime. When instructed to apply the coding regime to sample
texts that had already been coded by the authors, a reasonable inter-coder agreement
(before discussion)was reached. This suggests that the coding regime is sufficiently reliable.

6. Conclusions

With respect to RQ1, the ethical principles are well reflected in the documents, but mostly
implicitly. Thus, for beneficence, there is considerable consensus on the positive effects on
the economy such as growth, innovation and efficiency gains, both in general and in the
public sector in particular. For non-maleficence, there is consensus on the aspects of cyber-
security and the malicious use or misuse of AI systems, as well as near-consensus on
privacy and the protection of personal data. For autonomy, there is a strong consensus
between the Danish, Finnish and Norwegian strategies, which all mention control and
ownership of data, knowledge of technology and its implications, people shaping the
technology, prioritising human-centred AI, and informed choices and consent. For
justice, there is consensus on effects on the labour markets and avoiding bias and discrimi-
nation. Finally, there is considerable consensus on explicability as responsibility for data
processing and as public data resources being open. Again, however, it should be empha-
sised that the ethical aspects are mostly implicit and made visible only by the analysis
method employed. A more cursory reading would probably find explicitly ethical
aspects in the passages on ethics as a competitive advantage (quoted in Section 1). It
should be noted there is no universal definition of what constitutes ethical AI. Since no
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universal definition exists, countries are mostly left to rely on their own classifications. It is
therefore perhaps not surprising that the ethical principles are ‘well reflected […] but
mostly implicitly’ as stated above.

With respect to RQ2, the strategies address the competitive advantages of developing
and applying AI technologies at length, but rarely explicitly link them to the ethical
approach. However, on a closer reading, some such links can be found, first-mover advan-
tage being the one most explicitly mentioned.

While there are many concrete measures proposed in the strategies, whether aimed at
increasing adoption or development in AI or gaining a competitive advantage internation-
ally, these are not motivated with reference to ethical principles or ethical competitive
advantage.

To conclude, the Nordic countries claim that ethical AI is, or at least can be, a competi-
tive advantage. This is a bold thesis, for which arguments can be found both for and
against. It is also an attractive thesis, which one would like to be true. Alas, based on
the detailed analysis reported in the previous sections, it is difficult to imagine that
reading the Nordic AI strategies would convince anyone who was not already convinced
of the truth of this thesis. The arguments made in the strategies are implicit and vague,
leaving the question of whether ethical AI indeed offers a competitive advantage – and
if so, under which conditions – for future work to resolve.
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