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Although being increasingly powerful in handling spatial data, geographical information
systems (GIS) still lack the powerful functionality for process modeling in terms of simula-
tion and optimization. This article discusses the concepts and methodologies of a geographi-
cal simulation and optimization system (GeoSOS). GeoSOS integrates cellular automata
(CA), agent-based models (ABMs), and swarm intelligence models (SIMs) for solving
process simulation and optimization problems. A general form of the so-called interaction
rules is proposed for implementing this integrated system. The GeoSOS software is devel-
oped to provide these complementary functions that are unavailable in the current
GIS. Experiments have demonstrated that GeoSOS is able to model the reciprocal relation-
ships between urban simulation and spatial optimization (e.g., facility sitting, transport
development, and natural protection) in fast-growing regions. Better modeling performances
have been achieved using the coupling strategies of GeoSOS.

Keywords: GeoSOS; cellular automata; agent-based models; swarm intelligence; spatial
optimization

1. Introduction

Geographical information systems (GIS) provide the basic functions of capturing, storing,
retrieving, manipulating, analyzing, displaying, and mapping of spatial data (Star and Estes
1990, Lo and Yeung 2002). Although these functions are important for solving a wide range of
practical spatial analysis and decision-making problems, the data models and analysis methods
of GIS provided are not rich enough in geographical concepts and understanding (Gahegan
1999). More importantly, the data models do not handle time well, nor do they capture
functions or dynamic processes effectively (An et al. 2005). They have difficulties in simulat-
ing and analyzing the common geographical phenomena of self-organization, phase transition,
and bifurcations (Batty and Xie 1994). Geographical processes, such as diffusion of disease,
wildfire spread, ecological evolution, transport and residential development, urban dynamics,
and land use changes, are usually very complex and often include nonlinear and emergence
behaviors, stochastic components, and feedback loops over spatial and temporal scales.
There is a growing demand for building a toolbox of methods that can model and analyze a
range of highly complex and often nondeterministic problems. An attempt to solve the existing
modeling problems of GIS is to develop some bottom-up models. In the last three decades, a
kind of urban cellular automata (CA) has been developed for simulating urban growth and land
use dynamics (Batty and Xie 1994, Clarke et al. 1997, Li and Yeh 2000, Chen et al. 2002).
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Some of these CA models may include SLEUTH-CA (Clarke et al. 1997), multicriteria
evaluation CA (MCE-CA) (Wu and Webster 1998), logistic-CA (Wu 2002), artificial neural
network CA (ANN-CA) (Li and Yeh 2002b), and decision-tree CA (Li and Yeh 2004).

Another type of bottom-up approaches, agent-based models (ABMs), have attracted
growing attention because they can well simulate complex natural systems that are influenced
by both human and social factors (Torrens and Benenson 2005, Xie et al. 2007, Liu et al.
2010). ABMs provide a useful model framework to represent multistakeholders and catch the
interactions among them. For example, Benenson (1998) used a multiagent simulation model
to simulate the population dynamics in a city, in which inhabitants can change their residential
behavior depending on the properties of their neighbors and other global factors. This model is
applied to the simulation of the ethnic residential distribution in the Yaffo area of Tel Aviv
(Benenson et al. 2002). ABMs are also widely used within the field of resource management,
such as fisheries management (Bousquet ef al. 1993), agricultural land management (Dean
et al. 2000), and forest management (Purnomo et al. 2005).

In ABMs, agents are usually modeled as social (real) spatial entities, such as residents,
developers, and farmers. Recently, a group of swarm intelligence models (SIMs) has been
developed in computer sciences. Swarm can be regarded as a special group of agents which
only represents artificial animals (e.g., birds, fish, and ants) with simple intelligence. This type of
agents is just used to solve a specific optimization problem through collective actions. One
typical example is the use of artificial ants for solving optimization problems (Dorigo et al.
1996). Despite the simplicity of ant individuals, ant colonies present a highly structured social
organization for completing complex tasks. Ant colony optimization (ACO) has been used to
solve a variety of spatial optimization problems, such as traveling salesman problems (TSPs)
(Dorigo and Gambardella 1997a, 1997b), data mining (Parpinelli et al. 2002), location and
allocation (Sharma et al. 20006), sitting of service facilities (Liu ef al. 2005, Li et al. 2009a), and
capturing line features (Huang et al. 2006).

Bottom-up approaches have the advantages of analyzing and understanding many com-
plex geographical phenomena (Batty and Xie 1994). However, these dynamic models, CA,
ABMs, and SIMs, are basically isolated in the development and applications so far. It is
desirable to establish a geographical simulation and optimization system (GeoSOS) which
integrates these models within a unified framework. The challenge is a technical and imple-
mentational one. Some initial work has been done by considering collections of interacting
geographic objects as geographic automata systems (GAS) (Torrens and Benenson 2005).

This article will continue such synthesis by discussing the concepts and methodologies
for implementing a GeoSOS. GeoSOS will be developed based on the integration of various
dynamic process models, such as CA, ABMs, and SIMs. Spatial microentities serve as the
binding force for fusing these dynamic models into an integrated system. The development
of these bottom-up toolboxes is to facilitate the modeling of land use dynamics and its
reciprocal relationships with facility (point) siting, transport development, and natural
protection. This type of integrated models should be useful for many planning applications
in fast-growing regions. It is expected that the simulation models and optimization models
can be mutually benefited from each other if they are built within a single platform.

2. GeoSOS
2.1. The concepts of GeoSOS

A GeoSOS is a computer-based system capable of simulating, predicting, optimizing, and
displaying geographical patterns and processes. In this proposed system, the components of
CA, ABMs, and SIMs are integrated under the interaction mechanisms of using spatial
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microentities. Spatial microentities, which are the basic elements of GeoSOS, include
immovable cells of CA, social agents of ABMs, and animallike agents (e.g., insects or
birds) of SIMs. Social agents are used to represent people or various organizations during
urban and land use simulation. Animallike agents are used to represent artificial ants, fish,
birds, and bees for completing spatial optimization tasks.

As the core of GeoSOS, a general form of the so-called interaction rules for representing
this integrated GeoSOS is given as follows:

(5, LY B = F(s, L EO) (1)
where Sl-(t) and Ll@ represent the state and location of an entity 7, such as a fixed cell, a social
agent, or an animallike agent; # is the simulation time; E® is the environment (e.g., landscape);
and F represents a set of interaction rules.

This set of interaction rules, which is used to reflect relationships between entities and their
environment, determines the changes of the states, locations, and environment of
GeoSOS. There are three subtypes of interaction rules of GeoSOS for these three components:

F~(Fca,Faswms, Fsivs) 2

where ‘~’ means ‘be proportional to.’

Explicitly focusing on physical factors, Fica represents the interaction rules (transition
rules) of CA. Actually, the state conversion of CA is governed by a combined effect of
various physical factors (e.g., neighboring land use types and proximities to various attrac-
tion centers). Fagys reflects the interactions between social agents (people or various
organizations) and their environment. Usually, urban and economic theories are used to
define the behaviors of such agents (Li and Liu 2007). Fspvs addresses the interactions
between animallike agents (ants, fishes, birds, bees, etc.) and their environment for for-
mulating optimal solutions. Simple swarm intelligence can be used to guide the movement
of such agents for solving various spatial optimization problems (Li et al. 2009a, 2009b).

CA and ABMs can be combined together to deal with both physical and human factors
for modeling complex geographical processes more effectively. The reason is that neither
CA nor ABMs are efficient for modeling complex natural systems when they are used in
isolation (Torrens and Benenson 2005). Recently, ABMs have attracted more attention than
CA because the former have the flexibility of representing various players in shaping
geographical phenomena. However, CA are still an important tool for geographical simula-
tion because of their unique features. First, the implementation of CA is easier because of
using much simpler model structures. Second, CA are less data demanding and have the
ability to provide predictive results with less data. It is easy to define, calculate, and update
the physical factors that govern the state conversion of CA using GIS functions. CA could be
the only choice when the region to be simulated is very large, or social and economic data are
missing. CA can implicitly represent the interactions between social actors and their
environments in shaping natural systems just through the proxies of physical variables.
Third, CA can be well calibrated by a number of techniques, such as logistic regression
(Wu 2002), ANN (Li and Yeh 2002b), and machine learning (Li and Yeh 2004).

The strict distinction may be debatable between CA, ABMs, and SIMs. One may argue
that a special case of ABMs equal to a CA can be created by fixing the agents in ABMs.
Under such situation, the fixed agents can represent immovable cells of CA. Moreover,
ABMs and SIMs are also similar because they are all agent based. In this study, however,
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these three types of dynamic models are distinguished because they adopt quite different sets
of interaction rules and have different characteristics as described in Section 2.2.

GeoSOS may be implemented according to the following five steps of operations: (1) mining
and defining the interaction rules according to domain knowledge or local experiences;
(2) obtaining the initial conditions, such as the states and the environment; (3) running the
simulation and optimization by applying these interaction rules; (4) updating the states, locations,
and environment by iterations; and (5) coupling the simulation with the optimization.

These operations can be conceptualized using the following equations:

M : D — (Fca, Fapwus, Fsivs) A3)

D— (s,.<°>,E<0>) )

(Sl_(tﬂ)’E(tH)) — Fen (Sl-m,E(t)) (5)
(50,1650, B0 ) = P (5,1, E ) ®
(560,160, B0, = P (5,180, E ) o

where M : D denotes the data mining (M) using dataset (D), ‘—’ means ‘to derive,” and
Si(o) and E© are the initial state and environment, respectively.

The novelty of this integrated system is that the optimization results can be used as the
inputs to the simulation models and vice versa. This can be done by replacing the simulated
pattern with the optimized one or the optimized pattern with the simulated one at time 7 on
the right-hand side of Equations (6) and (7), respectively:

(T) _ (M

E simulated — E optimized (8)
(T) _ g

Eoptimized - Esimulated (9)

Defining the interaction rules is the core of implementing GeoSOS. Some knowledge
discovery tools (M) can help obtain these rules (Fca, Fapms, Fsmvs) Using training data
(D). These training data are usually retrieved from remote sensing and GIS datasets. The
objective is to minimize the difference between the simulated patterns and the actual ones.
This can be based on the so-called trial-and-error approach (Clarke et al. 1997, Ward et al.
2000). The validation of simulated patterns is usually through a map comparison process.
One simple map comparison method is to overlap a simulated pattern with the actual one
(actual land use map or classified remote sensing image) cell-by-cell, and a consequent
contingency table will provide the information about the fitness of these two patterns.
Pontius and Schneider (2001) suggested the use of the relative operating characteristic
(ROC), which is derived from this contingency table, to validate simulation models.
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The cell-by-cell overlay is popular but the major weakness is that it ignores the spatial
structures (Sui and Zeng 2001, Hagen-Zanker 2006). However, this approach can allow CA
to be automatically calibrated by some data mining tools, such as computer search (Clarke
and Gaydos 1998), logistic regression (Wu 2002), neural networks (Li and Yeh 2002b), and
decision trees (Li and Yeh 2004).

2.2. Mining and defining interaction rules for GeoSOS
2.2.1.  The interaction rules of CA

The process for acquiring transition rules (parameters) of CA is usually very tedious and
time-consuming. GeoSOS addresses this problem by providing some useful tools to deter-
mine the parameters of CA. At this stage, GeoSOS can define the interaction rules of CA ina
number of ways, such as MCE (Wu and Webster 1998), logistic regression (Wu 2002),
principal components analysis (PCA) (Li and Yeh 2002a), ANN (Li and Yeh 2002b), and
decision trees (Li and Yeh 2004).

MCE is a straightforward method for defining the transition rules of CA using a series of
physical factors (e.g., various distances to attraction centers). This method can be implemented
by a nonlinear transformation of a composite evaluation score (Wu and Webster 1998):

Pm¢@)€m%@le” (10)

where P'(i) is the development probability for cell i, o is a dispersion parameter ranging from
0to 1, z; is the composite evaluation score at location 7, and z,,,, is the maximum value of z;.

The composite evaluation score (z;) is calculated based on a linear combination (Wu and
Webster 1998):

zi=dao + aix; +axXy + -+ Xy + -+ ayXy (11)

where aq is the constant, x,, is a spatial (physical) variable representing a driving force for
urban development, and a,, is the parameter (weight) of this variable (m =1, 2, ..., M).

This MCE method cannot be calibrated because land development is a binary (developed
or not) variable. A modification to this MCE method is to use a logistic form to represent the
probability so that the calibration is possible (Wu 2002, Li et al. 2008). The final develop-
ment probability is estimated as follows:

1

T+ exp(—2) Xf () x¢&; (12)

P(i) = (14 (= 1ny)")

where ~ is a stochastic factor ranging from 0 to 1, « is a parameter to control the stochastic
degree, z; is the composite evaluation score, f(€2;) is the local interaction factor (develop-
ment intensity in the neighborhood of €2,), and ¢; is the total constraint score of cell i.

The ANN-CA method also provides a convenient calibration procedure (Li and Yeh
2002b). ANN-CA has the inherent black-box feature because the effects of each spatial
variable are not transparent to the users. However, this model is quite convenient for
calibration and implementation. Another advantage is that this model is straightforward
for simulating multiple land use dynamics (Li and Yeh 2002b).
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2.2.2. The interaction rules of ABMs

ABMs explain emergent higher level phenomena by tracking the actions of multiple low-level
agents (Janssen and Ostrom 2006, Robinson ef al. 2007). A major problem is how to calibrate
ABMs because there are no general model structures for representing agents’ behaviors. It is
difficult to examine the complex manner in which the accumulation of individual decisions, as
affected by social/political factors and economic conditions, may affect the biophysical
environment across a range of spatial and temporal scales (An ef al. 2005).

Therefore, ABMs have much more diversified forms of interaction rules than
CA. Agents’ behaviors cannot be easily captured because they are affected by various social
and economic factors, which are associated with a lot of uncertainties. In most situations,
economic and urban theories provide the guide for defining their behaviors heuristically. For
example, urban dynamics may be simulated according to the interactions between several
types of agents, such as urban residents, governments, and developers based on urban
theories (Benenson ef al. 2002, Li and Liu 2007, Xie et al. 2007).

Some initial work has been carried out on defining the interaction rules of ABMs more
effectively. An operational procedure is proposed to determine some of the parameters for
ABMs using MCE techniques (Li and Liu 2007). An agent will select a site by maximizing
the utility function as much as possible. The utility function consists of two parts, site
attributes and agents’ status. This function is a linear-weighted combination of various
spatial factors (site attributes). The weight associated with a spatial factor is determined by
the social and economic status of agents. This framework provides a convenient way to deal
with physical, social, and economic factors for implementing ABMs. The utility function for
selecting cell i can be defined as follows:

U(k7 i) = Whorice * Bpﬁcc + Weny - Benv + Waccess * Baccess + Wiacil * Bfacil + Wedu - Beau + &1 (13)

where Wprice T Wenv + Waccess T Whacil T Wedu = L. Bprice: Beny, Baccess> Biacit, and Bg, are the
factors of land price, surrounding environment, accessibility, provision of general facilities,
and education benefits for cell i. Wprice, Wenv, Waccess: and wequ are the preferences (weights)
for resident agent k for each factor. ¢; is a stochastic term.

2.2.3.  The interaction rules of SIMs

An important feature of GeoSOS is its capability of solving spatial optimization problems
according to ACO techniques. Traditionally, ACO has been used to solve the TSP (Dorigo
et al. 1996). By modifying traditional ACO, GeoSOS provides three types of ACO modules:
(1) facility siting (Li et al. 2009a), (2) path finding (Li et al. 2009b), and (3) area
optimization.

First, the facility siting ACO algorithm is developed to identify the optimal locations for
siting N point facilities according to the pheromone updating of artificial ants. The spatial
search is based on the selection (visit) probability related to the trail density and the visibility
(distance). According to traditional ACO, the probability that a cell i is selected for sitting a
facility by the kth ant at time ¢ is modified as follows (Li et al. 2009a):

[Ti(t)]“'[nigt)}ﬁ 5 if i € allowed,
i) =3 > [u0]"[m0)] (14)

J € allowed,
0 otherwise
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where 7;(¢) is the amount of pheromone trail at a cell 7, and 7;(¢) is a heuristic function related
to the visibility (distance). The parameters of o and § control the relative importance of trail
versus visibility (distance). The set, allowed; = {C — tabu, }, represents the cells that can be
visited next time without repetition.

The optimal spatial search is implemented by a feedback mechanism. A heuristic
function is defined to obtain better convergence rates during the iterations of spatial search.
It is assumed that a selected site should cover the population in the neighborhood as large as
possible. This can minimize the total transportation cost. Therefore, the heuristic function
7;(¢)is defined as follows:

mi(t) = ZP(r, t) (15)

where P (r,?) is the population (service) to be covered at the radius of r from cell i.
At each iteration ¢, the trail density is updated according to the following feedback
mechanism (Dorigo ef al. 1996):

1t +1) = (1 — p)t(t) + Ati(2) (16)
At(t) = Em:Arf{(t) (17)
=1

where p is a coefficient such that (1 — p) represents the evaporation of trail between ¢ and
t+ 1. Arf‘(t) is the quantity per unit of length of trail substance laid on cell i by the kth ant
between time 7 and ¢ + 1.

A crucial step is to incorporate a utility function within the standard ACO for estimating At¥ (¢):

Atk

1

k - L
(1) = { QU*(¢), if the kth ant visits i (18)

0, otherwise

where Q is a constant, and U*(¢) is the total utility of a solution (a combination of N
facilities) for kth ant at time ¢.

The utility function is application dependent. In many situations, the objective is to
minimize the total transport cost for optimal facility siting. This utility is then represented by
the inverse of the total transport cost of N facilities:

1
VO=2 a0t 19

where d (j,) is the Euclidian distance between cell j and cell i (the closest facility) and P (j,f)
is the population at cell ;.

Second, artificial ants with simple swarm intelligence can also be used to determine the
best paths for constructing subways, highways, and pipelines. The optimization is often
implemented on raster surfaces for solving practical problems. A number of objectives, such
as the minimum total travel distance and maximum service coverage, could be incorporated
into the optimization model. The formation of an optimal path under such situations is a hard
combinatorial optimization problem.
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The standard ACO can also be modified to solve such optimal path-finding problems.
During ants’ walking, there are eight direct neighboring cells (v;) for a central cell (¢) on a
raster surface. These eight neighbors are represented by vy, v, v3, V4, Vs, Vg, V7, and vg for
eight possible moving directions. There are infinite combinations of the walking schemes by
forming a path between an origin and a destination. An ant could move randomly without
finding optimal paths based on conventional ant algorithms. For better convergence, the
traditional heuristic function for visibility is replaced by a more sophisticated direction
function [£(6,,,)]. The transition probability from a central cell to a neighboring cell is
given as follows (Li et al. 2009b):

o B
k [TCI/[(I)] [f(aflﬂ(l»] 7 if y; € Sk
PO = 5 [ren (0] €000 ()] 20
0’ otherwise

where c¢ is the central cell (the current occupied position) for ant &, v; is one of the eight
neighbors (moving direction) that the ant will move to at time 7, and S* is the cells that can be
visited next time without any repetition.

The same feedback mechanism as described in Equations (16—18) is used to complete
the path formation. However, the utility U*(¢) in Equation (18) should be modified to
address these two conflicting objectives, the maximum service (population) coverage and
the minimum travel distance, during path finding. The utility function is given as follows:

Uk(t) = 1)

where P (¢) is the total covered population along the path within the buffer of  and L*(¢) is
the tour length of the path for the kth ant, respectively.

Third, ACO is further modified for solving area optimization problems, such as the
formation of natural protected areas. This type of optimization problems usually involves
two major components: (1) suitability and (2) contiguity constraints. The same Equation (14)
can be used to calculate the probability of selecting cell i for forming the natural protected
areas. However, the utility U*(¢) in Equation (18) should be modified to address the factors
of suitability and contiguity constraints. This function is given according to a linear
combination of these two objectives:

Uk(t) = Wsuit XSfuit(t) + Weomp xplgomp(t) (22)

where UX(?) is the total utility, S (¢) is the average total suitability, and P’gomp(t) is the
compactness index of a solution (pattern) at time #. The parameters of wg,;; and weomp are the

weights for the average total suitability and the compactness, respectively.

2.3. Integration of CA, ABMs, and SIMs
2.3.1.  Integration of CA and ABMs

In this study, the integration of CA and ABMs is based on the strategy of joint probability. It
is implemented using two procedures: (1) estimating the separate probability of state
conversion using CA and ABMs, respectively; and (2) calculating the joint probability
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according to these two probabilities. These procedures are illustrated using the example of
simulating residential development.

First, the development probability of CA, Py.,, is estimated according to Equation (12).
The development probability related to ABMs can be based on the utility function of
Equation (13). For resident k, the probability of cell i to be selected is equal to the utility
probability that the utility value at that location is greater than or equal to those at other
locations (McFadden 1978):

Pﬁesident(kﬂ.) = P(U(k,]) > U(k,l)) — exp(U(k, Z))

" S exp(Ulk.1) 23)

where P! .. (k, 1) is the development probability of cell i for resident agent & at time ¢
(i=12,....,nj=1,2,...,n,j Fi).

The final decision is made according to the interactions between government agents,
resident agents, developer agents, and the environment. Thus, a final joint probability for
residential development at a cell is obtained by combining various probabilities from the CA

component and the ABMs component (Li and Liu 2007):

P{ = APC (i) [ | Phswg (ks 1) (24)
J

where 4 is an adjusted coefficient, and Pjpy,;(k,7) represents various probabilities esti-
mated from the ABMs component.

2.3.2.  Coupling CA with SIMs

GeoSOS provides a platform that the simulation module can be dependent on the optimiza-
tion module and vice versa. More effective simulation and optimization tasks may be
accomplished under this coupling framework. There are two types of coupling methods —
loose coupling and tight coupling. Loose coupling means that one module interacts with
another module through a stable interface and does not need to be concerned with the other
module’s internal implementation. This coupling is convenient because a change in one
module will not require a change in the implementation of another module. With tight
coupling, however, change in one module forces a ripple of changes in the other module.
Modules are difficult to reuse or test because dependent modules must be included. It is also
not easy to understand these modules in isolation.

This proposed system adopts a loose coupling strategy that is based on message
exchange. This coupling is implemented in three ways: (1) run the simulation module
first, and then run the optimization module using the simulation outcomes as the inputs;
(2) run the optimization module first, and then run the simulation module using the
optimization outcomes as the inputs; and (3) reciprocally run the simulation and the
optimization (Figure 1).

The coupling is expected to produce better performances on completing simulation and
optimization tasks. For example, an optimal pattern (e.g., facility sitting) can be created
using the ACO model according to the inputs of urban simulation. Various optimal patterns
can be generated based on either exiting (static) land use patterns or predicted (dynamic)
land use patterns. A way to identify the best optimal pattern among them is based on the
accumulative utility. If an optimal pattern (e.g., the optimal facility sitting based on the
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t, t, t,
Urban - | > w | >'w | >
simulation - - N

[ i i

[ Coupling (message exchange) )

. . ]
Dynamic spatial . .
optimization for point, ‘G—/ —| <] > ‘/.7% —>

. ; . - -
line, and area objects

Figure 1. A loose coupling strategy between simulation and optimization.

simulated land use in 2015) is implemented now, its effects should not be just evaluated by
the current land use patterns. The benefits of an optimal pattern should be calculated under a
dynamic environment within a planning period. The accumulative utility value (Usccum) 1S
thus defined to address these accumulative effects using the following equation:

Uaccum = Z U(T) (25)
T

where Uyccum 18 the accumulative utility of an optimal pattern under a dynamic landscape and
T the time in the planning period (e.g., 7= 2010, 2015, 2020, 2030).

It is possible to generate various optimal patterns according to the inputs of different
simulated land use patterns. However, the best optimal pattern can be identified according to
the maximum accumulative utility value as described in Equation (25). Traditionally, an
optimal pattern is generated based on existing land use patterns, assuming that the land use
patterns are static. Actually, a dynamic optimization based on this coupling mechanism
should be more plausible for finding the best optimal pattern under a changing landscape.

3. Implementation of GeoSOS
3.1. Theinterface of GeoSOS and its components

GeoSOS was designed in an object-oriented programming (OOP) paradigm. This proposed
system was developed using the Microsoft NET Framework version 2.0 and C# (GeoSOS is
available at http://www.geosimulation.cn/). Figure 2 is the logic structure of GeoSOS and
Figure 3 is the UML class diagram of its components library. This system provides the
functionality for implementing CA, ABMs, and SIMs (Figure 4). GeoSOS can read and
output the files in the ASCII Grid format which can be accepted by some common GIS
packages, such as ArcGIS.

The first component of GeoSOS consists of a number of common CA models, such as
MCE-CA (Wu and Webster 1998), logistic-CA (Wu 2002), PCA-CA (Li and Yeh 2002a),
ANN-CA (Li and Yeh 2002b), and decision-tree CA (Li and Yeh 2004). The second
component is related to ABMs (some functions of this component are still under construc-
tion). The third component includes three optimization modules that are developed by
modifying conventional ant algorithms as described in Section 2.2.3. These three compo-
nents should be able to solve a variety of facility (point) siting, path finding, and area
optimization problems. The following sections will introduce four experiments which
examine the effects of integrating various dynamic process models under GeoSOS.
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Figure 2. Logic structure of a GeoSOS.

3.2. Integration of CA and ABMs for simulating residential development

The first experiment was carried out to examine whether the integration of CA and ABMs
could produce more plausible simulation results. This integrated model was used to simulate
the residential development in Haizhu district of Guangzhou City in 1995-2004. The land
use types in this study area include greenbelt, farmland, water, road, old-developed residen-
tial land, and newly developed residential land. The simulation was based on the joint
probability of CA and ABMs. Table 1 lists the weights for different groups of residents,
which were used for Equation (13) (Saaty 1990). The number of agents for each group is
proportional to the percentages of its population. This integrated model yields the simulated
patterns for the residential development in the study area in 2004 (Figure 5). The simulated
residential development (Figure 5a) can be compared with the actual residential development
(Figure 5b) to reveal the agreement and disagreement visually. Very plausible results have been
confirmed by comparing these two patterns.

The performances of this integrated model were compared with those of pure CA
models, such as logistic-CA (Wu 2002). The validation shows that the integrated model
has the overall accuracy of 0.79, whereas the logistic-CA has the overall accuracy of 0.51.
The logistic-CA model has a low accuracy because this model has not explicitly incorpo-
rated the influences of human and social factors in simulating residential development. The
integrated CA-ABMs approach can produce better outcomes for modeling residential
development in this study area. This approach could be useful when human-based interac-
tions play an important role in shaping urban processes. However, such an approach is quite
data-demanding because detailed social and economic data should be available.
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Table 1. Weights for different groups of resident agents obtained using Saaty’s AHP method.

Weights

Types of agents Land Surrounding Public

(residents) price environment  Accessibility facilities Education Total CR

Low income without 0.443 0.093 0.206 0.155 0.103 1 0.042
children

Low income with 0.401 0.081 0.154 0.081 0.283 1 0.087
children

Middle income 0.175 0.379 0.165 0.194 0.087 1 0.057
without children

Middle income with ~ 0.220 0.276 0.142 0.140 0.222 1 0.094
children

High income without 0.048 0.526 0.194 0.141 0.091 1 0.072
children

High income with 0.084 0.434 0.171 0.076 0.235 1 0.064
children

3.4. Coupling urban simulation with spatial optimization

In the past, urban simulation and spatial optimization models were isolated in applica-
tions. GeoSOS provides an opportunity of combining these two kinds of models within
an integrated architecture. It is expected that spatial optimization, such as optimal point
siting, path finding, and formation of protected areas, should be related to land use

dynamics

for producing better modeling effects. The objective is to formulate the

optimal patterns which can yield the maximum accumulative utility values under a
changing landscape.
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Figure 5. Integration of CA and ABMs for simulating residential development in Guangzhou.
(a) Simulated residential development and (b) actual residential development.

3.4.1.  Coupling land use dynamics with facility sitting

The second experiment was carried out to couple facility (point) optimization with urban
simulation for solving dynamic optimization problems. Point optimization for siting major
facilities is a common task required in planning practice. An example is to find the optimal
location for siting solid waste transfer stations in large cities. Citizens have increasingly
voiced concerns about the locations of solid waste transfer stations. One major concern is
that the stations are disproportionately concentrated in or near their communities. Site
selection models could be used to provide an acceptable (fair) solution to this problem.
The objective is to identify the best N locations (targets) that can produce the largest value of
a utility function in terms of maximum population coverage and minimum transport cost.
The exhaustive blind (brute-force) method for solving point optimization problems with
high-dimensional spatial data is infeasible because of a huge combinatorial solution space.

The study area was situated in Shenzhen, a fastest growing city in China. According
to the government data, the daily production of solid waste was 8890 kg® in 2003, which is
222 times more than that in 1979. The rapid increase of solid waste needs to build many new
waste transfer stations in the city. In this study, the facility sitting ACO module of GeoSOS
was used to identify the sites for siting 100 new waste transfer stations which will serve the
growing population of Shenzhen. The optimal facility siting problem can be solved based on
existing distribution of population. However, such optimization is static because it does not
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consider possible land use/population dynamics. Actually, the urban area of this city is
growing rapidly recently because of fast economic development. Facility planning should
include the factor of urban expansion by generating the maximum accumulated utility in a
planning period. It is apparent that the built facilities will be outdated very soon without
considering urban dynamics. Therefore, the solution to such problem requires the coupling
of facility optimization models with urban simulation models.

The annual growth rate of population was 1.1% according to the historical trend. Urban
growth in the planning period of 2002-2030 was simulated using the logistic-CA of
GeoSOS (Figure 6a). The total population in this period was forecasted according to the
annual growth. Then the population distribution in 2002—2030 was obtained by proportion-
ally disaggregating the total population into each cell of the simulated built-up areas.
Figure 6b is the predicted distribution of population densities in this planning period.

The optimal siting of 100 new waste transfer stations under a changing landscape was
explored using the facility siting ACO of GeoSOS. The optimal patterns will vary by
inputting different predictions of land use/population distributions in different years.
However, the best optimal pattern can be identified based on the utility assessment as
described in Equation (25). The comparison indicates that the dynamic optimization can
produce better performances than the static optimization. The optimal siting based on
existing land use/population in 2002 has the lowest accumulative utility, whereas the optimal
siting based on the simulated land use/population in 2020 has the maximum accumulative
utility (Figure 7). Figure 8 shows the difference between the static optimization and dynamic
optimization for siting 100 waste transfer stations in Shenzhen. Compared with the non-
coupling model, the coupling model can have the improvement of the accumulative utility
value by 2.6% for this region.

3.4.2.  Coupling land use dynamics with transport development

There exists a reciprocal relationship between land use dynamics and transport development
(Oduwaye 2007). Urban development is significantly affected by the road-driven mechan-
ism, especially in fast-growing regions (Clarke et al. 1997, White et al. 1997). Land use
patterns also have a potentially large impact on transport development (van Wee 2002). This
relationship is sometimes referred to as the transportation—land use ‘link” or ‘cycle,” empha-
sizing a feedback mechanism (Kelly 1994). Modeling this relationship is usually carried out
using the top-down approaches. These approaches specify the interaction between transport
networks and location as a set of aggregate relationships. Instead, microsimulation models
have the advantages for modeling the interrelated choices individuals made in terms of
location and travel behavior.

The third experiment was an attempt of exploring such reciprocal relationship. Urban
development was simulated using the logistic-CA, and the related road networks were
generated using the path optimization ACO. CA models alone have limitations in simulating
the interrelated transport-land use system. The coupling between urban simulation and
spatial optimization provides a convenient way to analyze such feedback relationship.
During the integrated modeling, urban growth is dependent on road development because
of the road-driven mechanism. New urban areas will create the transport demands that need
to build more roads. These new roads are expected to provide the service to the uncovered
areas as much as possible. The optimization model can thus be used to generate these new
roads based on the simulated urban dynamics.

Figure 9a shows the initial land uses and road networks in a part of Dongguan. In the
second stage (¢ = 1), new urban areas were created according to the CA model. The path
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Figure 6. (a) Simulated built-up areas and (b) simulated population densities for spatial optimization
in the planning period.

optimization model was then used to simulate the new roads that can optimally provide the
service to the new uncovered urban areas (Figure 9b). In the third stage (# = 2), new urban
areas continue to grow based on the development trends. The path optimization model was
used again to create new roads for satisfying the new demands from the urban growth
(Figure 9c). This process continues so that the transportation—land use feedback can be
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Figure 8. Difference between the static optimization and dynamic optimization for sitting 100 waste
transfer stations in Shenzhen using facility sitting ACO.

reciprocally modeled according to this coupling mechanism (Figure 9d). The comparison
indicates that this coupling model can have the improvement of simulation accuracy by
12.9%, compared with the noncoupling model. Therefore, coupling these two bottom-up
models will provide a more powerful tool for analyzing and understanding the mutual
influences between land use dynamics and transport development.

The experiment will also test whether the better path optimization results can be created
based on the predicted land use patterns. It is expected that facility planning should not be
just based on existing (static) land use patterns. The simulation of land use dynamics can
provide more reasonable inputs to the optimization models for transport planning. For
example, Figure 10a shows the optimal paths identified using ACO for providing the
maximum population coverage and minimum travel costs under various scenarios of land
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Figure 9. Simulating the reciprocal relationship between land use dynamics and transport development
by coupling CA and path optimization ACO.

use patterns. The predicted land use patterns in 2001, 2004, 2007, 2010, and 2013 are used as
the inputs to the optimization model, respectively. Figure 10b is the total accumulative utility
value of each optimal path. It is found that the path based on existing land use in 2001 cannot
produce the maximum accumulative utility for the whole period. Actually, the optimal path
based on the predicted land use in 2007 can produce the best accumulative utility value for
this whole planning period. The total utility will be improved by 4.1% using this coupling
approach. Therefore, optimal facility planning should be coupled with land use dynamics for
producing the best utility. This is especially important for fast-growing regions where there
are a lot of land use changes. This proposed system can provide some vision capability for
solving the simulation and optimization problems.

3.4.3.  Coupling land use dynamics with the formation of natural protected areas

The fourth experiment is related to the area optimization that is required for a variety of
applications, such as selecting biological reserves, hazardous waste sites, and landfill. The
protection of important natural areas is crucial for reducing the loss of biodiversity asso-
ciated with land conversion and development (Snyder et al. 2004). The area optimization
ACO of GeoSOS can be used to generate such protected areas.
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Figure 10. Identification of the optimal path according to accumulative utility of predicted land use
changes. (a) Optimal paths based on predicted land use and (b) accumulative utility values of these
optimal paths.

The study area is situated in Panyu in the Pearl River Delta, China. It has an area of
786.2 km®. According to the classified satellite TM images, Panyu has an urban area of
173.3 km? in 2003 and 243.6 km? in 2008. The annual rate of urban expansion is as high as
7%. Empirical studies have shown that urban land expands by 3% when the economy,
measured by gross domestic product, grows by 10% in China (Deng et al. 2008). In terms of
its economical growth, the rate of land consumption in Panyu is unusually higher than the
average rate in China. This could cause severe land use conflicts in this fast-growing region
because its land resources become very scarce.

The logistic-CA of GeoSOS was applied to the prediction of future urban development in
the study area. This CA model was calibrated according to classified 2000 and 2003 TM
images. The classified 2008 image was used to assess the simulation accuracy. The overall
accuracy is 82.2% based on the cell-by-cell comparison (Li and Yeh 2004). Then this CA
model was used to predict the urban growth of the study area in 2008-2030 (Figure 11a).

It is assumed that this region requires at least 100 km?, which is 12.7% of its total area,
for protecting its vital ecological system. The optimization for natural protection was based
on the suitability and contiguity constraints. Each site was evaluated according to its
significance for nature conservation. The suitability layer for natural protection was prepared
according to the common procedures of suitability analysis (Eastman et al. 1995). The
factors for estimating the suitability include vegetation index, proximity variables (distance
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Figure 11. Coupling land use dynamics with the formation of natural protected areas.

to towns, distance to highways, and distance to roads), slope, and density of urbanized areas.
The slope was derived from 30 m DEM, and the density of urbanized cells was calculated
using a moving window of 7 x 7. Finally the resolution of all these data was downgraded to
100 m (76,516 cells in total). The value ranges of these spatial variables were normalized
into 0—1 for calculating the land use suitability map.

The area optimization ACO of GeoSOS was then used to formulate the natural protected
areas, which were delineated by the red lines in Figure 11b. However, the optimization was
based on existing (static) land use patterns. Such optimization could produce severe land use
conflicts because it ignores land use dynamics. It is expected that the city will continue to
grow based on the existing development trend. There were 416.9 km?® of urban areas in 2030
according to the CA forecasting. The conflicting areas were identified by overlaying the
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protected areas with the predicted urban areas in 2030. There was a conflicting area of
10.1 km? shown as the red areas in Figure 11b. This integrated approach can thus help to
assist in the prevention of such land use conflicts by adopting specific land use policy.

4. Conclusions

This article discusses the concepts and methodologies of a GeoSOS. GeoSOS is developed
to provide the functions of CA, ABMs, and SIMs in a user-friendly way. This system
consists of powerful toolboxes for simulating and optimizing complex natural systems.

Simulation and optimization are treated as independent processes in many spatial
models. This approach has apparent limitations when the study area is experiencing fast
changes of its environments. This study has demonstrated that coupling the simulation with
the optimization can produce much better modeling effects. For example, the coupling
model can have the improvement of the accumulative utility value by 2.6% for the optimal
siting of waste transfer stations in Shenzhen compared with the noncoupling model.

It is well accepted that transport and land-use are strongly interrelated (Wegener 2004).
The experiment has shown that the interrelated transport—land use system can be well
simulated by coupling CA with the ACO path optimization model. More realistic urban
growth patterns are generated by this integrated approach. The comparison indicates that the
simulation accuracy can be improved by 12.9%. It is also found that conventional path
optimization cannot produce the best results under a changing landscape. However, the
scenario with the highest accumulative utility value can be identified by coupling the path
optimization model with urban CA. The experiment indicates that this coupling approach
has an improvement of the total utility by 4.1% by using the dynamic optimization approach.

The experiment also confirms that the coupling of area optimization model with urban
CA can help identify conflicting areas when preparing natural protected areas. In many fast-
growing regions, optimal zoning of protected areas based on static land use has severe
limitations because of ignoring potential land use changes. This integrated approach may
yield useful information for preparing specific land use policy that can prevent or alleviate
potential land use conflicts in fast-growing regions.
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