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ABSTRACT
In search for better technological solutions for education, we
adapted a principle from economic game theory, namely that giving
a help will promote collaboration and eventually long-term relations
between a robot and a child. This principle has been shown to be
effective in games between humans and between humans and com-
puter agents. We compared the social and cognitive engagement
of children when playing checkers game combined with a social
strategy against a robot or against a computer. We found that by
combining the social and game strategy the children (average age
of 8.3 years) had more empathy and social engagement with the
robot since the children did not want to necessarily win against it.
This finding is promising for using social strategies for the creation of
long-term relations between robots and children and making edu-
cational tasks more engaging. An additional outcome of the study
was the significant difference in the perception of the children about
the difficulty of the game – the game with the robot was seen as
more challengingand the robot – as a smarter opponent. This finding
might be due to the higher perceived or expected intelligence from
the robot, or because of the higher complexity of seeing patterns in
three-dimensional world.
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1. Introduction

The mainstream recent developments in the field of social and assistive robotics utilise on
designing micro- and short-term interactions to create socially believable and engaging
robots. We argue that the uptake of robots as social companions depends as much on the
design of long-term interactions and grounding these interactions in the robot behaviour
and propose a game-theoretic approach to achieve such grounding.

The micro- and short-term interactions include social signals and cognitive behaviours
that are seen on a timescale of milliseconds to fewminutes. For the design of these interac-
tions methods, theories and heuristics from social signal processing, affective computing,
social and cognitive psychology, and neuroscience have been adopted. To develop the
global plot of the interaction, game-based scenario design is often used, and this approach
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is promising since it combines the advantages of providing realistic interactions and still
keeping these interactions to be confined by the set of game rules. Although the advan-
tages of the interactive plot (story) of the game are broadly explored in human–robot
interactions, game design based on economic game-theoretic strategies, that have been
shown useful to build complex social skills as collaboration, and for promoting long-
term interactions (Barakova, Gorbunov, & Rauterberg, 2015; Gorbunov, Barakova, Ahn, &
Rauterberg, 2011; Gorbunov, Barakova, & Rauterberg, 2013), have not been used in social
robotics research and practice.

A recent review by Leite, Martinho, and Paiva (2013) conclude that robots need to be
able to simulatemore complex anddiverse social behaviours and that the diversity ofmicro
interactions is a way to achieve long-term interactions. In other studies a multi-activity
approach is proposed to copewith situationswhen repetitive encounterswith the robot are
needed (Coninx et al., 2016). The study of Barakova, Bajracharya, Willemsen, Lourens and
Huskens (2015) uses gamedesign tomotivatemultiple encounters; nevertheless, principles
from economic game theory have not been exploited as well.

In the current paper, we make the first step towards applying strategies from collabo-
rative games by combining a game and a social strategy against either a robot or a com-
puter agent. We developed an interaction around a board game, since it is already known
how to use these games for monitoring and stimulating long-term interactions (Barakova,
Gorbunov, et al., 2015; Gorbunov et al., 2011, 2013). In an attempt to findout if a directmap-
ping from the computer to a robot game that uses collaborative strategies will be effective,
we designed a social strategy in the game within the existing game strategy by offering
help by a robot or by a computer agent who pretend not to have seen the right move and
make a move that gives an advantage to the child. The experimental design is outlined in
detail in Section 2.

We look at the human–robot interaction as taking turns between a human and a robot,
as seen in Figure 1(a) and each turn takes place of sensing the game situation, deciding the

(a)

(b)

Figure 1. The human–robot interaction process in games. (a) The human–robot interaction process
as taking turns between a human and a robot. (b) An individual turn of a robot consists of sens-
ing/perception of the state of the game, strategy module that consists of a game strategy and a social
strategy, and action towards the human. Different from existing studies in this study we ground social
interaction via the strategy module, and not by adding social features to the observable action or by
perception of social cues by the robot.
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move the robot needs to take, and acting, as depicted in Figure 1(b) . The division made
in Figure 1(b) makes explicit where our contribution is: most attention in the field of social
robotics has taken place of creating expressive robots in terms of Robot Actions – what the
robotwill sayor how itwillmove, and someworkhasbeendoneonhow the robotperceives
the opponent, i.e. on the Robot Sensing, while the Robot Strategy or the decision-making
mechanisms are not exploited in the design and grounding of the interactions with social
robots.

To summarise, in this paper we search for a game design method that will encour-
age engagement across encounters. The design combines the robot interaction using
physical objects, its intelligence for winning the game and its social strategy. In other
words, the trade-off of different types of design and implementation complexity is resolved
by optimising the user (child) engagement. For this purpose, we make the following
contributions:

• We model the human–robot interaction as continuous turn-taking between a human
and a robot where each turn consists of three components (modules): perception mod-
ule – in Figure 1(b) Robot Sensing, game strategy module Robot Strategy and physical
interactionmoduleRobotActions.While eachof thesemodules has an instrumental and a
social behavioural component, we for the first time in human–robot interaction research
we use the Social Strategy to ground the interaction in the robot with the aim to achieve
long-term engagement and bonding.

• We use as an inspiration approaches from economic game theory adapted to game sce-
narios appropriate for the age group of school children. We design interactions that
combine the robot physical interaction skills, intelligence and social strategy with the
aim to enhance the user engagement. We optimise the complexity and the tradeoffs of
the implementation of these modules using engagement criteria, obtained through a
pilot user test.

• We identify and propose a future direction for the design of the game module, that the
social and game strategy needs to be adapted to the age/level of the player. For this
purpose, a dynamic neural fields (DNF) model is proposed.

Obviously, there is a high complexity in the implementation of such a game which
caused a number of compromises.We attempted to achieve an optimal combination of the
three interaction components (modules), as a measure of optimality we used the engage-
ment of the children while playing a game of checkers against the robot. To validate our
choices we conducted a pilot test to identify which interaction components will contribute
mostly to the engagement.

2. Related work

Games with physical objects is a promising way to include robots in general and special
education since it can engage children in physical interaction in contrast to the interaction
that is offered by computer games. As discussed Section 1, most studies with robots in this
context donot includephysical interactionbeyond social gestures, and the long-term inter-
actions are achieved through designing and improving the expressive social cues of the
robot. The robots that have been used in long-term interaction studies, as recent review by
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Leite et al. (2013) conclude, rely on the ability of the designer to simulatemore complex and
diverse social behaviours as a way to achieve engaging longer term interactions. A similar
line of reasoning is proposed inWada, Shibata, Asada, andMusha (2007) andKanda, Shiomi,
Miyashita, Ishiguro and Hagita (2010). de Graaf, Allouch, and van Dijk (2017) analysed why
their social robot was not used and proposed to create robots that are enjoyable and easy
to use to capture users in the short-term, and are functionally relevant to keep those users
in the longer term. Gockley et al. (2005) propose that the new story-telling mechanism,
person identification and personalisation and inclusion of emotions could be a solution
for long-term engagement, while Coninx et al. (2016) argue that a multi-activity approach
is needed to cope with situations when repetitive encounters with the robot are needed.
Barakova, Bajracharya, et al. (2015) proposed a design of a collaborative game in which the
game plot continued over several sessions, which indeed can promote long-term interac-
tion for a number of sessions. None of these approaches have made use of game-theoretic
approaches for promoting a long-term interactions.

The design approaches using economic game theories have shown to be a promising
tool for establishing and monitoring long-term relations since they may include many dif-
ferent aspects of real-life interactions between people. For instance, they can be used to
learn the rules of collaboration. Many game designers are currently exploring the added
value of cooperative strategies within their games (El-Nasr et al., 2010) such as reaching a
goal with limited resources. Gorbunov et al. (2011, 2013) redesigned and tested a game
which utilises on collaborative patterns to induce cooperation within the game. The game
was designed to be playedmultiple times – each time a player would choose to help or ask
for a help expecting that during the next game instance the chosen partner may help back
or request a help.

It has been shown that humans respond to computer agents differently depending on
the game strategies embedded into the agent (vanWissen, vanDiggelen, & Dignum, 2009).
In particular, collaborative, altruistic behaviour in agents induces more collaborative and
altruistic behaviour inhumanplayers.Weexpect that thismaybe truenotonly for computer
agents but also for robots. Human-to-human interaction in game environments has been
formalised in different models, including models that include retrospective and prospec-
tive thinking. These models include humans’ memories of previous behaviour of other
players as well as certain expectations about the future behaviour of these players (Gal &
Pfeffer, 2007). With this approach long-term reciprocal behaviour of humans can be mod-
elled and these models can also be applied to human–robot interactions. The computer
games are of particular interest in the context of the monitoring interpersonal relations
since they covermany different aspects of real-life interactions between people. Collabora-
tion is one of the aspects of computer games, which is of a particular interest inmonitoring
interpersonal relations in goal-oriented teams. Many game designers and producers are
currently exploring the addition of cooperative patterns within their games. A special
attention was given to the identification of design patterns of cooperative games (El-Nasr
et al., 2010). It has also been demonstrated that people do not play like game-theoretical
rational players. In particular, it has been shown that thebehaviour of humans in gameenvi-
ronments can be better described if social factors such as altruism, self-interest and fairness
are taken into account (Gal & Pfeffer, 2006; Gal, Pfeffer, Marzo, & Grosz, 2004). The influence
of social factors on the game strategies of humans makes the behaviour of human players
dependent on social relations with other players – it has been demonstrated that humans



CONNECTION SCIENCE 85

way of playing depends on whom they are playing with and “friends” and “strangers” are
treated differently (Marzo, Gal, Grosz, & Pfeffer, 2004).

Moreover, it has been shown that humans treat computer agents differently depend-
ing on the game strategies embedded into these agents (van Wissen et al., 2009) and
that collaborative, altruistic behaviour in agents induces more collaborative and altruis-
tic behaviour in human subjects. Different models of reciprocity have been developed to
describe the human-to-human interaction in a game environment. For example, relations
of human subjects toother players canbemodelledby retrospective andprospective think-
ing which reflects humans’ memories about the past behaviour of other players as well as
certain expectations about the future behaviour of these players (Gal & Pfeffer, 2007).

Themodels describing human–human interactions in game environments were proven
to improve theperformanceof computer agentswhen interactingwithhumansubjects.We
hypothesise that human–robot relationshipsmight also be impacted. However, the games
that are used in the reviewed studies have been developed for adults. Children may not
be able to understand or appreciate these strategies, lacking life experience. Therefore, we
propose to use some elements of these games in board games that are liked by children.
We choose a checkers game and implement an altruistic social strategy, which was shown
(Gorbunov et al., 2011) to promote collaboration between players. To adapt the economic
game strategy to the checkers game, we simply made the robot make mistakes by using
least favourable for itself strategy and thus making the child have a lucky turn.

3. Technical approach and implementation

There have been several projects in which robots are playing board games. A checkers
playing robot is presented in Bailey and Lewis (2004). These methods do not include ele-
ments of collaborative and social behaviour that usually takes place during games.Wehave
chosen to restrict the robot gestural behaviour to only functional and not expressive ges-
tures, so we can isolate and test only the impact of the social strategy of the robot on
the engagement of the children. In our case, the robot behaviour at each turn is designed
according to the see–think–act cycle, as shown in Figure 1(b) . The Robot Sensing consists of
a visionmodule that estimates the state of the game, which is used by the Game and Social
Strategy-module to determine the next move to be executed by the Robot Action-module.

3.1. Game state estimation

The goal of the Robot Sensing-module is to calibrate the NAO’s lower camera and infer the
state of the game after each move of the human opponent. The state of the game consists
of the position of each checker piece on the checkerboard. The current move is inferred as
a combination of the game state before and after the human turn. In summary, NAO uses
the difference in the captured image to infer the move of the human and then update its
“mental” representation of the state of the game. An online update of the state also allows
the robot to keep track of the kings as well as to guarantee that the rules of the game are
followed.

pu = β0,x + β1,xpx + β2,xpy + β3,xpxpy , (1)

pv = β0,y + β1,ypx + β2,ypy + β3,ypxpy . (2)
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Figure 2. Relation between the reference frames of the camera and the position of the checkboard.

Calibration. The calibration is performed only at the beginning of the game. The objec-
tive of this is to find the relation between the camera’s 2D coordinate system (pixels)
and the coordinate system of the checkerboard (centimetres). The calibration is done
by defining the mapping between both coordinate systems using Equations (1) and (2),
where x,y and u,v are defined as presented in Figure 2. β0,x ,β1,x ,β2,x ,β0,y ,β1,y ,β2,y are the
coefficients to be estimated, these are estimated using a least-squares method which is
applied to the checkerboard inner corners as denoted in Figure 2. The exogenous vari-
ables px and py are the coordinates in x and y, respectively. The endogenous variables pu
and pv are the corresponding coordinates in the board, which are a consequence of the
checkerboardgeometry, these variables are knownapriori. Once theparameters havebeen
estimated, Equations (1) and (2) canbeused to relate theboard coordinates (v,u) to thepixel
coordinates (x,y).

Game state dynamics. Once the calibration is done, the next challenge is to be able to
track the changes in the state of the game. Let us assumeas an initial condition that is NAO’s
turn and the availability of the current state, denoted as Xt−1. Using the rules of the game
and the strategy explained in Section 3.2 it is possible for the NAO robot to plan its move
and update with total confidence its state to Xt . At this point, the opponent must choose a
move which introduces uncertainty in the robot knowledge about the state Xt+1. We rely
on the vision of the robot to identify the decision of the opponent, and then update the
state. The colours of the checker pieces were chosen to be red and green, to improve the
detection reliability of the pieces. The hue saturation value colour space is used to increase
the robustness to small illumination changes.

Once the human finishes its turn, it has to notify the robot by touching the tactile head
sensor. NAO uses the knowledge before the opponents turn Xt and the rules of the game
to find the set of legal moves of the human opponent �t . The challenge is to find φt ∈ �t ,
such that φt applied to Xt matches the image in front of NAO. To accomplish this, the
Robot Sensing module finds the green and red pieces in the frame coordinates and sum-
marises each of them as an ellipse. The centroid of each ellipse is mapped to the board
coordinates, using the calibration function. If the robot makes a mistake, two scenarios are
likely – either the state of the game found by the Robot Sensing module is wrong, or the
child did not make a legal move. To avoid wrong game state estimation, NAO tries sev-
eral times to identify the opponents move with small variations of its head position. If no
move is detected the child is notified about the detected inconsistency and asked to make
his/her move.
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3.2. Game strategy

The robot strategy consists of a game and a social strategy. When the robot has to exe-
cute its turn it has full knowledge about the current game state, provided by the Robot
Sensing-module. The goal of the robot, according to the game strategy, is to decide which
move, based on quantitative criteria, will lead it to achieve his objective, i.e. win against the
human opponent. The social strategy aims to increase the child engagement by causing
the robot to deliberatelymake amistake. An important fact at this point is that checkers is a
deterministic, observable and a zero-sumboard game. Deterministic, because given a state
the same decision will never lead to different results. Observable means that if the robot’s
vision capabilities are robust the robot will always understand the state of the game, and
zero-summeans that the each possible move is modelled by a function in which the gains
of one player are the looses of the other (Figure 3).

With this inmind, and following previous research about board games, each turn of NAO
is formulated as a min–max search tree, on which each node is a possible state and its
branches are the possible legal moves resulting from the previous action. The root of the
tree is the current state of the gamewhich is observable by assumption. Figure 4 illustrates
the min–max decision tree at the beginning of the game. Each row of the diagram repre-
sents the reachable states at a particular depth level, and the lines connecting each node
and its childrenare the legal decisionsφij, where i is thedepthand j the indexof thedecision.
The vertical axis is the search depth andm is the maximum searchable depth. For instance,
at the beginning of the game the robot has n1 possible decisions and reachable states at
depth 1. For illustrative purposes, and given the large game space, Figure 4 only expands
with one decision per level. The remaining consequences are illustrated with a label “sub-
tree”. Notice that the second level is the opponent turn, which the robot simulates using
its own objective function and assuming that the opponent goal is to win, i.e. to minimise
its value.

In order to take its decision, the robot traverses the decision tree, finds the sequence
of moves that maximise its objective function, and uses the first element of the sequence
as its current move. For this purpose, robot must evaluate all the leaves at a depth level
lower than m as well as the reachable states at depth m. As is clear from the figure, the
game space quickly grows and a full traversal is computationally expensive. To alleviate

Figure 3. Pieces detection and state estimation example. (a) Image captured with NAO camera. All
pieces of the robot and of the opponent are detected and their centers are estimated. (b) representa-
tion of the state of the game in the robot “mind”. The robot plays with the black pieces, denoted with b
and the opponent pieces are denoted with w (for white). On the color prints and in the designed game
red and green colors are used instead of black and white, since the colors might be more enjoyable for
the children.
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Figure 4. Illustrative example of the decision tree on which NAO base its decisions.

this problem the search tree is prunedusing analpha–beta traversal strategy, onwhichonly
the branches that could potentially be selected, given the previously evaluated nodes are
explored. This pruning strategy considerably reduces the number of nodes to be evaluated.
For more information about the alpha–beta pruning algorithm, please refer to Ertel (2011).

As explained before, the cornerstone of a good automatic player is its objective function.
According to the literature, there are several possibilities, particularly when themain goal is
to beat professional checker players. In our caseweuse a linear combinationof six variables,
namely: number of own pieces (p), number of own kings (k), number of opponent pieces
(op), number of opponent kings (ok), number of pieces and kings lost between the original
state and the evaluated state (lp, lk). In the experiments, we have used Equation (3) as the
objective function.

To accomplish the social strategy, we multiply the objective function by −1 with the
expectation to increase the engagement of the child on a short term and promote bonding
on a long term. In this way, the robot would help the human opponent to find a complex
move and conquer more than 1 piece

of = 0.2p + k − 0.2op − 0.2k − lp − 2lk. (3)
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3.3. Robotmotion and interaction control

Numerous approaches exist for controlling the movements of robots. For the control of
robotic manipulators Vidyasagar, Spong, and Hutchinson (2006) contain theory for (i)
force control, (ii) geometric non-linear control and (iii) vision-based control. In Stramigi-
oli and Duindam (2009) another control approach is presented which is based on a virtual
spring, connected between the end-effector of the robot and the desired position of the
end-effector in space. The forces and torques applied by that virtual spring on the robot
are calculated and distributed across the joints of the robot according to the manipulator
Jacobian.

In our experiment, the focuswill be on controlling the arms of the NAO robot. An inverse
kinematic-control strategy is already implemented in theNaoQiDeveloper Framework (Soft-
bank Robotics, 2012) for the NAO robot. This approach, however, uses a Jacobian iterative
approximation method. This kind of methods might get stuck in local minima and pro-
vide poor handling of singular configurations. In Kofinas (2012) and Lagoudakis, Kofinas,
and Orfanoudakis (2013) a closed-form inverse kinematic solution to the NAO robots arms
motion is presented. This solution was found by a combination of (i) manipulating the
forward kinematic equations until expressions for the joint angles were obtained and (ii)
using geometry and/or trigonometry. Another solution to control for grasping purposes
is presented in Muller, Frese, and Rofer (2012), the presented approach pre-calculates the
workspace using forward kinematics and saves the solutions in a look-up table, which is
used in the motion planner.

We need an approach with is sufficiently accurate, while the calculation of the accu-
rate movement is nearly real time. The overall goal of Robot Action-module is to control
the NAO robot to execute its move or if this is not possible to ask for a help and provide
detailed instructions to the human opponent where to move the piece of the robot. To
design thismodule that can have a positive influence on user engagement, we try tomimic
human behaviour as closely as possible, but we restricted the movement to only instru-
mental movements so in the experiment we can test only the impact of the game strategy
and not of the social gestures. Humans move checker pieces using their hands and have
grasping capabilities provided by their fingers. NAO is equippedwith fingers as well, which
enables grasping. Its grasping capabilities were found to be limited (Muller et al., 2012), if
an accurate pointing is needed. Therefore, before grasping, a correct position and orien-
tation of NAO’s hand has to be achieved. The control approach chosen for this purpose is
an inverse kinematic algorithm which follows a point-to-point trajectory. The inverse kine-
matic algorithmprovides the joint angles for a certain position andorientation. The forward
and inverse kinematic algorithmswill be presented elsewhere since they do not contribute
to the line of arguments provided in this paper. Here, wewill only discuss the constraints of
the implementation. Using the forward kinematics equations we found that the reachable
space of NAO’s arm is quite restricted due to the length of the arms, which makes it unfea-
sible to grasp all checker pieces on the checkerboard. This is indicated in Figure 5, which
shows all the reachable positions by an arbitrary orientation of the robot. These positions
are denoted by dots, between 3 and 7 cm above the checkerboard.

For (105) points in a grid in the joint space. For each of these points it is determined
whether they are between 3 and 7 cm from the checkerboard. This range will be the size of
the extruded pieces which would allow NAO to grasp them. Note that for this experiment
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Figure 5. Reachable space for the NAO robot on the checkerboard.

the surface height of the board was set to 5 cm beneath the NAO’s torso frame, the board
was 8 cm removed from the NAO’s torso frame in xtorso-direction. The sides of the checker
squares have a length of 3 cm. The selected control approach has a twofold drawback con-
cerning implementation. First, as mentioned before, to make full use of NAO’s grasping
capabilities the positioning of the hand has to be exactly above the checker piece. The posi-
tion is known because the position of the checkerboard is fixed with respect to the robot in
the calibration stage. The robot is able to grasp the checker pieces even though its hand is
not perfectly alignedwith the piece. The set of orientationswithwhich NAO is able to grasp
the piece successfully is limited by a set of constraints on the roll, pitch and yaw of the hand
with respect to NAO’s torso frame.

As a second limitation because the arms of NAO robot have five degrees of freedom, not
every point in the reachable workspace of the robot can be reached.

To solve both of the implementation constraints, NAO is equipped with a laser pointer.
With this laser pointer, NAO is going to point and provide instructions to the human

Figure 6. Schematic representation of the NAO robot equipped with a laser pointer.
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opponent about the move it intends to make. For practical purposes the laser is attached
exactly in line from thewrist centre to the coordinate frame of the hand allowing us to build
the solution as an extension of the already derived decoupled inverse kinematics. This solu-
tion is schematically represented in Figure 6. If the laser is placed in a different position, for
example, on top of the hand, it would act as a sixth prismatic joint. This will increase the
complexity of the inverse kinematic algorithm as the conditions for a spherical wrist are
no longer satisfied. From the Game Strategy module an input will be received in the form
of a certain coordinate on the checkerboard, for example F2. The position of this checker
piece Ocp with respect to NAO torso frame is known as the position of the checkerboard
with respect to the robot is fixed in the calibration stage. Using the derived inverse posi-
tion kinematics we position the wrist centre at a fixed point o0C . Note that once the wrist
centre is positioned, only the inverse orientation kinematics have to be executed. As the
laser is oriented along the x-axis of the �laser frame, it has to be coincide with the vector
Ocp − o0C . Together with a vector oriented close to ylaser for all positions, the frame �laser

can be artificially constructed using Marschner, Shirley, and Ashikhmin (2009). The trans-
formation matrix between this new basis and the torso frame is the input to the inverse
kinematic algorithm.

4. Results and validation

In this section we will present the validation process of the software modules described
above and the results achieved. This section is structured in the same way as that used to
present our plan of approach. At the end of this section we also present the process and
results of the pilot study with children.

4.1. Validation of game strategymodule

To validate the performance of the Game Strategy-module we focus on two important
aspects: (i) it should not take too much time for the robot to find its next move and (ii) it
should make a move that not only aims to win the match but also to engage the human

Figure 7. The computation time required to calculate the next move plotted to the depth used.
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opponent. Figure 7 shows the distributions of the time required to explore the tree at dif-
ferent depth levels. For practical purposes, we found that a maximum depth of 5 offers a
good balance between computation time and a challengingmatch. Finally, to improve the
engagement of the opponent, the objective function is invertedwith a chance of 0.5, which
means that NAO frequentlyworks to design advantageousmoves for the opponent. During
thesemoves, the opponent would be able to capture several pieces in one turn. During the
study case,we found that the children found thesemoves rewarding and their engagement
was significantly increased. This will be further elaborated on in Section 5.

4.2. NAOmotion control and interaction control

To validate the performance of the NAO Control-module, the inverse kinematic algorithm
was executed for 6250 different positions and orientations in the cartesian space. The
ground truth in this validation is provided by the joint angles which were used by the for-
ward kinematic algorithm to generate the different positions and orientations in the
cartesian space. This process did not yield any inconsistencies and the error was kept low.

Another way inwhichwewanted to test thismodulewas tomeasure the accuracy of the
laser point with respect to the centre of the checker square. During these validation tests,
we have found however that due to the extra weight (the laser pointer) attached to NAO’s
hand the joint control is disturbed. Results show that the laser point is sometimes off by
one checker square, therefore these results have not been documented.

5. User study with children

We performed a pilot test to find out whether children are engaged with the game and
whether there is a difference between the play with the robot and with the computer.
Twelve children aged on averageM=8.13 (SD = 0.34) were involved. The children played
one game with the robot and one with the computer. After both games the children were
asked to fill in a questionnaire. This questionnaire was based on the Immersive Experi-
ence Questionnaire (Jennett et al., 2008). We selected of 12 questions that related either to
the engagement of the children with the game or to the empathy with the partner (com-
puter or robot) and translated the questions to Dutch and simplified them for the children

Table 1. The questionnaire for the children (English version).

Question Z-value p-Value

1. I wanted to quit during the game 0.272 0.785
2. I found the game really easy −1.633 0.102
3. I liked to play this game −0.447 0.655
4. I was quickly distracted during the game −0.680 0.497
5. During the game I did not notice nothing around me 0.000 1.000
6. The game was quickly finished 0.712 0.476
7. I did my best −0.100 0.317
8. I found this game challenging −2.356 0.018
9. I was sad that the computer/robot lost 0.000 1.000
10. I think that the computer/robot played smart −2.124 0.034
11. I wanted to help the computer/robot −0.378 0.705
12. I wanted to win −2.232 0.026

Note: The first 8 questions concern the engagement of the children with the game and the questions
9–12 are related to the social engagement of the children and the empathy with the partner.
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(Table 1). These questions can be divided into two categories relating to: (i) the engage-
ment with the game and (ii) the empathy the child had with the robot or the computer.
For every question, the children had to answer on a 4-point rating scale (totally disagree,
slightly disagree, slightly agree, or totally agree) or fill in that they did not know. A neutral
rating was excluded so the children had to choose whether they agree or not. The nonver-
bal behaviour of the children was also recorded with a video recorder. This was done with
the aim to analyse how the children would react on the interaction with the robot – sev-
eral studies show that engagement could be detected from the nonverbal behaviour of the
children.

We compared the frequency of the children’s turns towards the computer and the robot,
their gaze at the robot and the children’s answers on the questionnaire. We only compared
the frequency count of 10 children and excluded 2 children from the data because the data
were incomplete for the frequency count.

5.1. Turns

Apaired-samples t-testwas conducted to compare the frequencyof turns inplayingagainst
the robot and the computer. The children took significantly more turns when playing
against the robot (M=19.6, SD = 4.09) than when playing with the computer (M=16.2,
SD = 2.57); t(9) = 2.36, p=0.05.

Figure 8. The gaze duration of the children across all conditions.
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Figure 9. The children’s answers on the questionnaire.

5.2. Gaze

A one-way repeated measures analysis of variance was conducted to evaluate the null
hypotheses that there is a significant difference between the children’s gaze, F(3, 9) =
27.472, p=0.00, η2 = 0.902. Follow-up comparisons indicated that pairwise differences
were significant between gaze towards the robot and elsewhere and the game, between
gaze towards the experimenter and elsewhere and the game (see Figure 8 for a visual
representation).

5.3. Questionnaire

A Wilcoxon signed-ranks test was used to compare the results from the questionnaire.
Only for the questions: “I think the computer/robot played smart, I wanted to win against
the computer/robot and I found the game challenging” a significant difference was found
between the answers for the gamewith the robot and the gamewith the computer. Table 1
shows the p and Z values, and Figure 9 shows the actual answer percentages for the three
significant results. While the children thought that both the computer and the robot were
not so smart, they considered the robot as much smarter. Another comparison shows that
the children found the game more challenging with the robot, which confirms the belief
of the children that the robot was a smarter and challenging partner. This coincided with
the results from the mean duration of the play against the robot and the computer – the
children took significantly more turns to win against the robot. In addition, they minded
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much less to lose against the robot, which implies that they see the robotmore as a partner
than the computer.

6. Conclusions and future work

In this paper we have presented the design, the implementation and the testing of an
embodied game between a robot and a child and a non-embodied variant of the same
game in which the child plays against a computer. We compared the engagement of the
children when they played with the robot or with a computer, both equipped with the
same game strategy. The design of the embodied game was based upon a combination of
robot skills for physical interaction, robot intelligence that was shown in combining game-
theoretic strategywith a social strategy. The same combination of game and social strategy
was also implemented on the computer variant of the game. By adding social strategy we
aimed to enhance the user engagement and possibly enhance the bonding with the robot
partner, which might be useful as a step towards creating long-term relationship with the
robot.

Serious games are good means for embodying the combination of social and educa-
tional or therapeutic goals in robot behaviour, since the games naturally include compo-
nents such as interactive story line, long- and short-term goals and other rewards that
trigger engagement and emotions. Gameswith physical objects andboard games in partic-
ular providemore opportunities to naturally experience social engagement and interaction
in addition to the game-specific goals, because of the continuous confrontation with the
physical presence and the interacting qualities of the two players.

The architecture designed for the embodied game (with the robot) consists of three
interaction modules, and in each module there has been an implementation challenge. To
make the robot capable of grasping or at least reaching for a game piece, the inverse kine-
matics of the robot need to be solved for this particular robot (NAO) which has not been
solved with such a quality (or report on that is not available) yet. Our method achieves
a good speed of the motor planning, which is one aspect of keeping the game engag-
ing for the children. The game strategy module is the main innovation for the purpose
of this paper, because it combines a strategy which chooses between the optimal game-
theoretical solution and the socially appropriate choice that need to be made. However,
the main goal of the study is to make the first from a series of experiments that show the
potential of gameswith robots formonitoring andgrounding andbuilding long-term inter-
action between a robot and humans. For computer agents, who lack embodiment it has
been shown that humans treat these agents differently depending on the game strate-
gies embedded into these agents. This is particularly true for cooperative games (Gorbunov
et al., 2013), and have not been exploredwith zero-sumgames.We testedwhether if imple-
menting social game strategy next to the game strategy that gives an obvious advantage
to the human player at some moves in the competitive zero-sum board game as check-
ers game is equally well accepted as it was done in a game against computer agents. The
choice of the checkers gamewasmade because the human participants were children and
economic game strategies (as proposed for instance in Gorbunov et al., 2013) are likely to
add complexity which children are not ready to deal with.

We created questionnaire that concerned the engagement of the children during the
gamewith the computer orwith the robot and the empathywith the sameopponent.More
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significant results were found with regards to the empathy and the relational behaviour
between the child and the robot/computer agent. With regards to the engagement, there
were no significant differences when child played with a computer or a robot, except that
the children found the game with the robot more challenging. The children did wanted
to win the game against the computer, but when playing with the robot they were much
less eager to win, they rather wanted to play. The results also show that the children found
both the robot and the computer not so smart, since they were giving the advantage of
the child to make a very smart move in 50 % of the cases. However, the children found the
robot significantly smarter than the computer, even though both used exactly the same
algorithm. The children also answered that they found the game more challenging with
the robot thanwith the computer. We believe that this is related to the higher expectations
about the smartness of the robot which likely stems from its humanoid appearance and
embodiment. In addition, the robot talked to the children to ask them for a help to move
the pieces, which influenced the perception of smartness.

With regard to engagement, there were mostly not significant differences between the
answers of the children in both cases. The only question that brought to a significant dif-
ference in the answers of the children was “I think the game was challenging”, where the
robot was found to be the more challenging opponent. This indicates that although the
question is in principle targeting to find out how challenging is the game, and formally is in
the category of questions that relate to engagement, the question actually concerns more
the social relations with the robot or the computer, considering the game with the same
difficulty muchmore difficult if played against the robot. This result can have an alternative
explanation. If we look at the number of turns that the children took to win the game, it
was significantly higher in the robot condition. This could be explained by the fact that in a
three-dimensional game it ismoredifficult to see somepatterns. In addition, itmightbe that
part of the attention of the children goes to the robot, as also shown in Figure 8. If judging
from the nonverbal behaviour of the children captured by the video recordings, it could
be seen that the children smiled whenever they could touch the robot. They smiled less
when playing with the computer. The videos also show that the children look and actmore
engaged when they were able to capture more than one piece from the robot in a turn.

The described experimentswere performedwith the robot choosing at randomwhen to
make a mistake and give an advantage to the human player. A more socially intuitive deci-
sions could be made if the robot uses a good model of when a mistake should be made.
For this purpose we propose to use the signs of engagement and empathy as an input to
a dynamic model of game behaviour that enhances the social strategy of the robot. For
this purpose we propose to use the DNF model proposed as a simplified mathematical
model for neural processing (Amari, 1977). The DNF model has been used to model the
decision-making, for multimodal integration (Schauer & Gross, 2004) and imitation (Sauser
& Billard, 2006). The model was also used for action selection when different sensorymo-
tor cues have temporal delays (Barakova & Chonnaparamutt, 2009). Applications feature
biologically convincingmethods that can optimisemore than one behavioural goal, which
makes it interesting for choosing between the optimal according to the game-theoretic
outcome of the game and the social goals of the robot to keep the game with the robot
engaging for the children.

Overall, our study showed that by combining the social and game strategy the children
(average age of 8.3 years) had more empathy and social engagement with the robot. This
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conclusion is made because the children did not want to win against the robot as much
as they wanted to win against the computer. This finding is promising for using social
strategies for creationof long-term-relationsbetween robots and children andmakingedu-
cational tasks more engaging. It especially can be exploited in teaching social skills. An
additional outcome from the study was the significant difference in the perception of the
children about the difficulty of the game – the gamewith the robot was seen asmore chal-
lenging and the robot – as a smarter opponent. This finding might be due to the higher
perceived or expected intelligence from the robot, or because of the higher complexity of
seeing patterns in three-dimensional world.

As an additional contribution of this paper, each of the three interaction modules can
also be used by other researchers, requiring for example: (game) object detection, solving
a game of checkers, or solving the eye-arm coordination of NAO robot in an exact way. The
software used in this research is made available on GIT Drive.
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