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Foreword

No doctoral thesis is simple. This one was complex by design, striving to integrate present thinking
from scientific psychology with past insight from analytic philosophy, and sketch a new framework
for reference, from inert words to living ‘Worlds’ of meaning. And it was complex by circumstance,
with crippling stretches of time and effort lost to illness. What is present is the result of compromise.

On the one hand, it only represents a portion of all the work done toward this project, and much that
has been sketched here was more developed, but regrettably infeasible to include. On the other hand,
it also represents the essential ideas the larger, unseen portion of this work led toward. Although it is
disheartening to consider all that got lost along the way, | thus hope that like language and reference,
what is immediately present in this compromise might serve as a guide to a greater universe of ideas.

And just like reference, a doctoral thesis is an inherently collective effort. Whether explicitly through
our discussions on this project, or implicitly over our ongoing conversations on mind, language, logic,
perception and behaviour, none of the following material would have existed in this form without the
wisdom, the encouragement, and (ultimately) the faith of the four people who supervised its direction.

I thus extend my deepest gratitude to Holly Branigan, Paul Schweizer, Alistair Isaac, and most of all

Andy Clark, without whose unflinching confidence this work would have been sacrificed to necessity.
I may not have been the student any of you deserved, but you are each what | aspire to be as a mentor.
If on a later day any part of this work can reach its full stature it will be because of what you did right.

For the experimental portion of the project partly reported here, | am grateful to Kiera Davidson and
Emma Yapp for their assistance in material preparation, data gathering and variable coding. | remain
enduringly grateful to Anita Béréndi for her incisive interventions on my approach to lexical corpora.

| further thank Mark Horne, Nick Treanor, Tom Booth, Alex Doumas and Brian Rabern for giving me
a start on serious academic teaching, and for still treating me with fairness, kindness and respect in the
toughest of personal circumstances. Though | was not always able to thank you then, | thank you now.

I thank Martin Pickering, Richard Shillcock, Rob Mcintosh, Alasdair Richmond, Dave Ward and Inna
Kupreeva for their valuable insight and their consistent interest in my work which | hope not to waste.
There are countless people with whom | have discussed these ideas (and more besides) over the years
of this doctoral project, and five years in Edinburgh beforehand, and | cannot thank them all by name.
I am nonetheless incredibly grateful for anyone who has ever had time, comments or criticism for me.

I thank my examiners, Mike Wheeler and Mark Sprevak, for their time and their considered thoughts.

I thank the College of Arts, Humanities and Social Sciences for their many years of generous support,
and Tillman Vierkant for fighting my corner, over this funding and elsewhere, since my very first day.

I also greatly thank Alan Bundy for ensuring my next steps on from this project are ever more secure.

Finally, I thank Kiera Davidson (separately) for her time and patience, and my parents for the chance
to be here at all, long in the making; for all the cultures they imparted, and the curiosity they instilled.
Although only one of you will now read this dissertation, | suspect both of you would have approved.
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Chapter 1: Words, Thoughts, and Things

1 The Problem with Meaning

“In recent years, [...] the existence and importance of this problem of Meaning have been gener-
ally admitted, but by some sad chance those who have attempted a solution have too often been
forced to relinquish their ambition.” (Ogden & Richards, ‘The Meaning of Meaning’, 1923, p. 1.)

An account of meaning ranks among the most enduring goals in the contemporary study of cognition.
From its modern reappearance in Frege the strange relationship of words, thoughts and things which
seems to underlie our ability to connect one (words), to the other (things), by means of some sort of
cognitive information (thoughts), has lastingly intrigued and puzzled. What do words express? How
do words express anything? Is a statement like “ducks quack” about ducks, or about words (‘ducks’
linked to ‘quack’), or about concepts of ducks and quacking? Does a unicorn quack? Should it quack?

As the epigram implies, the analysis of ‘meaning’ has had a long enough modern history but even the
most basic question of using some label (as | will call my object of analysis) to refer, and using some
sort of system to track what the label could be about has multiple ways to ask it. One way emphasises
the anatomy of the mechanism, taken up by philosophers like Brentano (1874) under the umbrella of
intentionality (how thought overall is about things) until Frege (1892a) provided a more focused goal
of understanding the structure of successful referring expressions and then divided the answer across
two equally-weighed components corresponding to the target and the information content of referen-
tial expressions. Here | will also study meaning as reference, in three intuitive parts: contact (how it
gets there), content (the information it has) and coordination (when the same words mean the same).

Starting with this intuitive division, which I will clarify more formally in the next chapter, my aim
with this overall project is to understand the ways that an empirical approach, motivated by newer
kinds of computational model, can complement the original philosophical analyses produced on the
topic of reference by a notably influential sequence of three philosophers, Frege, Russell and Kripke.

I will cover only object labels in particular here: common nouns or proper names or any other type of
referring expression whose referent is a concrete object or an object class. And | will view such labels
in isolation from greater linguistic structure and any of its effects, as the most basic case of reference.
I will also only cover the embodied, situated case of reference as a kind of action by cognitive agents;
whether humans or human-like users of language, intending to refer to some object using some label.

In the stereotypically philosophical approach to reference, the standard goal is getting the relation of
reference to successfully link a linguistic token (a word) with a material token (a ‘thing”) using some
reliable process. The inner workings of this process of getting a thing out of a word are secondary to
its reliability, and not usually subject to questions of cognitive implementation. What matters is that
the linkage connects. Contrasted to this, attempts to address the alternative question of how someone
infers the information of a referential expression (vs. how a well-defined referring expression is built)



take a different path. Looking at the originator and recipient of the referring expression, this school of
thought — driven by evolutionary linguistics and psychology — has tried to understand meaning in situ.

Focused on the ‘thought’ side of the reference equation, earlier semioticist authors like de Saussure

(1916) pursued the how of referential expressions: the way human agents use them to communicate

and the social and cognitive aspects of language, so that “sounds imply movements of speech [while]
both, as instruments of thought, imply ideas” (Ogden & Richards, 1923, p. 5, discussing de Saussure).
In the psychological tradition this has manifested in the considerable corpus devoted to links between
our lexical and conceptual organisation. Starting at a ‘mental lexicon’ of words in the mind, this work
then aims to connect its contents to a complex and ever-evolving ontology of concepts and categories.

The emphasis of this empirical approach is on the property-rich computation of meaning by humans:

those processes giving labels what information content they might have in the first place. It should be
noted that these processes are inherently cognitive, and equally the nature of this approach. That is to
say: they involve some sort of mental processing somewhere to explain how meaning is derived from
a label by a human cognitive agent. The distinction between this psychology-driven approach and the
earlier philosophical view of the problem of meaning is not one of direction (though philosophy often
does begin with objects, while the empirical investigation usually goes the other way around, starting
from words) but one of emphasis, in placing the information content first and foremost as its concern.
Whereas in philosophy, the specific information attached is secondary to whether (and where) a label
connects to a referent: the anatomy of reference comes first. Prima facie, this may imply a productive
division of labour between the approaches outlined, a referent-centric story covering the relationship

of e.g. sense and referent, while an empirical story covers the complex system of words and thoughts.

In practice this is harder to achieve, often due to differences in the context where these phenomena are
studied. Most empirical work on the synchronisation of information content attached to one object has
focused on the evolution of stable communication across generations, in the domain of linguistics, and
on the ‘evolution’ of stable communication over the course of goal-oriented dialogue in the domain of
psycholinguistics. In both cases, the story is broadly similar: agents start with privately held ways of
referring to a particular object, for example a duck (or more appropriately a predator in evolutionary
linguistics, or some kind of mundane or abstract item in psycholinguistics). Then the need for them to
communicate successfully will subsequently shape the starting points into something common to both.
Two agents can have a conversation about referents (e.g. a set of image cards), where the way the two
interlocutors describe them (Clark & Wilkes-Gibbs, 1986) and ostensibly think about them (Pickering
& Garrod, 2013) becomes progressively more synchronised and structurally minimal over the course
of dialogue. The lexical labels used for referents may change based on the audience, or the situation.
Labels can change, e.g. from ‘shoe’ to ‘loafer’, just by the co-presence of different referents, so that
“shoe” is used when the other candidate is a fish, and “loafer” vs. other footwear (Brennan & Clark,
1996). And the changes may last beyond the exchange in which they were made, altering concepts.

It follows naturally that attempts to reconcile ‘in situ’ empirical investigations of meaning and their

structural philosophical counterparts would have to concede an entirely abstract account of meaning.
Such an account may still be viable. And if so, it would be completely independent of one involving,
at least in any critical capacity, the cognitive or social workings of empirically-tractable agents. This
way, what could be solved as a logical puzzle in abstraction may become a more complicated puzzle
when examined in situ: in a world of human agents dealing with meaning, using imperfect languages
to encode and to express the many entities they cohabit their world with. This is the problem domain.



2 The Meaning of Meaning

In a nutshell, the core strategy of the approach | deploy here against the problem of meaning is to shift
the problem of reference almost entirely into the domain of mind and the world of referents instead of
the more traditional domain of — formal or natural — language and its structure. Through the following
chapters I will consider how traditional questions about (what | call) content and contact can be given
convincing and plausible answers, by asking them in the context of how language interacts with mind.

What is useful to consider as a primer is the book-length attempt-cum-mission-statement by Ogden &
Richards (1923) to explain the problem of meaning in its entirety, as a two-step rather than a one-step

function, from words to thoughts, then separately from thoughts to things. This neglected account that
its authors call the “contextual theory of reference” is indicative of the views I intend to develop — and
will serve to highlight a key way the ‘problem of meaning’ could indeed be shifted to mind and world.

THOUGHT OR REFERENCE

SYMBOL Stands for REFERENT
(am tmpuled relalion)
* TRUE

Figure 2. The triangle of reference from Ogden & Richards (1923), p. 11.

At the heart of Ogden & Richards’ account of meaning lies the mysterious triangle shown in figure 2.
The bottom left features the ‘symbol’, the bottom right features the referent. And nudged between the

symbol and referent, the remaining point of the triangle is given as ‘thought’. The symbol and referent
are separated by an epistemic step so that to get from a symbol to a referent one must stop by thought.

Much hangs on what this stop-over represents. Traditionally a move from symbol that ends in thought
may encounter accusations of idealism. Nonetheless this is a triangle with referents still in the (literal)
picture, although the direct route across the bottom of the figure is — we are informed by the authors —
an ‘imputed relation’: a virtual, inferred connection. So how does one go from a symbol to a referent
through an indirect route, while preserving a genuine connection between them. — in a way that will
not “locate Grantchester, Influenza, [...] and indeed the whole Universe equally inside [our] head, in
such wise that all these objects become conveniently 'mental’” (Ogden & Richards, p. 22). Key to the



solution is just what kind of thought this contentious intermediary could be. The cryptic answer given
is that this thought represents a ‘psychological context” meant to ontologically anticipate the referent.

Translating ‘psychological context’ and the rest more plainly: what a thought does in this model is set
up the brain to expect a particular referent. What it explicitly does not do is replace a referent entirely:
the symbol still points toward the external world. Illustrating this is the authors’ scenario of striking a
match. Striking a match is the causal product of a set of physical movements causing a friction-based
chemical reaction between the chemical coating of a match head and some surface, to ignite a match.
For Ogden and Richards this is a ‘physical context’: an arrangement of physical entities carrying out
some particular casual interaction. As this match is being struck by a human agent, any movements
made and sounds, smell or other accompanying perceptual stimuli cause ‘excitation’ for their mind.
That is, the human striking the match is first-hand experiencing that they are now striking the match.
This experience of (the sense-data from) a physical context is what they call a psychological context:
effectively the echo of a particular physical event or entity in the mind of an agent who experiences it.

Ogden and Richards then associate the two, by exploiting the causal link between a physical context
(an arrangement of real entities — the things), and the experience of it (a causally linked arrangement
of unspecified mental entities — the thought). Staying with their match example when a match ignites
the physical context includes a flame. So the psychological context includes the experience of a flame.

NOW LATER
Striking - Flame Striking ?7??
v A
Striking Flame Striking Flame
Experience Experience Experience Experience

Figure 3: Striking a match according to Ogden & Richards (1923).

Where this account is heading is largely betrayed by the two halves of Figure 3. When a match is in
the process of being struck, a certain psychological context is created (dotted line vertical arrow), as
whoever strikes the match experiences the process. When the match is actually struck this causes an
adjustment in the physical context (the match ignites and there is now a flame; the horizontal arrow),
and the novel part of the physical context (the flame) in turn adjusts the psychological context that a
human agent striking a match will experience at that point in time (again: dotted line vertical arrow).
But when the same agent starts lighting a match in the future, the learned progression from the strike
to the flame in their psychological context will now cause them to expect the flame before it appears.

In much the same way, an agent using a symbol — like the word ‘duck’ — would come to associate the
referent to that symbol internally as part of their psychological context. For example, a duck is often

present when someone initially uses the word ‘duck’. This way the psychological context of referents
and the psychological context of labels (or other signs of referents) become associated independently
of the original (‘external’) causal connection between the physical referents and e.g. letters on a page.
The internal relation tracks the external relation, but they do not otherwise interact. Nonetheless, it is
that original causal connection in the physical context that lead the psychological echoes of the signs
and referents to associate, that creates the reference relation (for this contextual theory of reference).
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The authors then expand on this:

“If we stand in the neighbourhood of a cross road and observe a pedestrian confronted by a notice To
Grantchester displayed on a post, we commonly distinguish three important factors in the situation. There
is, we are sure, (1) a Sign which (2) refers to a Place and (3) is being interpreted by a person. All situations
in which Signs are considered are similar to this. A doctor noting that his patient has a temperature and so
forth is said to diagnose his disease as influenza. If we talk like this we do not make it clear that signs are
here also involved. Even when we speak of symptoms we often do not think of these as closely related to
other groups of signs. But if we say that the doctor interprets the temperature, etc., as a Sign of influenza,
we are at any rate on the way to an inquiry as to whether there is anything in common between the manner
in which the pedestrian treated the object at the cross road and that in which the doctor treated his thermom-
eter and the flushed countenance.” (Ogden & Richards, 1923, p. 21)

What is being glossed in this passage is an account for sign interpretation, where ‘sign’ can stand for
much more than words: such sign situations, as the authors term them, can involve our interpreting a
thermometer, or a “flushed countenance”, or the familiar rapid movement of a match just as much as
“certain letters on a page” or the sign on the road to Grantchester — and in very much the same way.
The point thereby implied is that conceptual/linguistic and perceptual processing are commensurable.
This is made explicit: “if we realize that in all perception, as distinguished from mere awareness, sign
situations are involved, we shall have a new method of approaching problems. [When] we 'perceive'
what we name 'a chair,’ we are interpreting a certain group of [sense] data and treating them as signs
of a referent” (Ogden & Richards, 1923, p. 22). The problem of ‘meaning’ collapses into perception.

In all, the theory described above is a primitive type of system. Nonetheless, it presents a clear goal to
aim for compared to partial solutions available, and its move to collapse all meaning into perception is
instructively bold. Obscure though it is, what characterises the attempt by Ogden and Richards is their
strong desire to link the components making up the traditional problem and consider how they line up
against each other; in particular, how patterns in the world and patterns in the mind can be exchanged.

3 Overview

My approach here will be to sequentially consider first the set of questions from philosophy and then
the possible answers from an empirical approach. In the second chapter, | explore the overall style of
solution that Frege in particular advanced for the philosophy of reference and the questions stemming
from his work, regimented into the separate issues of contact, content and coordination for reference.
In the third chapter | consider Russell and descriptivism as a theory of information content, and how a
prima facie different theory from empirical psychology may improve it. In the fourth chapter | take on
the problem of contact starting with an analysis of perception and then seeking to extend its lessons to
reference. In the fifth chapter, | present an overall analytical framework based on the prior work. Then
finally I conclude with two sets of experimental results exploring conceptual coordination in dialogue.
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Chapter 2: Solving Reference

1 Setting the Stage

This chapter presents reference as a philosophical problem: a puzzle to solve, by way of the classical
approach of Frege, Russell and Kripke whose links to certain models of cognition this work explores.
I look to Frege for the general blueprint — his overall approach to reference as a problem to be solved
generally and logically (vs. heuristically or linguistically), and how empirical input interacts with the
logic of his solution to solve the problem of reference coordination, as | roughly stated it at the outset.
Having explored the motivation behind Fregean semantics I then more succinctly present Russell and
Kripke, and the formulations they each respectively motivate, for the problems of content and contact.
Bound up with the problem of ‘empty names’ these questions set the stage for everything that follows.

Together, Frege, Russell and Kripke have collectively shaped the ongoing philosophical conversation
around reference in the 21% century, such that the story from Frege to Russell to Kripke is received as
the standard ‘creation myth’ of the modern status quo for reference — typically with Kripke perceived
as the final victor in a century-long series of corrections and replies (e.g. Haack, 1978; Soames, 2007).
For present purposes | will suspend judgement on which of these three approaches to reference is best
when taken in isolation. With Frege as my starting point, | will instead assess their contributions from
a problem-solving perspective: | will explore the major problems that each approach was to solve and
the particular theoretical mechanism by which it purports to solve them. In the remaining chapters my
goal will be to consider how these mechanisms might all be implemented within the same framework;
for which task this chapter sets the stage, introduces key players, and provides the philosophical tools.

2 Solving Coordination
i. First Principles

At the heart of the new ideas Frege brought to the philosophy of language is his contrast of sense and
‘reference’ — originally found in his “Uber Sinn und Bedeutung” (Frege, 1892a) but extending earlier
analyses within “Die Grundlagen der Arithmetik” (‘A Groundwork for Arithmetic’; Frege, 1884) and
“Funktion und Begriff” (‘Function and Concept’; Frege, 1891); then itself extended by “Uber Begriff
und Gegenstand” (‘On Concept and Object’; Frege, 1892b) and his later writings (Frege, 1897; 1918).
But as the titles for some of this wider literature suggest, Frege came to the topic from a mathematical
rather than an empirical or philosophical background. He did not set out to explain language: rather, it
became important that he explain language, and reference as a phenomenon, as a side-effect of aiming
to explain arithmetic through his logico-mathematical ‘Begriffschrift’ (‘Concept Script’; Frege, 1879).

Begriffschrift was a formal language intended to capture the progression and detail of valid reasoning.
Subtitled “a formula language, modelled on that of arithmetic, of pure thought” (Frege, 1879/1967), it
was an attempt to make reasoning subject to rigorous mathematical study as a predictable, mechanical
process. Starting with well-formed ‘thoughts’ (I explore this notion more below) that are either true or
false, his language tracks the truth or falsehood of their consequences. If thought A is true, denying A
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is false. If B is false, denying B must be true. These thoughts may be about the natural world, e.g. that
opposite magnetic poles attract each other, or about arithmetic, e.g. that 4 + 4 =3 + 5. As long as they
are true or false the language will treat them equally, as a thought that is true or a thought that is false.

This level of abstraction is important. As long as some thought is well-formed (I will make this exact
in 82ii) it is possible to assert that thought is true or false! — and this, in turn, is enough for the system
to determine the truth (or not) of infinite new thoughts constructed from the original, using operations
like negation and conjunction. And this is the hallmark of a system of formal logic. In fact, the system
Frege christened ‘Begriffschrift’ is prototypical of the widely adopted family of (quantified) predicate
logics. These are logics of container classes (dubbed “concepts” by Frege) and the potential members
of those classes (“objects™) and their basic formulae are class membership statements such as ‘Kripke
is a logician’ (true) and ‘Kripke is a politician’ (false). | revisit applying such logics to reference later.
For now, | will dwell on Begriffschrift itself to underscore the type of explanation Frege is aiming for.

Frege aims for a general system of the logico-mathematical phenomena that interest him, from which

descriptions of specific phenomena like reasoning or reference automatically follow as a consequence
of its rules. Frege does not aim to identify each individual case of valid reasoning. He aims to identify
the rules that will produce every case of valid reasoning through a system of mechanical operations on
well-defined elements; ‘mechanical’ so that e.g. applying negation will always flip any true thought to
false regardless of what the thought expresses. The fuller motivations behind his choice of framework
for reasoning are made explicit in the sequel to Begriffschrift, ‘A Groundwork for Arithmetic’ (Frege,
1884/1953). This work deploys his general formal language for valid reasoning in the specific domain
of valid mathematical reasoning about numbers — arithmetic. Arithmetic and its formal description are
not of immediate concern. However, Frege also ruminates on his general goals and methodology here:

“I have felt bound to go back rather further into the general logical foundations of our science than perhaps most
mathematicians will consider necessary. In the enquiry that follows, | have kept to three fundamental principles:
always to separate sharply the psychological from the logical, the subjective from the objective; never to ask for the
meaning of a word in isolation, but only in the context of a proposition; never to lose sight of the distinction between
concept and object. To those who feel inclined to criticise my definitions as unnatural, 1 would suggest that the point
here is not whether they are natural, but whether they go to the root of the matter.” (Frege, 1884/1953, p. 10.)

This is a famous set of fundamental principles, each of which has its own significance, both for Frege

and for the core morals | aim to extract from his system. The third of the principles, on distinguishing

between concepts and objects in his logical ontology, is important for the logical analysis of ‘thought’
Frege began with Begriffschrift, then later adapted to use in his account of reference. The second one,

on the primacy of propositions over their constituent entities, has attracted considerable attention (e.g.
by Resnik, 1980; Evans, 1982; Wright, 1983; Beaney, 1997; and most of all by Dummett, 1971;1993)
for its use by Frege in defining natural numbers, in the ‘Groundwork for Arithmetic’ where it appears.
Its precise applicability for his later analysis of reference is however a matter of some debate between
commentators placing it in the centre of his late philosophy (Dummett, 1993), reformulating it (Evans,
1982), or arguing for its rejection (e.g. Milne, 1986). For present purposes, the single context | discuss
the ‘context principle’ is general enough to rely on a later phrasing (as | will below) such that whether
that is the context principle, or some weaker reformulation, will not be as important to explore further.

The first principle is the one | take to be most important: that how Frege has characterised thought, or
arithmetic, or equally how he characterises reference in work published a few years later, is objective.

! The idea that only thoughts with truth values are well-formed thoughts has one important caveat, fiction, that |
omit from this discussion for reasons | touch on in section §3i, in the context of what constitutes an empty name.
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This is a point Frege returns to repeatedly from his early work on arithmetic through to the end of his

career (e.g. Frege, 1918; 1919); and it represents what | take to be the most critical part of his method

for present purposes. Derived from general rules, rather than specific heuristics or behaviour, the way
Frege analyses reasoning promises complete isolation from the individual psychology of the reasoner
and, as a result, a guarantee of consistency. No matter who the reasoner is, and what their background
knowledge or emotional state, Frege will show how they reason about the same conclusions given the
same premises. This method is why Frege can tackle problem of reference coordination so effectively.
And his concern to eliminate subjectivity through generality is especially important to how Frege first
chose to approach the question of reference with his “Uber Sinn und Bedeutung” (Frege, 1892a) — the
conventional starting point for any Fregean treatment of the problem of reference, whose own starting
point is unsurprisingly (from the above) a question not mainly about language, but about mathematics.

(1) a=a
(2) a=b

When considering the two statements (1) and (2) above, Frege muses, these must either be statements
relating two entities designated by the labels, e.g. the cities Edinburgh and London or even Edinburgh
and Edinburgh — or instead statements relating just the two labels ‘a’ and ‘b’ themselves to each other.

This generates an inconsistency. When the statements relate the labels, (1) is true yet (2) is false given
the letter ‘a’ is plainly not the same as the letter ‘b’. When the statements relate only what these labels
designate, and ‘a’ stands for Edinburgh, and ‘b’ stands for London, (1) is still true and (2) is still false:
Edinburgh (that we called ‘@) is the same city as Edinburgh, but not the same city as London (that we
called ‘b”). If ‘@’ stands for Edinburgh and ‘b’ also stands for Edinburgh however, the labels now both
stand for the same thing: Edinburgh features once under the guise of ‘a’, then again under the guise of
‘b’ despite the two symbols still being different. Based entirely on what they designate, in this case ‘a’
and ‘b’ mutually standing for Edinburgh, (1) is true and (2) is also true. There is thus an inconsistency
in how the two statements generalise: if they are taken to relate only the labels, (1) is always true, and

(2) is always false. If, on the other hand, they are taken to relate what these labels designate (1) is still

always true — whereas (2) can now be true or false depending on what the labels ‘a’ and ‘b’ designate.

When taken to relate what labels designate, statement (2) is also significant in a way that statement (1)
is not. (2) can be either true or false based on the circumstances: as a result, its truth value will encode
additional information about these two entities than (1) can offer. It is impossible for something to not
be identical with itself. It is quite possible for some entity designated by a label to not be identical to a
second entity, designated by a different label. Plainly put: different words could mean different things.
And so, the truth or falsehood of statement (2) is not just logically variable in this case, it is also news.
(2) being true or false is news. True or false, when an identity statement relates the entities designated
by two labels and those labels are different as they are in statement (2), the identity statement conveys
additional information. It tells us these are two labels for one and the same object. By adding no more
than the indiscernibility of identicals (the notion that if a = b then every property of a is a property of
b) it says whatever applies to (or is defined for) each of a and b individually must apply to them both.
If a is a prime number and b is a Fibonacci number, and a = b, then that number is a Fibonacci prime.
And crucially, this turn of events requires both parameters to express: both the entities designated and
the labels used to designate them must be recorded to grasp this informative use of a = b as a formula,
by identifying that case where the referents are identical while the labels used to express them are not.

To address the divergent logical behaviour of identity statements based on whether they relate entities
designated by the symbols, or instead those symbols themselves, and in particular seeing how identity
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can convey additional information but only as a function of both parameters, Frege bisected reference.
One parameter of expressions that refer would be the mode of presentation: a record of how a referent
was communicated. A second parameter would be the mode of designation: a record of only the target
entity for the referential expression notwithstanding how it was communicated. The former parameter
Frege called the “Sinn” (I will call this ‘sense’) while the latter he called “Bedeutung” (Frege, 1892a).

To help discuss this material, it will be useful to resolve in advance the question of terminology. This
superficial yet surprisingly divisive issue around “Uber Sinn und Bedeutung” is the reason | have not
translated its title so far and concerns (rather aptly) its labelling in English: the appropriate translation
for the mode of designation, “Bedeutung”. As Beaney (1997) recounts, all of ‘meaning’, ‘denotation’,
‘signification’ and ‘reference’ have been suggested to translate ‘Bedeutung’ and at least one conclave
of scholars has been held with the single purpose of agreeing how divergent meanings of ‘Bedeutung’
as the act of referring and also the thing referred to, ought to be reconciled using a single term.? To be
consistent with my presentation throughout, | will continue to use ‘referent’ for the entities referred to.
To forestall ambiguity in later sections, | will also distinguish between two cases for acts of reference
themselves (the other meaning of “Bedeutung”): selecting the referent, and attaching information to a
referent — a distinction uncertain in Frege as | discuss in 82iv, yet significant in the other two systems.
The former case of somehow selecting a referent among possible entities I will call ‘designation’ and
the latter case of somehow attaching information based on some label I will call ‘specification’. Thus
given “Edinburgh is the capital of Scotland” the label ‘Edinburgh’ designates Edinburgh if Edinburgh
is its referent. The sentence specifies ‘Edinburgh’ by attaching the information that it is the capital of
Scotland to that label, and (based on the designation) thereby also to its referent the city of Edinburgh.
This second distinction is observed by several authors (Donnellan, 1966; Kripke, 1973; Evans, 1982),
albeit with different terms and for different reasons, and connects to my proposed distinction between
contact and information content for reference as separable concerns. The ways these elements interact
to motivate and to define different systems of reference will be a recurring theme through this chapter.

ii. (Onto)logical Entanglements

Having motivated the distinction between mode of presentation and mode of designation — sense and
referent — Frege (1892a) endeavours to clarify their status in his logical universe based on the second
of his fundamental principles for Begriffschrift from ‘Groundwork for Arithmetic’: “never lose sight
of distinction between concept and object”. What that expresses (in somewhat idiosyncratic terms) is
his desire to cleanly divide the entities in his system between predicates — a logical class of container
entities — and objects — a logical class of entities the former can validly contain — without overlap. As
long as these are distinct, these two logical classes suffice to construct a formal language that records
exactly which of the objects are contained inside which of the predicates. Combined with a system of
deduction (cf. Enderton, 2001), this becomes Begriffschrift — or any one of its more familiar modern
equivalents, the predicate logics standardly based on a different notation. adapted from Peano (1889)
by Whitehead and Russell (1910), like the first-order logics in Enderton (2001) or in Jeffreys (2006).

Each of these possible predicate-object pairings makes for a basic formula in such a logical language,
asserting that some object belongs in (the extension of) some predicate. In the modern style of logical
notation as opposed to the more opaque notation in Begriffschrift, this basic relationship is expressed
by the formula Fa, where F is some predicate in the logical language, and a is a specific well-defined
object in whatever domain the language was defined over; whatever set of objects the logic describes.
If this is a logic of sheep and a paddock, then a is a particular sheep, and F is the paddock which may

2 Their consensus was the generic term ‘meaning’ (Beaney, 1997, p. 36). Unsurprisingly it was soon abandoned.
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or may not contain that sheep. Fa then means (in English) that the sheep in question is in the paddock.
And the list of all pairings of F with all the objects standing for each sheep (Fa, Fb, Fc, etc.) together
with a record of whether a is indeed in F or not, b is indeed in F or not, etc., will exhaust the possible
information about those sheep relative to that paddock. Each sheep will have its F-containment status
recorded by the logic and there will be nothing more to learn about where all the sheep are being kept.

My intent with this simplistic summa of predicate logic is to illustrate the basic relationship predicate
logic is built to express, and its connection to the second principle from ‘Groundwork for Arithmetic’.
A first-order predicate logic of this sort can describe predicate-object relations and to some extent the
requirement Frege places on his system with the second principle is that it simply be a predicate logic.
That is, to be such that truth assigned to predication statements must categorise every object, as being
either in or out. In the following few paragraphs, | consider some of his reasons driving this choice in
a little further detail, to motivate the more exact definitions of the key notions ‘object’, ‘concept” and
‘thought’ that Frege uses to construct his system of reference. | then move to tackle that system itself.

Frege’s intent behind stipulating an ontology of (just) container and contained entities is that together
they can express the function-argument relationships found in arithmetic. f(x) = 2x® is a function that
operates on any valid argument in a consistent way. For any valid input it raises it to the third power,
then doubles the result. And as Frege (1891) observes in an essay immediately preceding his division
of sense and referent, there are key restrictions mathematical function-argument relationships observe.
First of all, a function operates on any valid argument in a consistent way, but the output will depend
on what particular argument was given. For the argument 1, the value of the above function will be 2.
For the argument 2, the value will be 16. For the argument 3 it will be 54, and so on. In each of those
cases the procedure followed is consistent and as Frege remarks we can ‘recognise the same function’
(Frege, 1891/1997, p. 133) underlying the outcomes. It is always raising to the third power, doubling.
As a result, there is one part of the structure involved in f(1) = 1 13, f(2) = 2 23, etc. which recurs and
another part which is variously 1 or 2 or whatever other valid arithmetical argument we choose for it.
It is therefore important to preserve the recurring aspect as a separate concern from the non-recurring
when trying to understand how functional expressions operate successfully and clearly represent that.

Secondly, it is possible that the value of a non-monotonic function, like g(x) = x? - 2, for an argument
is the same as the value for another argument. For the argument 2, g(2) = 22 - 2 = 0. For the argument
-2, 9(-2) = (-2) - 2 = 0. In both cases the outcome was zero but the argument we entered was different.
It is thus equally important to preserve the argument as a variable aspect vs. the function computing it
and in particular to record whether the same or a different argument was used to compute an outcome,
even if that outcome (the value of the function) is the same. This is especially vital for truth-functions,
where the value is exactly one of either True or False for any given formula as input (using this logic)
such that tracking the function and its output alone is never enough to fully understand its application:
knowing the rules for assigning truth and that some formula is true is not enough to guess the formula.

Thirdly, it is possible that two distinct functions like g(x) = x? - 2, and h(x) = x® - 2 will have the same
value for the same argument. For the argument 1, g(1) =1 - 2 = 1. For the argument 1, h(1) =1-2 = 1.
It is hence equally important to record when the same or a different function operates on an argument:
the familiar issue of knowing whether the same object was being communicated using different labels.
The same function can take different arguments while remaining the same function. The values of any
one function are not sufficient to determine the exact computation involved. And conversely, identical
values for the same argument are not sufficient to know if the exact function being used was the same.
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Owing to all the information that needs recording to capture these interactions, Frege (1891) suggests
that there should be a representation of a function that identifies which function is being implemented,
and he calls it a ‘concept’ to underscore its generality. On its own this is clearly not enough to capture
all the necessary information. Yet even before this problem of expressive power there is another more
purely ontological question about whether any expressions based exclusively on functions could ever
stand alone, even before considering the detail such a function-exclusive ontology would be omitting.

Pursuing this question Frege (1891) entertains the notion of picking out purely the recurring aspect of

a functional expression toward something like *g( ) = 2 + 2, which is clearly an ill-formed expression.

Even beyond any properties of functions that will remain unexplained by omitting arguments entirely,
there is no valid use for such an expression in arithmetic: crudely put * 2 + 2 is not a possible number

so the function per se is “incomplete, in need of supplementation, or unsaturated” (Frege, 1891/1997).
This ‘unsaturated” aspect of functions motivates the logical picture of function-argument relationships
Frege is seeking to construct, by capturing the asymmetry between them. Arguments in arithmetic are
numbers (objects) and the values of a function for some arguments are humbers too. The value of f(2)

from above is 16, a number. 16 was output by a function given the argument 2, another number, and it
can itself be the argument for another function, or even the same function whose output it was. Where
2 and 16 are independent from the function that happened to output one when given the other, and can
stand alone, the function (the concept) on its own is simply a blueprint in need of fulfilment This need
not mean we must know what an argument is before a function can be analysed. Statements general to
some or all arguments of a function (viz. quantifiers) are one of the headline features of Begriffschrift.
It does however presume an argument. If no argument can be entered the function collapses — just like
* 2 4+ 2 is not a number. The presumption that properties cannot stand alone will be important for later.

For now, the impact of the function-argument dynamic (expressed using predicates for functions, and
objects for their arguments) on the sense-referent dynamic is cashed out immediately in that the sense
of any sentence, for Frege, is then simply a saturated function defined in Begriffschrift (Frege, 1892a).
Which is to say: the sense of a sentence is a pair of metalinguistic entities in Begriffschrift, rather than
the original language, standing in the exact same relation as a mathematical function and its argument.
The pair captures whatever ‘meaning’ a sentence had in terms of information attached to its argument.
The sense of “Kripke is a logician” is thus a function-argument pair of the function [‘() is a logician’]
that stands in for the class of logicians, and its argument (‘Kripke’) that stands in for the man, Kripke.
This analysis fully extends beyond basic sentences. The sense of “Kripke is either a logician or a fool”
is another saturated function: the logical function [() or ()’] and its arguments, the sentence ‘Kripke
is a logician’, from above, and the sentence ‘Kripke is a fool’ (albeit represented by their truth values:
see immediately below). Whether predicate functions with simple objects like Fa or logical operators
and/or complex objects themselves built of saturated function-argument pairs, like subordinate-clause
sentences (Frege, 1892a), all Fregean senses are saturated function-argument pairs. And his term for a
particular saturated function-argument pair (in a strictly technical/logical intended usage) is ‘thought’:
any given thought is well-formed if and only if it is constituted by a saturated function-argument pair.

The referent of a sentence is then the composite of the (real-world) collection and (real-world) object,
whose logical representation is some saturated function-argument pair, represented via its truth value:
true if the real-world object mapping to the argument belongs to the real-world collection mapping to
the function and false if not. Prima facie Frege has no clear standalone theory of reference for objects,

3 Strictly this is for “regular” thoughts but I am not concerned with the other (“mock”) type here. See §3i below.

17



only basic sentences, and I tackle this in the context of his so-called Aristotle footnote in section 82iv.
At present, having laid the necessary groundwork, | finally discuss how Frege addresses coordination.

iii. Basing Coordination

Over the two previous sections, | have tried to faithfully render the motivations and methodology that
underlie the system Frege first developed for mathematical reasoning, and later adapted for semantics.
I strongly emphasised two of the fundamental principles driving his system: the stipulation for object-
predicate ontologies to explain function-argument relations, and the requirement for generality. And |

considered the depth of commitment Frege displays to a logico-mathematical standard of explanation.
My reason for the (still inevitably selective) deep dive into the ‘early’ Frege of the 1800s was twofold.
Firstly, to emphasise the clear mathematical origins of his theory of meaning. That the system he built
for reference was not built for natural language reference at all, but rather the relationship between the
functions of arithmetic and their arguments; where (as | also noted earlier) certain assumptions can be
taken for granted which may not necessarily extend to a different domain. This will be very important
for interpreting certain loose ends this system leaves us with as | will attempt to do in the next section.
Secondly, although | began with the early and most ‘canonical’ Frege up to and including “Uber Sinn
und Bedeutung” (the material typically emphasised by general-purpose textbooks like Soames, 2010),
the Fregean semantics | intend to hold up as a template for a system of coordination is instead his last.
The theory in question is the most mature — and the most contentious — version of the views in “Uber

Sinn und Bedeutung”, focusing much more heavily not just on the ontology but also the metaphysics

of the saturated function-argument pair structure that (per the previous section) Frege labels ‘thought’.

Specifically, the (only) Fregean system of reference | will target here is the one reflected in his much

later paper “Der Gedanke” (‘The Thought’; Frege, 1918) and subsequent contemporary clarifications,
like his posthumously-published memorandum to the scientific historian Ludwig Darmstadter (Frege,
1919). And as this is by far the most contentious, or at least the most premise-rich version of the ideas
Frege began developing over the material | have already discussed, and continued to develop until his
death, it is informative to remember where it all started. By keeping in mind where Frege was coming
from as chronicled in the last two sections, his emphasis on a particular ontology, and on generality at
all costs, it is arguably easier to understand the stranger places his approach eventually landed him on.
Through this section | aim to clarify the role of thought in the Fregean system of meaning, and follow
one side of his most contentious argument, to a conclusion which (at least for that side) seems correct.
That conclusion supplies the basis for solving the problem of reference coordination (as | will present
it via a more precise definition), by securing a logical prerequisite | call commensurable specification.
The Fregean endgame for coordination, in the specific context of object labels, is then tackled in 82iii.

Asked to describe what his Begriffschrift is for (a non-trivial question, given all the various ways that
he described and refined it, explored further e.g. in Sluga, 1980; Diamond, 1986; Heck & May, 2008)
Frege is quick to answer with very little preamble, supporting the motivations | have ascribed to him:

“I started out from mathematics. The most pressing need, it seemed to me, was to provide this science with a better
foundation. [...] The logical imperfections of language stood in the way of such investigations. | tried to overcome
these obstacles with my “Begriffschrift”. In this way | was led from mathematics to logic.”  (Frege, 1919, p. 362.)

He then continues immediately below:

“What is distinctive about my conception of logic is that I begin giving pride of place to the word ‘true’, and then
immediately go on to introduce a thought as that to which the question, ‘IS it true?’ is in principle applicable. So |
do not begin with concepts and then put them together to form a thought or [assign it a truth value]. | come by the
parts of a thought by analysing the thought [and its truth conditions].” (Frege, 1919, p. 362, my emphasis.)
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This passage, including a (putative®) restatement of the ‘context principle’ on the priority of thoughts
(as bearers of truth values) over their constituents (the concepts/functions and objects/arguments that
make up ‘thoughts’), invites a top-down reading of the fundamental use case for Begriffschrift along
the following lines: thoughts are either true or false, and the only kind of thing that can be either true
or false. Since thoughts are saturated function-argument pairs, what is present when a thought is true
and absent when a thought is false is the function-argument relationship. For a basic formula, where
the function is a predicate class and the argument is some candidate for inclusion — as with the sheep
and paddock — the thought is true if and only if that candidate object is found inside the class — when
that sheep is actually in the paddock. Imposing more modern terms for clarity, Fregean thoughts will
be true if and only if the object-term satisfies their concept-term, by being a member of its extension.
This particular modern terminology is based on Tarski (1933) although Heck and May (forthcoming)
argue that Frege dealt with truth in his late work in a way that “has essentially the same purpose, and
much the same structure” as the more famous terms and truth theory known from Tarski (1933; 1944).

The only type of thoughts (or formulas) | am concerned with here will be such ‘basic thoughts® about
some object a and predicate F. Per the above some thought Fa is true if and only if ais in F, else it is
false. Thoughts thereby carve the entire world of classes and objects into all the objects in a class and
all the objects not in a class, repeated for every class. This method, to classify every object relative to
every class, is the fundamental application for Begriffschrift — such that challenges applying it to real
number arithmetic effectively ended development of the system (cf. Heck, 2015). What is key for the
context of reference is that when combined with truth values, thoughts classify their arguments based
on the included function. And for Frege, this is the basic case in the application of logic to referential
phenomena. Not the objects and classes per se but their classification: putting (or not) the as in the Fs.
In the context of a simple relationship like Fa Frege thus mainly analyses the conjecture that a is in F.
| intend the term ‘conjecture’ as a more intuitive synonym of ‘thought’ rather than some novel entity.>

Having delved into ‘thought’ as a logical construct for classification, what is left is to connect it back

to the notion of ‘mode of presentation’ (which is a sense; which is a thought) and information content
where this discussion began. To find, in other words, the place of Fregean thought in human language.
This question is sensitive to a core distinction Frege is observing, between thoughts, that can be given
a truth value — e.g. the conjectures that a positive magnetic pole attracts the negative, or 22 - 2 = (-2)? -
2, or that Edinburgh is the capital of Scotland — and the manifestations of their conjectures in a human
mind, mingled with any “memories of sense impressions” specific to an individual, that he calls ideas:

“Such an idea is often saturated with feeling; the clarity of its separate parts varies and oscillates. The same [thought] is not
always connected, even in the same man, with the same idea. The idea is subjective: one man’s idea is not that of another.
The result, as a matter of course, a variety of differences in the ideas associated with the same [thought]. A painter, a
horseman and a zoologist will probably connect different ideas with the name ‘Bucephalus’.” (Frege, 1892/1997, p. 39.)

This distinction, between thought and the processing of thought by a cognitive agent, follows his first

fundamental principle “to separate sharply the psychological from the logical, the subjective from the

objective” to ensure the definition of the ‘mode of presentation’ is as general as a mathematical proof.
What makes the proofs of logic and mathematics general, such that for example one can prove there is
no largest prime number, is the assumption of nothing in specific about e.g. which prime is considered
to be the largest. Taking some prime, it is always possible to show it cannot be the largest (cf. Gowers,
2002) without ever showing, or knowing, which specific prime number this is: so this applies to every
prime. Equivalently, Frege was not interested in a theory of arithmetic — where he stated this principle

4 As | said in §2i, my commitment to this being the context principle vs. some approximate notion is quite weak.
5 Intuitive in a scientific or epistemic context, where e.g. e = mc? is a conjecture that e is related to mc? this way.
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in response to then-prevalent empirical analyses of numbers (cf. Frege, 1894) — or reference at risk of
its solutions being limited to a specific context, individual, time, or place. His target was a theory that
will maximally generalise like the proof of no largest prime by assuming nothing at all in specific and
therefore any mental content specific to individuals posed a risk to this goal by virtue of its specificity.

This problem, that Frege identifies in ‘Groundwork for Arithmetic’ (Frege, 1894), reiterates in “Uber
Sinn und Bedeutung” (Frege, 1892a — my quote above is from its English translation), then stridently
reinforces in “The Thought’ (Frege, 1918) is loosely equivalent to the notion of cognitive penetration
in the modern study of visual perception (Newen & Vetter, 2017; Vetter & Newen, 2014). The claim
that perception is cognitively penetrated, which I revisit in more familiar contexts in chapters 3 and 4,
amounts to the claim that background (e.g. conceptual) information present or accessed at the time of
perceptual processing influences the processing outcome. For example, Chalk, Seitz and Series (2010)
were able to elicit hallucinations of motion perception, by training participants to expect motion, then
eventually perceive motion that was not there. The full scope of cognitive penetration in perception is
not wholly unambiguous (cf. Macpherson, 2012) but its existence reflects the sort of worry Frege was
expressing: if my percept is ‘coloured’ by my experience then the percept becomes a joint function of
my generic human perceptual processing system and also my past experience, which is specific to me.

As a result of this worry, no mental content will be general enough to include in a logical description
of reference. And the converse must also be true: nothing general enough to include could be private
to an individual cognitive agent. Ideas are individual impressions, including impressions of thoughts,
specific to one or another time and place. Whereas thoughts must be the “common store” of mankind
(Frege, 1892/1997) if they are to do what Frege meant them to do and underpin a theory of reasoning
and reference with mathematical generality based on Begriffschrift. This unusual requirement, for not
just the processes but also the content of cognition to be subject-independent so it can function as part
of a theory of reference, else not be included at all, led Frege to the answer he gives in ‘The Thought’.
Namely, that thinking (thus by extension reference, whose unit of information content is also thought)
must be equivalent to visual object perception, except defined over a nonphysical realm (Frege, 1918).
In other words, that thought (and so reference) tracks objects and their relationships in an independent
mental space just as perception tracks objects and their relationships in an independent physical space.

This claim, and in particular the requirement that thinking tracks independent thoughts in just the way
perceiving tracks independent objects, has prompted much discussion. Whether accepting thoughts as
real but only putatively subject-independent entities (Noonan, 1980; Carruthers, 1984), connecting the
logical idealisation of thought to 18"-century conventions (Kluge, 1980), naturalising thoughts within
language use (Dummett, 1973; 1976), or tethering the information content of every thought to specific
physical (vs. general logical) circumstances, or signals (Evans, 1982; McDowell, 1984), it will suffice
to say that there are multitudes of opinions on how to avoid the particular conclusion Frege argues for.
Setting aside his requirement for a metaphysical substance for ‘thought’ equivalent to physical objects
for perception, which would take me too far afield, and also the requirement for generality for its own
sake, | will focus on a pragmatic part of his argument for a subject-independent specification medium.

Specifically, I consider how the Fregean construal of thought licences information exchange between
thinkers — albeit pending one critical gap in his system to be considered in the next section — and thus
invites a more pragmatic (vs. formalistic) reason for the subject-independence of information content,
however that subject-independence is realised. Namely how information from multiple sources about
the same referent can accumulate and so be contrasted and combined toward a more complete picture.
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To gain a clearer view of the argument for thought being objective not only in its logical role (so that
a given thought may be the argument of a function in Begriffschrift, and so part of a greater thought®)
but also its behavioural role, and particularly the intended connection between objective thought and

scientific/epistemological use of language, it will help to review a longer passage from Frege (1918):

“Is that lime-tree my idea? By using the expression "that lime-tree" in this question | have really already anticipated the
answer, for with this expression | want to refer to what | see and to what other people can also look at and touch. There
are now two possibilities. If my intention is realized when | refer to something with the expression "that lime-tree" then the
thought expressed in the sentence "that lime-tree is my idea" must obviously be negated [i.e. that lime-tree is not just my
idea — it is a subject-independent entity]. But if my intention is not realized, if I only think | see without really seeing, if on
that account the designation "that lime- tree™ is empty, then I have gone astray [...] If every thought requires [only] a bearer,
to the contents of whose consciousness it belongs, then it would be a thought of this bearer only and there would be no
science common to many, on which many could work. But [instead] I, perhaps, have my science, namely, a whole of
thought whose bearer | am and another person has his. [...] No contradiction between the two sciences would then be
possible and it would really be idle to dispute about truth, as idle [as for] two people to dispute whether a hundred-mark
note were genuine, where each meant the one he himself had in his pocket (Frege, 1918/1956, pp. 300-301; my emphasis.)

Two separate points made within this passage offer a methodological and a pragmatic argument that |
take Frege to be giving in addition to the logical one from generality, for subject-independent thought.
The first, methodological point is to connect the subject-independence of thought, and the much more
plausible subject-independence of perception. If one were told the same lime tree that he perceived in
his garden can also be perceived by others, as typically expected of the objects of perception, then all
is well. If the lime tree he perceived in his garden is a lime tree only he can apparently see, the worry
immediately emerges that he hallucinated it. So long as this contrast is intuitive for perception, Frege
argues, the same criterion, the same standard of subject-independence, ought to be applied to thought.
If | can prove the same Pythagorean theorem others have proved before, as is typically accepted in the
philosophy of mathematics (see e.g. Benacerraf & Putnam, 1983), it is likely the Pythagorean theorem
is subject-independent. The Pythagorean theorem can (at the very least) be defined without specifying
a particular cognitive agent as its owner, and is therefore prima facie ‘immune’ to individual variation.
Likewise, thought, and thereby the functions and arguments of reference, should have no owner either
— they should be ‘out there’ the same way the lime tree is ‘out there” or they could not be constant and
therefore could not be trusted. Assuming reference could be trusted, reference must be like perception.
Or: since perception can be trusted only when subject-independent the same must be true of reference.

Whether or not that argument is as palatable for non-mathematical entities is not as straightforward as
it might appear to someone like Frege who views reference as part of a mathematical system from the
outset. The point does remain, however, that either a double standard is applied for perception and for
different cognitive activity apparently directed at the outside world like reference, in which case there
should be a good theory of why such a double standard applies, or there should be no double standard.
I ignore this methodological point for the moment, but revisit it extensively in chapters 4 and 5 below.

The second point Frege makes in this long passage specifically connects to reference coordination. If
one cognitive agent, Quine, classifies some object, e.g. (via the thought encoded in) that ‘Kripke is a
fool” and another agent, Carnap, classifies the same object by saying that ‘Kripke is not a fool’ (I am
taking the negation here for simplicity), then what is it about reference that guarantees that those two
classifications of ‘Kripke’ are classifications for the same object? Aside from utilising the same label
(I revisit labels below — though it should be intuitive enough that synonymy does not imply identity),
what exactly makes the two conjectures point to the same entity such that the same Kripke, however

& As with subordinate clauses, or for intensional contexts like “Frege says (), which take thoughts as arguments.
Frege (1892a) discusses the various ways senses (and so thoughts) can often serve as the argument for functions.
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that label is analysed, is or is not a fool, rather than two entities coincidentally called ‘Kripke’ being
the classified objects? Similarly, what guarantees the two classifications are linked so one can be the
logical negation of the other, rather than being two different and wholly unrelated container classes?
For Frege, there seems to be an irrefutable need for a constant ontology underlying both expressions.

This problem is about more than logical resolution, and to explore it further I now revisit and clarify
the third of my earlier three intuitive central problems for reference, namely reference coordination.
The problem of coordination as | expressed it in the last chapter is about how reference can be made
consistent between different cognitive agents such that they refer to the same things in the same way.
I can now make the requirement more exact using some of the terminology introduced in section 82i:

(C3) COORDINATION

For a set of labels L, | take reference to be coordinated between cognitive agents, if and only if by
each label in L the agents i) designate the same entity, and ii) specify it with the same information.

If cognitive agents are coordinated they must somehow refer to the same things in the very same way.
There must be no information content attached by one agent to a referent (via its label) another agent
will not also attach. And the designated referent, whatever its domain, must be identical for all labels.
It is important to emphasise that C3 is a desired end state: the problem is explaining how to get there.

The above is a cleaner definition for the third of my big problems for reference from the first chapter.
Satisfying the requirement for all their labels implies two agents have effectively the same semantics.
This however is a step further from the situation Frege was describing. The cognitive agents from his
example are not coordinated: they plainly disagree on the information content they each attach e.g. to
Kripke or to the hundred-mark note in the original passage but they are trying to become coordinated.
Starting from a state of disagreement over (the classification of) some particular referent, they debate
which of them, fake or not fake (re: the hundred-mark-note), fool or not a fool (re: Kripke), is correct.
This situation Frege describes is a precursor for coordination. | call this commensurable specification:

(CS) COMMENSURABLE SPECIFICATION

I call two specifications Sa by cognitive agent A and Sg by cognitive agent B, of referents r and g,
commensurable, if and only if i) Sa may be substituted for Sg with no change in the information A
attaches to r based on its label, and ii) r = q.’

Whereas when two cognitive agents are coordinated they refer to the same thing in the very same way
and thereby agree on everything, commensurable specification tracks whether any information agents
each attach to a referent could be swapped between them, such that A attaches Sg while B attaches Sa,
and that both agents may attach information to labels of the same referent, no matter how that referent
was designated (or whether it was designated by the same process). The intuitive crux of this property
is that if specifications are commensurable, they belong to a common ‘information vocabulary’ about
some constant underlying ontology shared by the cognitive agents in question. Simply put, the agents
may in principle classify the same things the same way, which makes it possible for them to disagree:
they can make opposite classification decisions about an object. I illustrate this distinction in figure 1.

7 A relative equivalent, without r = ¢, can also be used but this is insufficient for Frege or for my own purposes.
This would mean two cognitive agents can apply the same specifications to the same labels (they have the same
language), while offering no guarantee that these labels are linked to the same entities. This is the ‘coherentism’
from Putnam (1981) that | have already briefly considered in the last chapter and | will reject again in chapter 5.
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Figure 1. Solipsistic problem state (left) vs. commensurable specification.

On the left is the problem state: the sort of solipsism making reference coordination a problem to start
with. Three cognitive agents each attach some sort of information classifying an object in the physical
world to a label (not depicted), in the form of a predicate-object pair. But none of the predicate-object
specifications are commensurable: there is no determinate logical link between Fiai, Fza; and Fzas or
any process to determine if a1, a; and as designate the same object or F1, F» and F3 the same predicate.
On the right is a system satisfying CS, specifically as Frege (1918) had envisioned. Between physical

objects in the world and the agents attempting to classify them there is a ‘third realm’ where physical

objects and their arrangements are shadowed by logical objects and predicates common for all agents.
Through accessing this shared inventory, agents can classify the same a as being in the same F or not.
I set aside for later the link between a and the non-italicised ‘a’ (the original referent being classified)
and between F and the non-italicised ‘F’ (the original set of referents forming a class). This is contact.

Although coordinated reference implies commensurable specification, commensurable specification is
not enough for coordination. If agents share an information vocabulary and referent ontology they will
not necessarily attach the same information to the same entities using that vocabulary. CS is necessary
but not sufficient for C3. I illustrate this distinction between systems satisfying CS and C3 in figure 2.
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Figure 2. Commensurable specification (left) vs. coordinated reference.

On the left is the CS scenario from figure 1. On the right is a coordinated system of reference where it
is not only the case that the agents can make the same classification decision for the same referent but
also that these agents do make the same classification decision for the same referent. This satisfies C3.
And | will consider how exactly the move from CS to C3 could be made to happen in the next section.

Coming back to Frege, the two conjectures ‘Kripke is a fool’ and ‘Kripke is not a fool’ thus either are
commensurable between Quine and Carnap so either conjecture could have been made by either agent
with no change in either its designation (what a conjecture is about) or specification (what information
content is attached), or instead they are not commensurable. Since only commensurable specifications
can contradict each other, if instead each conjecture is relative to who said it, so they are talking about
‘Quine’s Kripke’ vs. ‘Carnap’s Kripke’, it does appear “idle to dispute” over who is right. If reference
is at all useful in scientific or epistemic contexts — for learning about the world by coordinating beliefs
about which objects belong in what classes — it really seems its information content cannot be relative.
If Frege is right, it must be linked to the same objects, using a logical lingua franca like Begriffschrift:
a perfect mathematical language that, by virtue of its subject-independent generality, offers the bridge.
At minimum, some sort of subject-independent information language must be available and some sort
of means to ensure information could be attached to (labels of) the same referents must be guaranteed.
This stipulation forms the basis for how Frege can solve coordination via his Begriffschrift and it will
also form the basis for how | approach the problem later on. Presently | consider the Fregean solution.

iv. Two Mountains

I have extensively delved into the motivations behind the system Frege constructed for reasoning and
how that system is generally extended to reference via the division of sense (i.e. thought, a conjecture
about a particular function-argument relationship) and referent (i.e. whatever that conjecture is about).
And in the last section | emphasised what | take to be his more pragmatic argument that specification
must be subject-independent, based on what | called commensurable specification. Without this basis
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different specifications seem impossible to compare against each other. And so, among other reasons,
Frege was led to a subject-independent third realm of thought (sense) to provide specification a basis.

In this section I now attempt to compile a working model of how, on one interpretation, Frege builds
on the basis of commensurable specification to solve the problem of reference specification; and how
that solution can work for object labels like ‘Kripke” or ‘cat’ vs. full sentences like “Kripke is a fool”.
To get there, | start off by addressing some extra interpretation necessary to reduce Fregean sentence
reference into a semantics applicable into my target domain of (only) labels that specify objects. This
chiefly concerns the sense of proper names, but | also briefly touch on the role of names qua labels in
specification, and how that role in turn affects the relation between the class of proper names (such as
‘Kripke’), that always apply to one referent, and labels that might apply to one referent (such as ‘cat’).
In the next chapter, | will develop the claim that the two could and should be given the same analysis:
but at present | will merely acknowledge the issue of names qua labels in the philosophy of reference.
Then 1 will finally move to how | take Frege to solve coordination — based on a tale of two mountains.

The example set by Frege (1982a) in his ‘Aristotle footnote’ is that the name “Avristotle’ is effectively
an alias for some standard-issue classification sentence such as ‘the man who once taught Alexander
the Great’. This has the advantage of straightforwardly casting proper names as an already-explained
kind of referential phenomenon rather than taking them to be a separate problem. Every proper name
is some sort of ‘trapping’ for the same classificatory conjecture expressed in more elaborate form via
some classification sentence — on how some a is F — of the kind Frege has been analysing throughout.
This move is licensed by the consistent way Frege discusses language as the ‘trapping’ (Frege, 1912)
for thoughts contained inside, so that different linguistic constructions (or symbols, or signals) can all
express the same thought when they all encode the same classificatory conjecture. Though sometimes
controversial for more complex cases like time-sensitive language (‘I met Kripke last night’ vs. ‘T met
Kripke today’) that have no bearing on my analysis, the policy of treating multiple pieces of language
as encoding logically identical information is not exotic. Synonymy is a familiar and common feature
of semantics, and Frege effectively formalises this by casting proper names and sentences as different
kinds of trapping — or wrapping — for the same logical content which is always expressed as a thought.

What gets in the way of a straightforward analysis of proper names as logical equivalents of saturated
function-argument pairs, same as any regular language structure, is that unlike more explicit language
structures (e.g. ‘Kripke is a fool’), it is not as obvious what the function-argument pair equivalent of a
particular proper name (e.g. ‘Aristotle’) should really be. Or as Frege puts it: “opinions as to the sense
may differ” between people attaching different information to the name Aristotle'. One person might
know him as the man who once taught Alexander the Great, another as the pupil of Plato. And if both
people claimed that ‘Aristotle was born in Stagira’ they would each attach information about his birth
to a slightly different logical entity. One would be saying that the man who once taught Alexander the
Great (= Aristotle) was born in Stagira. The other would be saying that the pupil of Plato (= Aristotle)
was born in Stagira. Although these are both about Aristotle, they are not aliases for the same thought.

Such “variations in sense” are acceptable for Frege though at the same time “they are to be avoided in
the theoretical structure of a demonstrative science” (Frege, 1982a, p. 37). On the one hand Frege will
accept that proper names, if they are aliases for more explicit descriptions, have senses that could vary
based on who attaches them and (crucially) what information might be available to them. On the other
hand, he says this situation should be avoided where proper names are used for demonstrative science:
if our goal is to classify Aristotle scientifically there should only be a single classification. And that is

as far as the ‘Aristotle footnote’ informs us on what Frege had in mind for proper names, though later

sources help fill the gaps in what | will call the Fregean provisional pluralism for proper name senses.
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‘Provisional’ because this is not the ideal language; and ‘pluralism’ because the two specifications of
Aristotle from the footnote are both true of the same referent despite containing different information,
as opposed to being a correct specification and an incorrect specification, or there being two referents.

Whether the sense of proper names is well-defined by Frege to begin with is an open question and the
subject of much debate, particularly as it intersects the debate on the subject-independence of thought.
There are broadly diverging opinions, about extending through language (Dummett, 1971), or instead
naturalising (Burge, 1979; Evans, 1982; McDowell, 1984) the definition of thought and sense, so that
senses for proper names are sufficiently intelligible. With ‘sufficiently intelligible’ I mean describing
how senses can be assigned to proper names at all, if not by consulting some true classification of the
referent — its logical address in the third realm — ‘magically’ based on its (prima facie arbitrary) label.
For linguistic or mathematical structures wearing their logic on their sleeve like ‘x + 2 = 100’ there is
an explicit trail of logic taken to be the sense by linguistic-turn philosophers such as Dummett (1971).
Yet Aristotle has no obvious logical trail. Therefore, the question is how to unearth a purely linguistic
trail for Aristotle, or else appeal to some other sort of trail to ‘lock in’ the sense of Aristotle and other
proper names e.g. based on a history of learning or of interaction with the referent. And after that step
there is the follow-up question of how that process can produce multiple senses for some referent, for
example according to the natural language context, or based on one vs. another history of interactions.

There is also a formal question over whether a method exists to identify a logical alias for each proper
name that will not itself include another proper name, like Frege saying Aristotle was a pupil of Plato,
lacking which any attempts to replace all proper names with their logical aliases can regress infinitely.
And there is the related question of whether a proper name itself, the lexical label ‘Aristotle’ is part of
its information content as Burge (1973) in particular argues for, or is instead eliminated by the logical

structure for which it was an arbitrary alias. This question in particular will be important for chapter 3,
and I will not pursue it further here except to say that this is an open question; and that if the labels for
proper names are themselves part of the information content they attach to their referent, and the same
applies to names like ‘cat’ that may (or not) be attached to a single object, then the difference between
labels for proper names and for common nouns might be expressed through the size of their extension.
Therefore, if all labels are indeed classes, and the information content of ‘Aristotle’ includes that he is
called Aristotle without circularity, then proper names and common names can fall under one analysis
—or so | will argue in the next chapter. For now, | will assume it, and ignore any worries over regress.

It should be clear the above is entering territory Frege did not cover: whether searching language for a
trail to the sense of proper names, or searching experience, these complications force a departure from
the Aristotle footnote and what Frege has explicitly said about the matter. Much of what is raised over
proper hame senses also hangs on the other question, of how senses become associated with a specific
referent. In other words, how we attach some specification to an arbitrary entity we label Aristotle’ —
for which it can then function as a logical shorthand — and not some different entity, or no entity at all.
This other question is what | have called the problem of contact and I will not discuss it through Frege
although many of the same questions will resurface when | finally do consider it here and in chapter 4.

These caveats stated, what | instead return to is coordination: how Frege can make the move from CS
to C3 in figure 2, and solve the problem of reference coordination based on his ‘provisional pluralism’
as | have given it from the Aristotle footnote, and pace the numerous complications for proper names.
This will not be an attempt at definitive interpretation, and | will consciously sidestep a lot — if not all
—the issues | have just raised. My focus will be on the plausible reconstruction of what Frege wanted,
or perhaps hoped, to achieve with his system of reference for proper names (thus all names, given my
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working assumption). More specifically: how his desire for a system of reference accounting for what
is true intersects with the epistemic requirement that sense accounts for what is just thought to be true.

I pursue this attempted reconstruction from a source familiar to Fregean scholarship (cf. Evans, 1982)
telling the tale of the two mountains ‘Afla’ and ‘Ateb’ and the two explorers scaling them for science:

“Let us suppose an explorer travelling in an unexplored country sees a high snow-capped mountain in the northern
horizon. By making enquiries among the natives he learns that its name is ‘Afla’. By sighting it from different points
he determines its position as exactly as possible, enters it in a map, and writes in his diary: ‘Afla is at least 5000
metres high.” Another explorer sees a snow-capped mountain on the southern horizon and learns that it is called
‘Ateb’. He enters it in his map under this name. Later comparison shows that both explorers saw the same mountain.
Now the content of this proposition ‘Ateb is Afla’ is far from being a mere consequence of the principle of identity,
but contains a valuable piece of geographical knowledge. [...] An object can be determined in different ways and
every one of them [corresponds to a name], and these different names have different senses; for it is not self-evident
that it is the same object which is being determined in different ways. [...] Now if the sense of a name were something
subjective [...] a common store of thoughts, a common science would be impossible. It would be impossible for
something one person said to contradict what another said.” (Frege, 1914/1996, pp. 320-321, my emphasis.)

The plot of this story from a letter Frege wrote to Philip Jourdain is by no means novel to that source.
It follows in the tradition of several examples from his earlier work using zoology, astronomy (Frege,
1892a) and mountaineering (e.g. Frege, 1904) to embellish the initial case study he began his analysis
of reference with: a = b. The names of these mountains, ‘Afla’ and ‘Ateb, are anagrams of ‘Alfa’ and
‘Beta’. They dispense outright with mere allusion to mathematical form, like his more famous case of
the Morning Star and Evening Star (Frege, 1892a). Mt. Alfa and Mt. Beta explicitly recapitulate what
Frege seems to consistently consider the basic case for the analysis of reference as part of his broader
theory of thought. Namely, the coordination of classifying theories about objects of the natural world.

Be they mountains or planets or animals (cf. the quote about the horse Bucephalus in §2ii), the thread

running through these similar examples is his appeal to an underlying motive of unifying information:
not just that a = b is a puzzle, but that this is the relevant puzzle to understand what reference ought to
do for us, and what a theory of reference most ought to cover, by describing what happens when there
are two different pieces of information attached to two different labels both pointing at the same thing.
And what (per the story) happens in that case is that we want to compare that information. We want to
unify prior knowledge about the classification of a, with prior knowledge about the classification of b,
and thereby come to extend the classification of the object they both refer to. In other words, we want

to transfer our discoveries, from one object of thought, and maybe from one thinker, to another object
of thought, and possibly another thinker. What Frege is motivating is a logical theory of reference for

the use of a common science (this much is spelled out clearly), and transfer of information is what the
science in question (based on all the passages I have cited) appears to run on. This is another guise for
what | have earlier called the pragmatic side of Frege, to the extent later examples like the debate over
the hundred-mark note are intended to cohere with his theory of reference; and there is no cause to see
his remarks in ‘The Thought’ as motivating anything but that same consistently intended ‘big picture’.

The intended big picture for Fregean reference based on all of the above might be something like this:
one scientist, Dr Alfa, and another scientist, Dr Beta, each discover something novel. (Of course, | am
re-treading the standard Fregean story here.) Dr Alfa discovers that chemical a has the property F and
Dr Beta discovers that chemical b has the property F as well. Dr Gamma — a recent transfer — suspects
that a third chemical ¢ does not have the property F, e.g. because of some other property G that ¢ does
have according to his own research. Dr Alfa thinks Fa. Dr Beta thinks Fb. Dr Gamma thinks that -Fc,
because he also thinks Gc. It is important to note the subtle but important shift from what is true to the
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belief that something is true which is essential to any one of these examples.® Having these beliefs the
three scientists meet at their annual conference and this is where the Fregean big picture | have argued
for (or at least have inferred) is in play. What kicks things off is the shocking discovery that a = c = b.

If we can assume CS about the scientists such that ‘a’, ‘b’, ¢’, ‘F’and ‘G’ are all commensurable and
we adopt a pragmatic point of view, the next question is how they can use that property to better grasp
the world from the starting point of their beliefs at the point of discovery. Until that point of discovery
the scientists collectively employed® the sort of non-ideal language tolerated in the Aristotle footnote’
where a single object is variously specified: they were in that state I called provisional pluralism. And
after that, like the two mountaineers from the story the scientists presumably compare notes. Because
CS is true they are able to compare their classifications directly. Alfa and Beta can confirm with each
other that Fa and (crucially) they can compare their belief that Fa with Gamma, who believes that Fa
is not true — and at any rate is absolutely certain Ga is the case. Note again the nuance that has slipped
in here, where now the beliefs have degrees. | introduce it for a reason that will become apparent later.
Doing what they each could, the trio made certain discoveries and certain hypotheses and now attempt
to compile them all into just one model. If Alfa and Beta are right this model contains Fa — and what |
have been describing via this story is that exact transition effected from the left to the right of figure 2.

Classifications were compared until a consensus won, then it was spread across the whole population.
And that is the endgame | extract from Frege about reference coordination: that given CS or a similar

guarantee of a common vocabulary and a scientific context, communication begets coordination. And
if it seems like this endgame is arbitrarily imposed on Frege there is one more thing to consider. If all

the scientists having compiled their discoveries and expertise now agree that Fa, and if they keep at it
until after a very long time they classified a for every property, then every referent for every property,
then they will also have transitioned, from the tolerated provisional pluralism of the Aristotle footnote
(their starting state), into the perfect language Frege (1892a) wrote “Uber Sinn und Bedeutung” about.
Coordination is embedded in a process whose end state is the perfect logical language, not such that it
entails that perfect language exactly and parsimoniously classifying the universe but such that getting

coordinated gives science an opportunity to make progress toward it: that is the endgame of reference.

What | have thus inferred about this ‘pragmatist Frege’ is the missing link, between what he describes
as the desired end point in “Uber Sinn und Bedeutung” and what he later motivates as the desired start
point in ‘The Thought’. I have not inferred the start or the end point, both of which are vividly spelled
out across these and other sources. There is doubtless more to achieving a ‘perfected’ science than the
capacity to coordinate beliefs about classes. Still, Frege (explicitly in ‘The Thought’) felt this capacity
is critical. This is what I imply with the slogan ‘communication begets coordination’. That given a) an
assumption equivalent to CS, and also b) a process whereby beliefs are compiled to weed out the false
and add up the true like the ideal Fregean natural science, then joint classification begets coordination.
And where for Frege CS is underwritten by subject-independence for those logical objects comprising
the particular saturated function-argument configuration he calls ‘thought’, the question remains open
whether this is the only way to underwrite CS and even if it is, whether such an approach can succeed.
As a result, my take-home message for coordination in particular is that, here is a case where it works
by assuming a particular sort of logical ontology (and to an extent a metaphysics) for object reference.
As to how or where | think that case is plausible, or feasible, this will be a discussion to return to later.

8 What | mean by this is it is unlikely that Frege wanted to describe reference in a science where classification is
certain. If so it would be pointless to discuss disagreement over classification such as for the hundred-mark note.

% CS is what implies this is one language, and | have assumed CS as Frege does.
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3 Solving the Rest
i. Running on Empty

So far in this chapter | have taken aim at how Frege frames reference as a logico-mathematical puzzle
and then attempts to solve that puzzle, with a consistent emphasis on generality and coordination. The
Fregean project to address reference coordination based on a subject-independent logical ontology of

information content has been the focus of my attention, and what | aimed to motivate and reconstruct.
I now shift my focus to the other two parts of what | identified as the tripartite problem of reference —

the problem of contact and (completeness of) information content — and two authors who emphasised

each of them in their contributions to semantics as much as Frege had emphasised coordination in his.
Bertrand Russell on content and Saul Kripke on contact round off my tour of ‘classical’ philosophical
semantics; that influential body of competing philosophical systems of reference whose connection to
a particular class of modern theories of cognition and perception | have set out to explore in this work.
Taken together these three authors also round off an inventory of philosophical questions and answers
about reference that provide the exact basis, and the measure of success, for my suggested framework.
In other words, they mark the span of my first ‘world of meaning’ (in the lowercase-w sense): not just
as an influential body of theory but as a philosophical premise set forming a portion of a larger puzzle.

Following Frege and coordination, the task of more exactly setting out the stipulations for content and
contact from the viewpoints of Russell and Kripke is comparatively easier. These authors present their
concerns for the problems I will be regimenting as ‘content” and ‘contact’ in a briefer and vastly more
self-contained format than Frege. And any connections between their views, if taken as stipulations or
premises, and empirical work answering or complementing them are also much more easily identified.
Whereas for Frege any links between coordination in his work and empirical science are more diffuse,
the questions raised by Russell and Kripke are (1 will argue) intimately linked with particular research
programmes*® from modern psychological science. And these links are easier to show alongside those
empirical theories that (again, | will argue) appear to either modify, or to outright meet their demands.

For the latter reason in particular, | will thus divide my discussion of Russell and Kripke between this
and the following two chapters. Over the rest of this chapter, | will only consider the problems raised

by Russell and Kripke in response to Frege that | take to comprise the problem of content and contact.
As with coordination, my aim will be to extract each problem (and any implied conditions for solving
it, like CS) from whatever philosophical context it was raised in. Since Frege is the common target of
both these problems, the only context needed is the Fregean system | have already presented at length.
It is therefore possible to sufficiently motivate and define the problems of content and coordination in
(just) the shadow of Frege without great consideration of their own internal problems and interactions.
Over the next two chapters, | will then delve deeper into each problem, and in particular each solution
given by Russell and Kripke, with their internal weaknesses and connections to psychological science.

For now, | discuss just the problems: what is missing so that a coordination-centric Fregean semantics
is not the final word on reference. And one special object of analysis in particular, missing most of all
from Fregean semantics, is the empty name. This odd object stems from questions of contact — i.e. the
‘getting there’ of reference — but touches on every part of the fuller problem. And it can serve as a test
for whether a system of reference passes muster, as a formal theory, by analysing it successfully. The

empty name is specifically the weakness of Fregean semantics that both Russell and Kripke exploited,
to launch their competing alternatives (albeit in different ways). And it is the springboard, or test case,

10 In the Lakatosian sense of an overlying goal or narrative pursued by a research community; cf. Lakatos, 1976.
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for many more systems of reference past the ‘creation myth’; e.g. by Meinong (1905), Quine (1948),
Zalta (1983), Sainsbury (2005) or Recanati (2012). Empty names are thus a diachronically consistent
plot device for theories of reference, directing discussion toward or away from some types of analysis.

To better inform my discussion of Frege, Russell and Kripke, and also systems of reference in general
(including the framework I will be suggesting), in this section | will thus attempt to taxonomise all the
various instances of ‘empty names’ in a generally usable way (i.e. one not bound to a specific formal
system), with the aim of making it clear where each ‘species’ arises, and so where precisely a system
of reference ought to worry about tackling it. My taxonomy largely follows the intuitively-motivated
style from Kripke (2013) stemming from how different ‘empty names’ are used, though | will present
a slightly more elaborated breakdown and will not necessarily accept the same borders between cases.
That said, the prima facie idea of an ‘empty name’ can already be explained with the terms I have set
out so far: an empty name is a label without designation. Which is to say, an empty name is a name —
in my terms a label as | do not distinguish between proper names and common nouns (cf. §2iv above)
— that has no referent. Most of the trouble with empty names consists in making this condition clearer.

At first reading ‘the present King of France’, ‘square circle’ and ‘Odysseus’ would all be traditionally
considered empty, because in each case (at least at first reading) there does not appear to be a referent
for them. Cases like ‘unicorn’ and ‘dodo’ might also fit this bill, as there are none of those either. The
same might also be said of ‘phlogiston’, where a referent was anticipated but was never there after all

(cf. Godfrey-Smith, 2003). And lastly, perhaps a description for ‘the man holding a martini’ in a busy
room is an empty name when, instead, there is only a man holding a glass of water (Donnellan, 1966).
What | intend with these examples is to showcase the many ways in which there may not be a referent
for a label — be that label wrapped as a name or more explicit as a description (again cf. §2iv above) —
which are not necessarily tokens of the same type of phenomenon, even if these are all ‘empty names’
in the sense that there is nothing (currently) in the external world of physical objects that they refer to.

Although the conditions for some of these being empty or not are intimately tied up with descriptivist
(vs. Fregean) reference, which | will preview in the next section and then tackle in earnest throughout
chapter 3, there is room for a more general-purpose classification of typical ways names can be empty
even in advance of considering descriptivism. | will follow Kripke (2013) here in distinguishing types
of empty names by usage but | will also include a constrained sort of counterfactual usage — a ‘degree
of emptiness’. Based on both these considerations | offer a usage-based classification of empty names,
and in that process introduce an important element in both Fregean and Kripkean semantics: intention.

First and foremost, there is the class of names intended to be empty. These are the fictional names like
‘Odysseus’ (which is an example from Frege, 1892a), or ‘pegasus’, ‘unicorn’ and so on, as well as the
fictional contexts of usage for otherwise nonempty names like a story incorporating a living, breathing
individual as a character! in an otherwise (intentionally) fictional narrative. This fictional-usage class
of empty names has a wide and varied literature; so, as my focus is squarely on reference in its natural
(or naturalistic) usage, intentionally empty reference will only feature briefly, to motivate future work.
Setting aside the fictional case to focus on labels intended to refer while somehow not referring (in my
terms: intended to designate a referent, but not designating a referent at all), there is then a question of
how good a job they could have done picking out a referent. Again, specifying this notion would need
at least a definition of contact (which | provide later in this chapter, cf. §3iii) but there is an intuitively
greater problem with e.g. ‘square circle” when used as a label, than there is with ‘phlogiston’. There is
perhaps a lesser problem with ‘dodo’ or even the otherwise-notorious ‘present King of France’, where

11 Whether these may be non-empty while being fictional as Kripke (2013) contends will not be of concern here.
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the name is empty now, yet would have picked out a living, breathing thing as intended 250 years ago.
And there is perhaps no problem at all with ‘the man holding a martini’ even if his drink is not correct
—as long as there is no other man holding a glass we could misidentify him as, in that very busy room.

The above distinctions suggest an effect of a particular sort of counterfactual context in resolving, and
thus classifying empty names. Kripke (2013) argues the man holding the martini is not an empty name
at all as we are still able to pick out the intended man in the room using that label; he also claims there
is no distinction between fiction and unintentionally empty names, like the others, where the name has
been discovered to be empty. For Kripke, there is a distinction between names understood to be empty
(whether in advance or post hoc like ‘phlogiston”) and names understood to be non-empty by their use
despite any apparent misalignment of explicit information content as with ‘the man holding a martini’.
The slogan here could easily have been, names either work or they don’t. And when they fail to help a
human pick out a referent that (and only that) is what makes them empty. Setting aside how labels not
intended to pick out a referent, in advance like ‘Odysseus’ or in retrospect like ‘phlogiston’, could still
have an indirect usage, the core distinction Kripke is observing really falls between the names that are
successfully used for the job of referring, and names that are not. And what is a successful and helpful
usage for picking out the referent in one context by whatever means, could be unsuccessful in another.

Whether some label is an empty name hence resolves into a context-sensitive question of whether that
label was (not) successfully used to designate a referent. Taking a cue from this idea by Kripke (2013)
I classify empty names along three ‘species’ based on those contexts where they are successfully used
to designate a referent for some given natural context — where by ‘natural’ | mean a context that either
can be found in the current, actual natural world, like a room or (more broadly) an environment or one
that could be found in a past iteration of the same. Mistaken names are what | will call labels that have
no successful use in a natural context — whether explicitly like ‘square circle’*? or following empirical
investigation like ‘phlogiston’. These are labels for which there is no good use at all. There never was
a referent. Vacant names are labels that have no successful use in this context, but do have one natural
(past or present) context where they successfully refer. ‘Dodo’ is a vacant name how as there are none
around yet in 1750 it could be used to designate a particular living, breathing bird. Inconsistent names
are finally labels that have a successful use in the given context, but that use is inconsistent with their

explicit (and/or implicit; I revisit this in the next chapter) information content — like ‘the man holding

a martini’ where the label is successfully used, but inconsistent with the explicit information attached.

And underwriting this taxonomy is the intent to successfully refer. As Kripke (2013) rightly points out
when (I think wrongly) conflating the analyses of mistaken names and fictional names, there is a clear
and important distinction, between a label used under the assumption that it does designate something,
and a label that is completely ‘given up’ as falsehood or fiction, for how that label should be analysed.
It is certainly not the case that fiction consists of “failed facts’. It is also not correct that an abandoned

label should count alongside labels earnestly meant to designate referents. And for exactly that reason,
I would argue that the epistemic transition, from intending to refer with a mistaken name, to giving up
a label because it is mistaken, is something worth preserving as distinct from the purely fictional case.

Armed with this taxonomy of empty names, the remainder of the tools and notions | require are much
more easily presented. And easiest of all given the above is the main problem with Fregean semantics:
that in aiming to analyse only the endpoint of the ideal logical language arrived at via communication,
Frege (1892a) conflates the intention to refer with successfully referring, in natural/scientific contexts.

12 There is a plausible ironic/indirect context of successful usage for ‘square circle’, designating a confusingly
complex shape. But this falls under the category of intentionally empty names feeding e.g. Gricean implicature.
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That is: the intention to classify a as being in F by using the expression ‘Fa’ (as opposed to a fictional
usage which he does cover) entails that a designates a referent for Fregean semantics. The conjectural
element of ‘Fa’ is exclusively about whether that a is correctly classified for F, under the assumption
that a is an entity previously (or subsequently) classified relative to other predicates. There is no case
described in Fregean semantics where intention to refer does not by itself presuppose a valid referent.

ii. Lost and Found

To make the above more precise: there is no consistent case described in Fregean semantics where the
use of a conjecture ‘Fa’ to classify an object via a truth value does not also presuppose a is nonempty.
In other words, there are only ever two options in play when Fa is concerned, as depicted by figure 3.

PROBLEM STATE C2 (FREGE)

Fa —Fa *F X Fa —Fa

Figure 3. The empty name problem (left) and the axiomatic exclusion solution.

Frege (1884) does allow for the possibility of empty names but the formal structure he assigns to them
makes all classification statements involving empty names axiomatically false. This renders Fa and its
logical opposite —=Fa well-defined in Begriffschrift, when a is empty. It also makes both of them false.
The result, which Russell (1905) is eager to point out in his deconstruction of Fregean semantics when
considering empty names in the picture, is that Frege allows for empty names at the cost of the Law of
the Excluded Middle: a foundational principle of classical logical calculus, including Begriffschrift, in
virtue of which the truth value of any well-defined formula is made determinate. Ergo, this is no good.

What Russell (1905) instead proposes is the new doctrine of logical descriptivism placing description
at the core of reference as a phenomenon, even more so than the classification-oriented Begriffschrift.
Descriptivism explicitly renders all object reference as description and | consider it more in chapter 3.
What is important for present purposes is the motivation behind descriptivism vis-a-vis empty names,
like the present King of France, against both Frege and competing analyses like Meinong (1905). The
problem that Russell (1905) and Meinong (1905) — and other rough contemporaries, like Twardowski
(1894) — are aiming at is what I will shortly be defining as the problem of content for object reference.
From a broadly Fregean starting point they begin by accepting the idea that reference can be analysed
through the mechanism of logical classification. In other words, that there is some information content
aspect of reference (that Frege called the ‘sense’ or ‘thought”) complemented by a criterion of whether
that information content is accurate (like the truth-value assigned to each thought, such that e.g. a is in
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F or is not). They then ask what form that mechanism must take, in order to generalise more fully than
Frege envisioned: in particular what form it must take to generalise over empty and non-empty names.

Otherwise put, the question was how to arrive at a theory of reference where every classification case
for a label — including that there is no referent — can be given a general expression in the same logical
language, consistent with the rules of the logical calculus that Frege had developed in the last century.
| take this question to be the intuitive problem of (completeness of) information content for reference:

(C2) CONTENT

For some language & and set of labels L, I take the content of L to be the specification of all L in &.

More than the previous definition, for coordination, the above leaves some room for unpacking but is

ultimately quite simple a requirement. What it amounts to is a relationship between a set of labels that
comprise the pool of entities whose capacity to refer we are interested in, and some arbitrary language
(arbitrary in this definition) using which all those labels of interest may be specified without exception
—so that for every label in L there is a mapping between that label and some appropriate formula in .

I then take the specification of each label in this manner to express its information content. That is, for
my usage I will not delve deeper in what ‘information content’ ought to be, e.g. following information
theory (Shannon, 1948; Mackay, 2003). My interest is rather in there being some general and uniform
way to attach some kind of description in one language to all labels of interest in a theory of reference
whereby the language will interpret or otherwise elaborate on these labels, for example by description.
What is important to emphasise is that the sort of languages | will be discussing through the following
are all interpreted logical languages per the template of a first-order predicate logic like Begriffschrift.
And | do not intend to deviate from this idea of what specification languages are: were this the goal, a
more general discussion of information content would likely be called for. Whereas what | am aiming
to do with the above is not to define, or even prescribe features of the best sort of language for the job
of specification. | am instead aiming to define what the job of specification is in a theory of reference:
specifically, to attach some sort of appropriate information in a general way for every label of interest.

It should already be possible to see how Fregean semantics as | have described it is challenged by C2.

Although it does account for the specification of each label, after which classes its referent belongs to,
there is no general form of specification for there being no referent to classify. As a result, though it is
ostensibly sufficient for explicit expressions like Fa presuming a is non-empty, the Fregean semantics
I have described above fails to tackle cases where a is presumed non-empty yet is empty and so cannot
be classified. What is useful to note is that the analysis explicitly given in Frege (1892a) is immunised
against this concern, by limiting what labels are of interest. Effectively, Frege is saying that just labels
known to refer, by some external means, and are thus validly presupposed to refer ought to populate L
in the above definition. And this does solve the problem for Frege in the context of classifying reliable
reports from a natural science already on its way to being perfected — to the extent of already knowing
what referents there are to classify. But it does not solve the harder problem of providing a system for

reference before the ontology of referents is even clear itself, and the labels may not refer to anything.

Another clarification is in order concerning labels themselves, which | have so far used in an intuitive
rather than exact fashion. What I mean by ‘label’ in this context, and throughout the following, is that
token to which e.g. information content might be attached, or a referent might be related, in actual use.
That is: | do not mean some sort of abstraction, like the type ‘Kripke’ or ‘cat’ (which is also why I am
avoiding ‘name’ for its similar connotations), ranging over all those signals that presumably pick Saul
Kripke or e.g. all the members of the felidae family out from a bag. Rather, my intent is to analyse the

33



instances of literal strings like ‘Kripke’ or ‘cat’ (or equivalent sounds or gestures), used in a particular
context to ostensibly pick out a particular referent. The set of labels L is therefore populated by a vast
number of duplicates, and a vast number of variations on the same name or description. Starting from
those instances, | will (shortly) appeal to abstractions, but it is the instances that | analyse in this work.

It is lastly worth observing that | have been discussing specification of labels rather than referents, yet
my previous definition e.g. of commensurable specification invoked specification of referents. That is
because by the time a theory of coordination is desired, there is likely already a theory connecting any
specification of labels to referents, by virtue of connecting the labels to referents. At any rate, as noted
in the last chapter my interest here is in connecting these three aspects of reference (via the framework
in chapter 5) under the assumption that they are all valuable — for the prima facie reasons | gave in my
introduction and for methodological reasons | motivate in the next three chapters; so, the conflation is
harmless so long as specifications of labels (i.e. content) have a reliable way to carry over to referents.
Accordingly, my usage of ‘label’ to cover referring expressions of various forms — notably names and
explicit descriptions — is intentionally ambiguous given the common treatment I will pursue for these.

These clarifications aside | now very briefly preview the Russellian solution to the problem of content
before moving on to the final problem, of contact, common to both Fregean and Russellian semantics.
The Russellian solution to the problem of content is — like the problem itself — inherited from Fregean
semantics. Where Frege gave a system of reference just for non-empty names, Russell (1905) expands
the same underlying general system of logical specification into the case empty names as per figure 4.

PROBLEM STATE C2 (RUSSELL)

F(3) FOa () F FOa ()

I Fx I Fx —Ix Fx \/

Fa —Fa *F X

Figure 4. The empty name problem state (left) and the descriptivist solution.

Though I will not go into further detail about how the formalisations on the right-hand side of figure 4
work until the next chapter, the gist of what Russell (1905) gives here is a correct logical specification
for every case, following which there is always a way to specify a label even when it refers to nothing.
This is achieved by invoking the additional logical mechanism of quantification — developed by Frege
in Begriffschrift but not previously used this way — to define three possible states against Frege’s two:
FxFx (‘there is an X so that Fx’) classifying something as F, which we might then use a to symbolise;
Fx-Fx (‘there is an x so that =Fx”) classifying something outside F, which we can then again use a to
symbolise; and also =Fx Fx (‘there is no x so that Fx’), indicating that nothing at all is classified as F.

In many ways this amounts to an upgrade of the Fregean system, making room for more types of label
without significantly altering the premise that information content ought to be managed by a logic and
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the ‘purchase’ of this information content in the external, physical world ought to be managed by truth
conditions for that logic. Using my taxonomy of empty names from §3iii all the cases of vacant names
and mistaken names are accounted for; though with no way to distinguish between them except by the
potential differences in truth conditions by context, which will amount to a modification of the system
that I will discuss more in the next chapter. What this Russellian system, of expanding the logic while
keeping much of the underlying framework intact, still does not account for is any inconsistent names.

iii. Sorting

To be clear, inconsistent names are not the only thing Russellian descriptivism struggles with. Yet it is
sufficient to exemplify the sort of question motivating (what | take to be) the third part of the problem
of reference. And that general sort of question is whether truth is sufficient to track what must happen
when a label is connected to a referent, so that this connection is subsumed within a theory of content
like the one in Begriffschrift, or Russell (1905) — or instead a separate analysis of contact is called for.
That is: Fregean and Russellian semantics do include analyses of contact even though | did not cast it
as such for Frege, and will only discuss it later for Russell. They account for when reference ought to
connect (or not) to some appropriate structure via the logical mechanism of truth. Frege sets out what
happens for cases where a known referent is added to a new class — such that a either is F, or is not F.
And Russell aims to expand coverage to when the label being (in my terms) specified will not refer to
anything as with ‘the King of France’, where there is no a to speak of in the logical level of discourse.

It is nonetheless important to have a well-specified goal for comparing Fregean and Russellian efforts
against, even if (or where) these really are sufficient. That is what allows room for a separate question
asked over contact. Not purely whether the first two approaches in the classical semantic literature are
enough to address it but also what precisely they should address. Which also happens to be vital since
neither Fregean nor Russellian semantics are sufficient to track relations between labels and referents;
among other examples in the case of inconsistent names. | thus use inconsistent names to illustrate the
broader issue | take Kripke (1980) to raise about reference. Namely that contact is a separate question.

The means by which inconsistent names pose a problem, for what was just overleaf a solution to what
was just overleaf the problem (content) with Fregean semantics, and a means by which Kripke (1980)
in particular addresses this new problem are both illustrated in the left and right-hand side of figure 5.

PROBLEM STATE C1 (KRIPKE)
I Fx IxFxNGx Ix—FxANGxA...

G G
@ | ®
a;

“ # @ #
~

9 Logical
) ?T 2 Linkage
a; # a, ;é a;

G “
® [+ & O

od
Causal
Linkage
IxFx IxFxNGx Ix—FxAGxA...

Figure 5. Logical (left) vs. causal linkage as the grounds for contact in the case of inconsistent names.
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Once again the above is a prelude for a more extensive discussion in a later chapter and what | intend
with it at present is to illustrate what the problem is and how two different solutions to it can function.
The deeper nature, interactions and complications of these solutions are something | will discuss later.

What should once again be clear, though, is that the left-hand side is encountering a difficulty. In this
case, how different logical statements, some of which (specifically relevant to the inconsistent names
case) that cannot be true at the same time all nonetheless appear to connect to that same referent. The
colour-coding for these different cases is to distinguish the cases rather than suggest they are different
cognitive agents or ‘private languages’ (as with coordination) — for all intents and purposes these may
be three different times, or other contexts, where just one cognitive agent refers to just one entity. And
what is problematic is not synonymy, though that itself requires some elaboration for both Russell and
Frege before him. What is problematic is that some of the information content attached to that referent
is inconsistent with other successful instances of referring to a. (Note the non-italics, to mean the real-
life entity a rather than its logical symbol a. This is the same a that is depicted as being in the set F in
figure 1 above, where F is also not italicised for the same reason. | retain this convention throughout.)

Taking the inconsistent name example as the case in point, the cognitive agent in the example uses the
label ‘the man holding a martini’ to successfully pick out the man in question, whom | will call Albert
to make the example easier to follow (I will return to why that trick works so well in the next chapter).
In that room on that day envisioned by Donnellan (1966) there is no man holding a martini, so what is
attached to that label by its explicit language content is false. That is already a counterexample for the
notion that truth is tantamount to establishing a connection to referents — since the information content
of which truth or falsehood is logically asserted is false. To fully match the case in figure 5 it will help
to then enhance the thought experiment, and imagine the cognitive agent looking for Albert is a friend
of his with existing information content attached to his name, who knows he is looking for Albert, and
so he is also using that information to find him. The information, among other things, includes the fact
that Albert is teetotal and would therefore never be seen holding a martini or other alcoholic beverage.

The denouement of this somewhat convoluted drama is that if the cognitive agent uses the information
they have on Albert to pick them out in the crowd, this will include that Albert is not holding a martini
—and the cognitive agent can find Albert using information that this particular classification is part of.
If the cognitive agent uses the label ‘the man holding a martini’ they will pick out Albert just the same
even though that label explicitly attaches information content to its putative referent that is not true of

Albert and (for the sake of the argument) no one else in the room as there are no martinis being served
and even though the other way of picking out Albert comes with a logically inconsistent specification.

What Kripke (1980) concludes from this (as | will discuss in chapter 4) is that whatever it is that helps
the cognitive agent pick out Albert both times seems unrelated to even explicit information content for
the referring expressions (the labels) in question. Returning to that hard-and-fast distinction (from 83i)
the label works in both cases even when the truth conditions imply that at least one of them should fail
—and as a result there is a separate question to ask about when a label works distinct from information
content. | encapsulate the call for a theory of ‘getting there’, or “‘when it works’, or contact as follows:

(C1) CONTACT

For some domain D and set of labels L, | take L to contact D, if and only if there is some criterion
C based on which every member of L is assigned to a member of D or assigned to the empty set @.
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That is to say: for that same set of labels L used in the previous definition (counting down to this one)
| take a theory of contact to prescribe an arbitrary criterion C” based on which every label is assigned
to an entity in a predetermined domain D (standing for e.g. the actual, external, physical world) or not.
If the label is assigned to an entity in that domain then it has a referent and that assignment picks it out
—and if the label is not assigned to any entity in that domain then the label has no referent. As for that
information language in C2, the fact that the criterion C is arbitrary (in that it could be anything) does
not mean it does its job arbitrarily. There are just a range of criteria that could fit this bill, and each of
these would provide the basis for a theory of contact, as long as it sorts the labels into those two piles.
For example: the Fregean and Russellian ‘Criterion C’ is true description. Where the truth value of a
given description comprising the information content of a label is True, the label is sorted as having a
referent by being specifically assigned to the entity in D matching that description. And Kripke (1980)
can be taken to give a competing Criterion C based on different concerns whose assignment is a better
fit for cases like inconsistent names and (as | will be discussing in the next chapter) insufficient labels.

4 Orientation

In all, through this chapter | have pursued a triple agenda. | established those questions that shape the
specific sequence of philosophical ideas | take as my starting point: contact, content and coordination
as separate yet interrelated concerns for the philosophical treatment of reference. | have also explored
the Fregean project in depth as a whole, to understand and highlight what the philosophical treatment
of reference should aspire to from his perspective: that puzzle-like analysis of all aspects of reference
and their relations, including a possible reading of his analysis of thought leaning toward pragmatism,
the idea that reference can capture an endpoint of the scientific process, and his generality most of all.
All of these ideas recur in the following chapters even besides coordination, often in surprising places.

Lastly, through this tour of mostly problems and questions | have attempted to lay out the majority of
tools and theoretical ‘dramatis personae’ from the philosophical perspective. Labels, designation and

specification, my taxonomy of empty names, and several other minor elements and clarifications will
all contribute for making the philosophical work involved in the next three chapters easier to develop.

I revisit Frege for one more detail to do with intention and usage at the outset of chapter 5. | return to
Russellian descriptivism overleaf for the next chapter. And | return to Kripke across both of the next
two chapters first for his deconstruction(s) of descriptivism, and then for his causal theory of contact.
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Chapter 3: Content

1 Meaning in the Head

“Cut the pie any way you like, 'meanings' just ain't in the head!” (Putnam, 1975, p. 227.)

In the previous chapter, | sought to establish the basic questions asked during a defining debate for the
modern philosophical study of reference, and relate them to the notion of a triple problem of reference
encompassing the discrete (but interrelated) elements of contact, content and coordination. During this
overview | considered what each of these parts provides for a theory of reference, in the context of the
problems it can clarify by its separate treatment: the sort of problems that really only concern a theory
of contact, or of content, or of coordination largely discrete from the other two. In the present chapter,
based on this analytical separation as | have advocated it so far, | move to consider one of the parts in

isolation: the problem of content, its most influential solution and the ways this solution is challenged.

The problem of content as | have cast it so far concerns the intuitive aspect of reference wherein some
sort of ‘meaning in the head’ is part of the process. Some internal state, or concept, underwriting what
the label being used really has to say about a referent; in my terms, the information content it attaches.
Such a notion of a ‘meaning in the head’ itself is, per the famous quote the shorthand comes from, not
an obviously accepted one in the philosophy of reference. In particular, semantic externalism, which |
will discuss more across the next two chapters and work like Putnam (1975) is a notable proponent of,
denies the need for content (as | have understood it here) to participate in the analysis of reference. At
the very least, considerable doubt is cast on the suitability of logical description for playing a lead role
—if it plays any role at all — in the analysis of reference by several influential counterexamples, one of
which I have already presented in the previous chapter under the category of ‘inconsistent names’ and
the rest of which (at least the rest | mean to consider) come from one notorious source, Kripke (1980).

My work in this chapter will thus be threefold: firstly, | present Russellian descriptivism as a theory of
content, and specifically the theory of content | will by and large accept and defend through this work.
Secondly, through the prism of the famous counterexamples, | consider why the theory was rejected —
and eventually ejected — from the analysis of reference. These two goals occupy the first main section

below and effectively complete the philosophical presentation | briefly started in the previous chapter.

My third and more ambitious goal is to then examine how one influential way (empirical) psychology
has come to understand ‘meaning in the head” may complement and in many ways safeguard the view
of content inherited from Russell, at least as | will have laid it out. In this latter main section, | take in
selected results and ways of thinking about conceptual cognition, and their relation to the information
content of reference. In particular, | focus on the understanding of concepts as hypotheses of what the
external world contains rather than representations of sense data. At the close of the chapter, | last but
not least consider labels as objects of analysis for cognitive psychology and their exact link to content.
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2 Descriptivism
i. Form

In this first section on the use of logical descriptions as a theory of content Bertrand Russell inherited,
expanded, and (subtly) realigned from the Fregean system of meaning, | return to the illustration from
the previous chapter of the fundamental problem this novel analysis was designed to solve. At the end
of the section my aim is to have made clear what exactly has been done to the Fregean analysis on the
left-hand side of figure 1 to transform it into the Russellian analysis on the right-hand side — and how
the Russellian analysis works in its formal capacity. | then consider its broader philosophical purpose

over the following section, before moving on to the most famous foibles of its generalised application.

PROBLEM STATE C2 (RUSSELL)

F Fé FO F FOa FO

Ix Fx Ix—Fx -Ix Fx \/

Fa —Fa *F X

Figure 1. The empty name problem state (left) and the descriptivist solution.

The more basic Fregean form of information content serving as the baseline for this transformation is

the saturated function-argument pair | have discussed at some length in the previous chapter. In every

explicit conjecture expressed by a Fregean thought there is some sort of object that is being classified.
The object being classified is represented by an object in the logic of thought, such as a, and the class

relative to which the object is being considered is represented by a predicate in that same logic, like F.
As a result, the conjectures relative to a and F can take only two forms, that a is in F, and that a is not
in F. These are represented by Fa and —Fa respectively and form the bedrock of both Fregean content
(again per my sense of content; the information attached to some referential expression), and the logic
itself that expresses it. The pair of cases exemplifies an axiom called the Law of the Excluded Middle.
And for Frege (1892a) these logical expressions, by formalising the information content attached to an
otherwise ‘noisy’ entity formulated in natural language or even mathematics, make meaning amenable
to truth-functional analysis. In other words, they put the information content of referential expressions
in such a form as to allow truth to then support a theory of designation, or contact: where the formulae
behind labels (as | have called any sort of referring expressions involving objects) are true, these offer
a window into the nature, or at least the properties of a. And in the completed logical language, where

all conjectures have been tested there is a unique sequence of classification giving every property of a.
Finally, in one reading of the Aristotle footnote this also gives the information content of a simpliciter
— in other words the information content of just encountering the label a, with no conjectures attached.

Yet as | have discussed in the previous chapter and will only briefly retread here this analysis does not
suffice even for the idealised case of the completed logical language where the complete classification
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of a is available from just its label, and thereby perfectly captures its properties. The reason is that this
will not include the class of labels with no referent whose properties to capture. And though this too is
to have been eliminated in the completed logical language (cf. Frege, 1892a), unlike putative analyses
for the information content of (just) a where it does designate a referent but just some of its properties
are known, which Frege supports and endorses with both the Aristotle footnote and his later work (cf.
Frege, 1918), there is no putative form of there being no referent. There is an analysis of omitting the
requirement of designation altogether, for fiction, which | once again will not delve into here, but the
option of dropping the referent as an outcome of classification is not logically ‘put on the table’ at all.

In response to this problem, and its consequent paradoxes for e.g. the Law of the Excluded Middle by
trying to assign all non-designating labels (i.e. empty names) falsehood via the empty set as a stopgap
(albeit a stopgap some authors appreciate; e.g. Beaney, 1997), Russell (1905) suggests a modification:
where Frege started with primitive statements like Fa linking a functional expression F to a constant a
— S0 that there has to be some sort of a, for the expression to work — Russell replaces the constant with
a variable x such that the primitive expression of interest for the analysis of reference is instead 3x Fx.
In plain English the basic classification statement allowed by Russell (1905) is that there is something
which we classify under F. And when for example a is in F (as above), this is true: there is something
classified as F though specifying it to a requires logical clarification which is not important at present.

The real value of using a variable for this primitive form, as opposed to a constant, is in distinguishing
two further cases (vs. just one) for the classification of something relative to F. First, that familiar case
from above where a is not in F — so that x could be replaced by something explicitly not in F available
for classification elsewhere: an object e.g. called a, whose classification relative to F is that it is not in
it. And second, the previously problematic case. In this final option — leftmost in figure 1 — there is no
object in F the variable x could be replaced by, so there is no object in F at all and F is an empty class.
The upshot of this new option is resolving ambiguous classifications, like ‘the King of France is bald’,
where the fact of the matter is not that the King of France (at the moment) is not bald but that, instead,
there is no King of France to speak of. The object which must be King of France as well as bald is not
bald, because there is no object to classify by meeting the initial criterion. Nothing is substituted for x.

As a result of this upgraded form of logical description Russell (1905) explicitly advocates what was
only vaguely gestured at by Frege (1892a): that every possible referring expression, whether general
or specific, empty or non-empty, could have its underlying logical content expressed via description.
For general terms like ‘cat’ the description is something like the above, X FX, or ‘something is a cat’.
For specific terms like ‘the King of France’ the description is qualified, e.g. as X FX A (Fy — y =X),
or, ‘something is the King of France, and every logical symbol for that entity marks the same object’.
And empty vs. non-empty names are distinguished, not in advance like Frege (1892a) had suggested,
but as part of the same process of conjecture whereby Fa is tested and found true or false in Fregean
reference. Whereas Frege only tested membership Russell (1905) also uses truth to test for existence.

And since Russell (1905) is advocating that every possible label may be analysed by description this

way, he also requires this of proper names like ‘Napoleon’. Some sort of description should exist, he

reasons, so that ‘Napoleon’ reduces to that description like the more explicit labels (‘King of France”)
and as a result the descriptivist project he spearheaded could achieve complete generality of coverage.
Taking this one step further, he prescribes that “denoting phrases [i.e. labels] never have any meaning
in themselves, [instead only] every proposition in whose verbal expression they occur has a meaning”
(Russell, 1905, 480). In other words, labels should be replaced by an appropriate logical description —
and that appropriate logical description should be the only target of analysis for a theory of reference.
In the following section I will now aim to unpack what led Russell (1905) to impose this requirement.
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il. Function

So far | have discussed the updated form of logical description that Russell (1905) advocated to push

the Fregean presentation of information content into a higher tier of generality. And | have also noted
the proposal accompanying his update, that every instance of reference is a description and as a result
the analysis of reference is ‘just’ the analysis of logical description. I now explore what this buys him:
what kind of picture this reductive approach to reference motivates, set apart from Fregean semantics.

To start with, this idea that the analysis of reference is the analysis of description is not a far cry from
the Fregean project that preceded it. Frege (1892a) would be at home with exchanging ‘thought” with
‘description’ for the previous sentence. And despite his pains to distance himself from that ‘sense and
reference’ analysis he takes his system to be replacing, there is an argument to be made that Russell is
only exchanging the trappings of ‘sense and reference’ that amount to whether a logical description is
true, with the more deflationary trappings of ‘denotation’ that amount to whether a logical description
refers by virtue of its truth value — although | will not pursue this specific exegetical argument further.
Rather than its trappings, what | will focus my discussion on is the use case for descriptivist reference
not just as a more inclusive model for the form of the information content of referring expressions, i.e.
labels, but as a different model for what that information content actually represents, relative to Frege.

Specifically, and much like Frege before him, Russell (1905) did not intend his theory of reference as
an intellectual exercise. Just like Frege there was a particular sort of activity he intended his theory to
help set the right goals for, and just like Frege that activity was natural science: the discovery of what
objects belong to what categories and (in the descriptivist case) the indexing of what objects there are.
As made very clear in his subsequent contributions to a joint form of logic-cum-epistemology Russell
(1911, 1917) intends his descriptivism to index the alignment (or not) of human sense data to physics.
It is this philosophical ‘master plan’ just as much as the form in which it is delivered that makes what
Russell had to say about reference overall remain vital to a notion of content as ‘meaning in the head’
—and by extension to my present analysis, both of content, and of how content and contact are linked.
To better understand the viewpoint informing his master plan 1 will now therefore offer a tour similar
to the one for Frege and the thought, in the previous chapter: a bird’s-eye-view of what was intended,
even if it was not entirely plausible or wholly realised, to be the ‘completed’ Russellian descriptivism.

At the starting point for this tour there are two discrete sets of entities, the physical objects populating
the world and the sense data available to a putative human observer — the kind of embodied cognitive
agent | have been assuming as the end-user for the mechanism of reference. Unlike Fregean ‘thought’
these sense data are not posited at any sort of inherently logical or transcendental level of description.
They are what we collect when we see, smell, hear, etc. so the ‘mission’ is not to discover them in the
wild as we would the (correct) Fregean objects and classes (cf. Frege, 1918). This mission is different:

“Physics is said to be an empirical science, based upon observation and experiment. It is supposed to be veri-
fiable, i.e. capable of calculating beforehand results subsequently confirmed by observation and experiment.
What can we learn by observation and experiment? Nothing, so far as physics is concerned, except immediate
data of sense: certain patches of colour, sounds, tastes, smells, etc., with certain spatio-temporal relations. The
supposed contents of the physical world are prima facie very different from these: molecules have no colour,
atoms make no noise, electrons have no taste, corpuscles [sic] do not even smell. If such objects are to be
verified, it must be solely through their relation with sense-data: they must have some kind of correlation with
sense-data and must be verifiable through their correlation alone.” (Russell, 1917, p. 113, my emphasis.)

Which is to say: we start with one set of entities, sense-data, and the end goal is another set of entities,
the objects of physics. And the problem we are facing for Russell (1917) is not locating the sense-data
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in the external world, as was the case for the objects of thought and the physical objects they stood for
in the Fregean project. The problem is instead relating the sense-data successfully to the second set of
entities, the contents of the physical world, as the objective for a successful natural science. Explicitly,
Russell (1917) sets the agenda for his descriptivism as the connection of these two sides, the proximal
and the distal (more on this particular terminology in the next chapter), by way of logical descriptions.

It is important to make clear at this point that the descriptions are not of the ‘underlying entities’ at all.
As far as Russell is concerned, these descriptions are of the pattern of sense-data associated with what
physical entities whose properties we hope to ‘verify’ rather than that pattern of properties themselves
— such that the slogan behind his project is ‘the relation of sense-data to physics’ (Russell, 1917). And
though much of his analysis is unnecessary to go through, in light of what I discuss in the next section
and overall, it is critical not to lose track of this distinction. Russell advocates the relation of one set to
another entirely, through the medium of logical description, where Frege advocated matching contents
of a single set instantiated ‘in the head’ to their counterpart instances instantiated ‘in the world’. There
is no ambition on behalf of the Russellian descriptivist to capture the external world directly. The only
ambition is to capture the patterns of sense-data the external world causes and thereby infer its entities
in the form of the descriptions (or rather the true subset of these descriptions) that sketch their content.
Put differently, Russell never intends to substitute some inferred entity a for x: his perfected science is
one of true descriptions where an entity could be substituted in principle but he does not consider such
a substitution epistemologically licensed, because we have never seen nor could ever possibly know a.
(Note again my non-italicised usage. What | mean is Russell does not think the real-world entity a can
be reached except by its ‘residue’ on our senses, whose patterns we collect, so a description is as deep
and as informative as we can go. | set aside his comments on the sense-data of others for this context.)

What these descriptions do is therefore collate sense-data, and just like Frege they are implicitly taken
to be the content of thought — or at least perceptual cognition — just as much as they are the content of
linguistic reference. As Russell (1911) clarifies in a different essay linked to the one where he sets out
the descriptivist theory, the (in my terms) information content of both perception of and reference to a
putative external entity is a case of ‘knowledge by description’ in lieu of ‘knowledge by acquaintance’
where the latter is impossible to acquire (past exotic circumstances not related to my present analysis).
All we have in both cases are indirect evidence for entities, which Russell (1911) takes perception and
reference to collate in the specific form of these descriptions I have considered in the previous section.

For example, ‘Walter Scott’ reduces to the information available about Walter Scott, in which Russell
(1905) does not include his name to avoid circularity (i.e. Walter Scott refers to the man called Walter
Scott appears circular to Russell, as indeed to most philosophers, though | will argue against it below).
His completed description is some sort of (long) list of everything Walter Scott can be known to have
done, been and looked like, ‘grounding out’ at the level of whatever sense-data are observable around
Walter Scott.*® This would include information over what he looked like and, as Russell (1911) allows
and specifically anticipates, information of what sort of testimony we have recorded people as saying;
so one part of Walter Scott’s description could be that he was reported to have written a famous book
— literally that someone said this of him rather than whether or not he did it, in this particular instance.
Likewise, the breakfast item known as a ‘bagel’ is a collection of sense-data available around a bagel,
so far as the human capacity to perceive it is concerned; and using the term ‘bagel’ as | have here will
contain that very same information (in a perfected science) as is involved when the bagel is perceived.
Clearly the capacity of the labels ‘bagel’ or ‘Walter Scott’ or of more explicit descriptions that are still

13 NB ‘observable’ here. Per Russell (1911) the components involved in these descriptions need not be observed
as long as they are observable: i.e. as long as they are potential sense-data, and therefore the right type of ‘stuff’.
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not couched in terms of low-level sense-data, e.g. ‘the King of France’, to encode information like the
above is subject to the knowledge of the user. Which is why Russell (1911) in particular is taking this
analysis to be as much epistemology, the theory of what is known, as philosophy of language or logic.

As a result, Russellian descriptivism aims to offer a general, regular form for all labels, in the form of
the underlying descriptions (often partial) couched in terms of observable rather than inferred entities,
not just to make content clear but to clarify the way perception and reference alike give us knowledge.
This particular part of the overall endeavour is easy to overlook given some of its formal deficiencies;
and the fine detail of how exactly these descriptions can be tested against future observation is largely
left for the reader to imagine in the sources | have discussed above. Nonetheless, there is some sort of
picture for why these descriptions are inherently important emerging from the above considerations —
not just for the study of reference as a linguistic phenomenon but for its value in acquiring knowledge.
When it is (somehow) tested that a “bagel’ is a certain sort of thing, e.g. FX A Gx (I omit the existential
clauses) rather than some other sort of thing, e.g. Fx A =Gx, then some sort of understanding of what a
‘bagel’ might be is reached, where descriptions encode the development of this indirect understanding.

Even more specifically, what Russell (1917) takes to be the basis of that understanding is exemplified
by our (in his terms) knowledge of the real shape of an object by combining its perceived perspectives
— the actual and only data connected to that object that we have access to. In compiling our sense-data
overall, Russell argues, we may progressively identify a regular pattern of sense-data being connected
to a particular (putative) point in (putative) space. From this, we build a descriptive theory (my terms)
of what occupies that space, and eventually infer the cause of that sense data we have been collecting:

“In physics as commonly set forth, sense-data appear as functions of physical objects: when such-and-such
waves impinge upon the eye, we see such-and-such waves [and colours] impinge upon the eye, and so on. But
the waves are in fact inferred from the colours, not vice-versa. Physics cannot be regarded as validly based
upon empirical data until the waves have been expressed as functions of the colours and other sense-data. [...]
We have therefore to solve the equations giving sense-data in terms of physical objects, so as to make them
instead give physical objects in terms of sense-data.” (Russell, 1917, p. 114, my emphasis.)

Russellian descriptivism is thereby as much a theory of inference as it is a theory of reference; and the
device of a descriptive theory used to infer the causes of proximally-available data will return below —
though the content for that descriptive theory will admit an alternative option Russell did not envision.

I have not discussed the role of truth in the above except to suggest true descriptions imply knowledge
for two reasons: firstly because nothing has changed in this regard from the Fregean emphasis on truth
as the decider of classification, though Russell does have an elaborated theory of truth (Russell, 1906)
and secondly because, as | will immediately move on to discuss, the notion that true descriptions track
referential success (i.e. contact; i.e. designation) stands on some rather precarious ground. So | present
the above as a clarification of the role of information content, and the insistence on substitution of that
information content for whatever label is provided as a result of the former doing all the work, in what
Russell (1905, 1911, 1917) has endeavoured to build overall. I do not intend to justify the full package
of views that accompany his analysis of content, except where these relate to it as a descriptive theory.

iii. Foibles

Having spent some time on the rationale behind the descriptivist reference Russell (1905) advocated —
to supersede Fregean semantics, and to elaborate on the connections between information content and
knowledge — my focus now shifts to the most prominent reasons his attempt did not (overall) succeed.
My exact interest here will not be to contest the overall conclusion by Kripke (1980) that descriptions
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are not sufficient to establish contact between a label and its referent. Rather, | will aim to catalogue a
core set of foibles for descriptivism that Kripke (1980) and Donnellan (1966), and further members of
what was at the time the ‘descriptivist programme’ (e.g. Searle, 1958; Strawson, 1961) have identified
that concern the feasibility of descriptivism even in its central role of cataloguing information content.
My reason for doing so will be to then contrast these complaints with the ‘empirical descriptivism’ of
psychological science, to explore the extent to which it addresses them, if taken as a theory of content.
The agenda is therefore once again, as with the last chapter, to collect problems in search of solutions.

The challenges facing a descriptivist theory of content (and by extension a pure descriptivist theory of
reference) that | will consider here are roughly divided into three categories: cases where a description
is either implicit, or explicit but insufficient to account for the information content apparently encoded,
cases where an explicit description is inconsistent with properties of its referent but nonetheless works
the same as a consistent equivalent, and finally cases where context of use alters the referent where the
description provided otherwise remains constant. This last case can itself be divided into weaker types
of context effects, like the ones from Donnellan (1966) and the ‘vacant name’ case I considered in the
last chapter, and the stronger, modal context effects whose impact principally concerns Kripke (1980).
I will argue here that an ‘empirical descriptivism’ can account for all but those stronger modal context
effects, following a more empirical approach to information content over the remainder of the chapter.

The first item on this list, cases where descriptions seem insufficient or indeterminate, is arguably the
most intuitive. Descriptivism as a whole is elaborated by Kripke (1980) as a link between belief in an
arbitrarily large set of properties in the form | considered in 82i, and a putative entity which has these
properties. Yet the question of how large that set must be, or what proportion of the true properties of
an entity that set must capture, is left uncertain by the (endpoint-oriented) definitions of descriptivism.
Russell (1905) makes it clear enough what a logically adequate description ought to cover. Taking the
most specific use case of this system, descriptions picking out exactly one thing, it will be a collection
of those ‘identifier properties’ that one entity and only that entity satisfies. In other words, a bundle of
properties exactly one entity has in common. If there is one King of France then the description Zx Fx
is sufficient for the label ‘the King of France’ (or his name, that Russell takes the minimal description
to stand for), where ‘F’ stands for being King of France. The full span of information content that can
be attached to the label is greater, and includes all the properties the putative entity may be associated
with through observation. But the set of properties necessary for the description to be a description of
a unique entity is just the minimal set by which a unique entity will be selected. By contrast, the label
e.g. ‘the scientist in a wheelchair’ when considered to be an explicit description is not such a minimal
set. There are doubtless numerous scientists in wheelchairs, and yet the label seems sufficient to track
precisely one scientist in a wheelchair (until his recent death), namely the physicist Stephen Hawking.

Along a similar vein, knowing just the name of an entity is often enough to select exactly one entity in
the world by that name even though there are plenty of other (known) candidates: in practice, ‘Trump’
selects exactly one real-estate mogul and US President, in spite of several other people by that name —
including his son — that someone may be familiar with. ‘“Trump’ suffices to select one man where this
should not be possible purely based on the explicit information it encodes. And the means the implicit
information associated with ‘Trump’ appears to involve being the father rather than brother of lvanka
Trump — in other words the implicit information content attached to the label “Trump’ — is mysterious.
These cases suggest that set-based identification is an ill-fitting record of what information content is
actually attached to a label, even setting contact aside, and that links between labels and their implicit
descriptions (as in ‘father of Ivanka Trump’, vs. ‘brother of Ivanka Trump’ or indeed ‘Ivanka Trump’
herself, for ‘Trump’) are, again, insufficiently given by the property-set-based criteria Russell (1905)
exclusively considers. The set of properties needed to identify an entity appears ‘beaten to the punch’
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by much weaker sets — both for determining the referent and for determining the information content
attached. Whoever ‘Trump’ really is (contact) their implicit description includes ‘US President’, and
not ‘brother of Ivanka Trump’. And the exact span of that implicit description is also uncertain: what
exactly is and is not contained in the set of properties attributed to some entity via the label ‘Trump’?

The opposite problem is inconsistency, between the logical description attached to a label and the real
description of its referent based on the Russellian system. That is: assuming some description Fx A Gx
is attached to a label, this problem arises when the full (scientific endpoint) description identifying the
intended referent includes (e.g.) the fragment Fx A =Gx that is logically inconsistent with the previous
formula. The putative description says some entity is in G. The genuine description says it is not in G.
Russell (1905) would have a very clear response for this case. The description used is false and hence
the putative entity does not exist because the one that does is not in G. As a result the former is empty.
In practice, however, the violation of one clause does not appear to cancel the attempt or the outcome:
explicitly describing someone very much like Aristotle (to use the standard example) can often enough
allow someone to understand the description as attaching information content to Aristotle even if parts
of that information are incorrect; e.g. the colour of his sandals. As Searle (1958), and Strawson (1959)
hot on his heels, consider from within the descriptivist programme, there would appear to be elements
of the logical descriptions attached to labels whose importance is not as critical as others. There would
e.g. be no problem with identifying the ancient philosopher born in Stagira who trained with Plato and
taught Alexander the Great and hated bees, even if Aristotle loved bees. Furthermore, this tolerance is
extended to attaching novel information content to what is otherwise a false description: in saying ‘the
ancient philosopher born in Stagira, who trained with Plato and taught Alexander the Great, and hated
bees wrote the Prior Analytics’ the information content associated with Aristotle is suitably enhanced.

As one can get Aristotle partly right with a description, and that description would still ‘survive’ as an
attempt to identify the referent, or to add additional information content to what is already available, it
is difficult to see how a simple ‘yes or no’ criterion like the one in Russell (1905) is the right approach
—again not just for the link between description and contact, but also for the link between descriptions
and other descriptions, where the latter are intended to elaborate on the same referent whether or not it
was determined by description in the first place. From a logical standpoint, a wrong description might
function like an equivalent that was not wrong with respect to its false classification choices, so that it
still offers information on Aristotle. And so at minimum the suggestion is made, by a range of authors
considering this problem from within, to introduce a statistical element of e.g. taking an average of the
right vs. wrong classification decisions, or weighting them as appropriate (Strawson, 1959) — or at any
rate that “the logical nature of the connection of such characteristics with the man's identity may again
be loose and undecided in advance of dispute” (Searle, 1958, p. 172). Ergo to loosen up descriptivism.

The last wave of criticism corresponds to the context-related concerns, some of which | have raised in
the previous chapter. Firstly, the case where descriptions are made true or false by the passage of time
(or alternative ‘natural contexts’ as I briefly called them) which is not very difficult to address even in
the Russellian framework — although it does require explicit use of time-, space- and (overall) context-
capturing predicates to render correctly. I will not dwell on these issues for now past my definition of
the class of ‘vacant names’ in the previous chapter: the labels whose referent is unavailable but could
be ‘found’ somewhere, as opposed to ‘mistaken names’ whose referent was never available anywhere.
I return to this element in chapter 5. Secondly, the more problematic cases raised by Donnellan (1966)
but also Strawson (1961) and Evans (1982) and others, where context of use seems to alter the ruleset
for assessing descriptions. Once again this happens by ignoring false classification, albeit now by con-
text rather than convention, as I have already considered in the previous chapter for ‘the man holding
a martini’. Here the problem seems to be not that the description is understood to be false and ignored
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— setting aside the version in the last chapter where the man was known to be teetotal — but that a false
description works in context, when what is otherwise false about that description (holding a martini)
does not matter to that context. This suggests context could render the truth of descriptions irrelevant.

The typical responses to these problems from the descriptivist camp are to divide descriptions into the
sort of description intended to define, add to, or otherwise modify any information content attached to
a referent — what Donnellan (1966) calls the ‘attributive’ use — against the sort of description intended
to select some suitable entity by approximately capturing its qualities (much like Aristotle above, too)
— what Donnellan (1966) calls ‘referential’ use. For my purposes, such distinction will not be needed:
what is important to take home from these cases is just that contexts do appear to modulate reference.
As | will argue below, there is no need to split descriptions by purpose, where the context can instead
be directly involved in the specification of information content — so ‘martini’ is false but effective not
because it is a type X rather than type Y use of descriptions but because ‘water’ and ‘martini’ literally
mean the same thing here. To be clear: such a solution would also constitute a departure from Russell
(1905) where there is no context factor included in descriptions. This is a departure packaged into the
way that | will suggest empirical psychology can effectively complement the descriptivist programme.

There is nonetheless one last sort of context effect that cannot be ignored, or analysed away, as easily.
The context in question is modal context: those ‘what if* cases where reference seems to be preserved
against all predictions or prescriptions from descriptivism, laid out by Kripke (1980) and signalling an
end to the reign of descriptivism as the default analytical paradigm within the philosophy of language.
These convincing counterexamples challenged (among other things) whether any part of a description
at all can be privileged over others, and whether instead no part of a description is essential to it at all:
what if Aristotle was a woman? What if Aristotle was black? What if Aristotle was not born in Stagira
and did not learn from Plato and did not teach Alexander the Great? Kripke argues these questions are
never such that by asking them, one is asking some equivalent of ‘what if Aristotle was not Aristotle?’
Instead of modifying his definition, they all modify the (in my terms) information content of whatever
hypothetical character is being considered in contrast to ‘our’ Aristotle, who always remains the same.
That is to say: in considering variations of entities across modal contexts, changing descriptions fail to
affect our original entity (whose variations these are) entir