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CHAPTER 1
INTRODUCTION

1.1 Review for the Dagum and Mc-Donald Generalized Distributions

1.1.1 Dagum Distribution

Dagum distribution was proposed by Camilo Dagum in 1970’s (Dagum 1977-1980).
His proposals enable the development of statistical distributions used to fit empirical
income and wealth data, that could accommodate both heavy tails in empirical income
and wealth distributions, and also permit interior mode. Dagum distribution has both
Type-I1 and Type-II specification, where Type-I is the three parameter specifications

and Type-II deal with four parameter specification.

Dagum in 1977 motivated his model from empirical observation that the income
elasticity n (F,x) of the cumulative distribution function (cdf) F of income into a

decreasing and bounded function of F.

The cdf and pdf of Dagum (Type-I) distribution are given by
G(x;0,6,8) = (1+ )7, (1.1)

and

gm0, 6,8) = BAz " (1+ %) "' for A, 6, 8> 0, (1.2)
respectively, where ) is a scale parameter, and § and [ are shape parameters.
Dagum (1980) refers to his model as the generalized logistic-Burr distribution.

Actually when § = 1, Dagum distribution was also referred to as the log-logistic

distribution. Also, generalized (log-) logistic distributions arise naturally in Burr’s



2

(1942) system of distributions. The most popular Burr distributions are Burr-XLL

distribution, often called Burr distribution with cdf,
F(x;68)=1—(1+27°)" forz>0,08>0, (1.3)
and more importantly the Burr-III distribution with cdf

F(z;6,5) = (1 + 1:*5)75, for x > 0 and ¢, 8 > 0. (1.4)

Thus, these distributions are more popular in economics, after the introduction
of an additional parameter (A as we can see above in the Dagum cdf and pdf). It is
clear that the Dagum distribution is a Burr III distribution with an additional scale

parameter ().

The k" raw or noncentral moments of Dagum distribution are given by

E(X*Y = / N 2 BAS 0 (14 A0 T
0
— BASB (5+§,1—§), (1.5)

for § > k, \, 8,8 > 0, where B(.,.) is the beta function, (by setting t = (1 4+ A\z~°)7}).

The mean, mode and variance of the Dagum distribution are given by

_ AT+ -3)

1 (68-1\7
Mode—X((H_l) : (1.7)

and

Jg(:F?izm {F(ﬁ)F(ﬁJr%)F(l—%) —T? (B+%)F2 <1—%)1 (1.8)

respectively. The ¢'" percentile of the Dagum distribution is

—1

2(q) = A (q% . 1)T . (1.9)



1.1.2 Mc-Donald Generalized Distribution

Consider an arbitrary parent cdf G(z). The probability density function (pdf) f(z) of
the new class of distributions called the Mc-Donald generalized distribution is given

by

f(z;a,b,c) = %G“Cl(:c) (1—Gx))"", fora>0,b>0,andc>0. (1.10)

See Corderio et al.(2012) for additional details.

Note that g(x) is the pdf of parent distribution , g(x) = dG(z)/dz, and a,b and
¢ are additional shape parameters. Introduction of this additional shape parameters
is specially to introduce skewness. Also, this allows us to vary tail weight. It is
important to note that for c=1 we obtain a sub-model of this generalization which is
a beta-generalization and for a=1, we have the Kumaraswamy (Kw),[Kumaraswamy
(1980)] generalized distributions. For random variable X with density function given

above in (1.10), we write X~Mc-G(a,b,c).

The cdf for this generalization is given by,

1 G(x)°©
F(x;a,b,¢) = Igg)(a,b) = Ba.0) /0 w1 — W) dw, (1.11)

where Ige(y)(a,b) = B(a,b)™! OG(I)C w11 — w)*~!dw denotes incomplete beta func-

tion ratio (Gradshteyn and Ryzhik, 2000). The same equation can be expressed as

follows:
G (1:)(10

F(QJ;CL,b,C) :m

[2F) (a,1 —bya+1;G(x))], (1.12)

where

dt, (1.13)

1 tbfl (1 o t)cfbfl
. e — _ -1
2F1 <a7b7c7x) —B(b,C b) /0 (]_—tZ)a



is the well known hypergeometric function (Gradshteyn and Ryzhik, 2000), and

[(a)C'(b)

B(a,b) = Tath)

(1.14)

One important benefit of this class is its ability to fit skewed data that cannot
properly be fitted by many other existing distributions. Mc-G family of densities
allows for higher levels of flexibility of its tails and has a lot of applications in various

fields including economics, finance, reliability and medicine.

1.1.3 Hazard and Reverse Hazard Functions

In this section, some basic utility notions are presented. Suppose the distribution
of a continuous random variable X has the parameter set 6* = {61,0,,--- ,0,}. Let
the probability density function (pdf) of X be given by f(z;60*). The cumulative

distribution function of X, is defined to be

F(x;0") = / f(t;07)dt. (1.15)
The hazard function of X can be interpreted as the instantaneous failure rate or the
conditional probability density of failure at time x, given that the unit has survived

until time z. The hazard function h(z;60*) is defined to be

) i PESXSadde)  —F(x6) [0
h(x;0%) = Alirgo Azl — F(x;0%)] — F(z;6%) 1—F(x;0%) (1.16)

where F'(x;6*) is the survival or reliability function.

Reverse Hazard function can be interpreted as an approximate probability of a
failure in [z, x + dz], given that the failure had occurred in [0, z]. The reverse hazard

function 7(x;60*) is defined to be

(1.17)
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Some useful functions that are employed in subsequent sections are given below.

The gamma function is given by

[(x) = /OOO t" et dt. (1.18)

U(z) = (1.19)
where
I'(z) = /OO t* logt)e " dt

is the first derivative of the gamma function. The second derivative of the gamma

function is
F//(x):/ t“(logt)®e " dt.
0

The lower incomplete and upper incomplete gamma functions are

’y(s,x):/ t=le7tdt and F(s,x):/ et dt (1.20)
0 T

respectively.

The hazard function (hf) and reverse hazard functions (rhf) of the Mc-G distri-

bution are given by

cg (2) G (2) {1 - G° (x)}"

hp (33) = B (CL, b) {1 — Ig(x)c (av b)} ’

(1.21)

and
cg (x) G* ! (@) {1 - G°(x)}""
B (CL, b) IGC(;r) (CL, b) ’

Tr (x) = (1.22)

respectively.



1.1.4 Outline of Results

The outline of this thesis as follows: In chapter 2, the Mc-Dagum distribution and
related family of distributions are introduced. The expansion for the density, hazard
and reverse hazard functions, and other properties are presented. Chapter 3 presents
the moments, and inequality measures. Chapter 4 contains entropy measures of the
Mec-Dagum distribution. Chapter 5 contains inference for the model parameters as

well applications of the results presented in earlier chapters.



CHAPTER 2
INTRODUCING MC-DAGUM DISTRIBUTION

In this chapter, a new class of distribution, called Mc-Dagum distribution is intro-
duced. Considering the properties and some useful features of both Dagum and Mec-
Donald distributions, a broad range of generalization is possible by combining these
distributions. The new class of distributions possess capabilities widely applicable in

several areas as we will show in the next few chapters.

2.1 Mec-Dagum Distribution

In chapter 1, the cdf and pdf of Dagum distribution were given as

G (;),6,8) = (1+ %) 7, (2.1)

and
g (2,6, 8) = BAzL (14 Az=0) "7 X 5,8 >0, (2.2)

respectively. The pdf for Mc-Donald distribution is given by

flx50,b,0) = gEg9(0)Ge (@) (1 - G(x))" " ,a > 0,b>0,¢ >0, (2.3)
and the cdf is

F(:L’) = fg(m)c(a, b) (2 4)
G(x)¢  4— — '
= —B(;b) fo @° 11— w)bldw.

Now, combining the densities given in equations (2.2) and (2.3), we obtain the



pdf of the Mc-Dagum distribution as follows:

flx; N0, B,a,b,¢c) = B(a )5)\537_5 1 (1_'_)\ _5) [(1+)\ _5) B}acl
[1 — (14 Az Cﬁ}b 1 (2.5)
BNz 01

. _§\ —Bac—1 . _s\—¢B b—1
= —B(a,b) (1+)\a: ) [1 (1+>\az ) } ,

for a,b,c, \, 5,0 > 0.
The cdf of this new distribution is given by

F(z) = lg@e(a, b)

—B(a ) fo wa_l(l —w)" ldw
(1+)\m_5)7ﬂc (26)
= Blab) Jo w1 —w)’tdw

e I(1+)\m76>—ﬂc (a, b) 3
where

I,(a,b) ab fo w1 — w)’ldw (2.7)
is the incomplete beta function. The cdf can also be written as follows:

(1 + )\95_5) ~pac

F(x) = B(ab) [gFl (a, 1—ba+1;(1+ )\m_‘s)_&)] , (2.8)
where
) 1yb -yt
2F1 (CL, bu & $) - B(bylc,b) 0 . (1,;;)0 dy, (29)

is the well-known hypergeometric function, (Gradshteyn and Ryzhik,(2000)).



2.2 Hazard and Reverse Hazard Functions

The failure rate function or hazard function and reverse hazard function are given by

. _ @G (@) [1-G(x)]" !
he (z30,b,¢,0,5,0) = B(a.b)[1-Ige(s) (a.b)

cfAsz—01 (1+)\x_5>7 act [17(1+/\x_5)_c5]b71 (2 10)

B(a,b) |:1—[[(1+/\15)_50} (a,b):|

b

and

- eBAz—6-1 (1+/\x_5)7ﬁa871 [17(1+)\x_5)765] o

TF (I7 a, ba ¢, >‘a 67 6) - B(a,b) ),Bc(a,b)

(2.11)

I(1+)\9:_5

fora>0,b>0,¢>0,A>0,8>0,0 >0, respectively.

2.3 Expansion of Distribution

In this section, we present a series expansion of the Mc-Dagum cdf and pdf. Consider

the Mc-Dagum cdf given by

=g o W (1 w) (2.12)
z=9 —Pe
— B(ib) O(H/\ ) w1 — W) dw.

Note that for |w| < 1,

(1—w)i = Z Ll;(b)!wj.



Therefore, the cdf can be expanded to obtain:

1+)\ac o
F(x;AaﬁaéaaabC = ab fO IZJ OF(b J)J'dw

o 1Y T(b) G(IABS) Wwati—1

= 2imo B(a B TG P dw

)Tb) [ gati-ir1] G@AB0)°

- Z] 0 B( ab)F(b it | a+j—14+1 0
o DIT()  [Gla;A,B,8)] )

Z] =0 B(a DY (b—j);! (a+)

= ijopj (z; A, Be(a +4),9),

(—=1)T'(a+b)

for b > 0, real non-integer, where p; = @I (al])

Similarly, the pdf is given by

r) =Y pig(x; A Be(a+j),9).

If b > 0 is an integer, then

F (z;),8,6,a,b,c) ij x; Be(a+5), A, 6)
and

f(a; N, B,0,a,b,c) Zp]g ;Be(a+7),X,0).

10

(2.13)

(2.14)

(2.15)

(2.16)

This is a finite mixture of Dagum distributions with parameters X, Bc(a + j)ando.

The graphs below are the pdf of the Mc-Dagum distribution for different values of

parameters \, 4, 3, a, b, and c.
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The graphs below are the cdf and hazard functions of the Mc-Dagum distribution

for different values of parameters a, b, c, \, 9, 5.

Mec-Dagum cdf plot for different parameter values
1 T T T T T T

a=b=c=12=16=1 =1
a=b=c=12=2,6=3 =2
=3 b=c=12=1,8=3 =1
a=b=1,.c=5 =2 63 =1
a=b b=c=1 =21 =3 |
=2 b=2c=1 4=3 6=3 =3
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tc-Dagum hazard function plot for different parameter values

1.4 T . . T . . . . .
a=b=c=12=1,6=1 p=1
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a=3,b=c=12~1 63 =1
a=b=1,c=5 A=2 6=3 p=1
a=b b=c=1 =2 8=1 =3
a=2,b=2c=1 373 63 =3

2.3.1 Submodels

With this generalization, we have several submodels that can be obtained with specific

values of the parameters A, 3, a,b and c.

1. When ¢ = 1, the Mc-Dagum distribution is the beta-Dagum distribution, with

the density given by:

b—1

BAGz 0! (142 71— (1427 (217)

B(a,b)
fore >0, A>0,6>0,0>0,a>0,and b > 0.

f(x;A7/876’a7b):

2. If a=b=c=1, we have the Dagum distribution with the pdf,

fo (@30, 6, 8) = BA6z 01 (14 X\0) 77 (2.18)
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for X\, 0,5 > 0.

3. If b=c=1 and a > 0, then we have the Dagum distribution with parameters

Ba, A and §. The pdf is
f(x;Ba, N\, 8,) = Bardz 0! (1+ )xx_‘s)_ﬁa_l : (2.19)
for A\, 9,8 > 0.

4. If a =c=1 and b > 0, we have another Beta-Dagum distribution with param-

eters b, B, A\, 6 and the pdf is given by

Fop (23,6, 8,b) = b6z —~1 (1 + Ax~?) 77 [1 ~ (14 A:c—é)‘ﬂ] " (220

for A,0 and 3 > 0.

5. If a = c= X =1, then we have the beta-Burr III distribution with parameters

b, 3,0 and the pdf is given by
5 _g1b-1
Fop (216, 8b,) = bBsr— L (1 + 270) 7 [1 — (1427 5} . (2.21)
for b,0, 5 > 0.

6. If c = B =1, then we have the beta-Fisk distribution with parameters a, b, \, §

and the pdf is given by

Aoz 01

fer (90;)\757@, b) = m

(1+ =8 [1 ~(1+ )\x_‘s)_l} e

for a,b, A\,0 > 0.

2.3.2 Kum-Dagum Distribution

Kumaraswamy in his paper (1980) proposed a two-parameter distribution (Kumaraswamy

distribution) defined in (0, 1). Here we will refer to it as Kum distribution. Its cdf is
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given by:
Flz;a;b)=1—(1—2%", ze€(0,1),a>0,b>0. (2.23)

The parameters a and b are the shape parameters. The Kum distribution has the

probability density function (pdf) given by:
f(zia,b) = abz® (1 — 2!, z€(0,1),a>0,b>0. (2.24)

Note that the Kumaraswamy distribution can be derived from the beta distribution.
The beta distribution has the pdf:

['(a+p)

T ()T (3) (mxafl(l —2)"7', wherez € (01),a>0,8>0. (2.25)

f(z;a,6) =

Combining cdf of Kum distribution with the Dagum distribution discussed in
chapter 1, we obtain Kum-Dagum distribution with the cdf and pdf for this distribu-
tion given by

b
Fieum (@) = 1= [1 = (14 2270) ], (2.26)
and
b
fram () = abBAGT1 (14 Az8) 7 [T 207) O [1 - (14 aa0) 7
B Bath— _ga\ —B-1
= abBAoz 7t (1 + Az 7?9) prpatit (1 — [1+Az™] g )
—5-1 —§\—Pa-1 AN,
= abfAox (1 + Az ) <1 — [1 + \x ] ) ,
(2.27)
for a,b, 8, \,6 > 0, respectively. We do not study the properties of the Kum-Dagum

distribution in this thesis.

2.4 Concluding Remarks

In this chapter, we introduced a new class of distributions called the Mc-Dagum

distribution. We obtained the pdf, cdf, hazard function, reverse hazard function
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for this class of distributions. We obtained the series expansion of the distribution
and presented plots of pdf, cdf and hazards function for different parameter values.
Through these graphs we see that the distribution possesses the ability to fit for a
large range of data sets. We noted that there are several submodels for selected
values of the Mc-Dagum model parameters. Additionally we introduced another new
distribution called “Kum-Dagum distribution” but we do not discuss its properties

in this thesis.



CHAPTER 3
MOMENTS AND INEQUALITY MEASURES

In this chapter, we present moments and inequality measures for the Mc-Dagum distri-
bution. Income distribution and its variation is an important concern for economists.

We use the results presented in chapter 2 which we obtained by expanding the pdf.

3.1 Moments

We can derive the £ moment of a Mc-Dagum distribution using properties of the

mixture distribution. The k' raw or non-central moments are given by,

1

1 ac— e\~
B(X%) = [ ab et (14 2070) 7 (1= (14 00) ™) da

cBA [ k—6—-1 §\ —Bac—1 _s\—Bc b—1 (3'1)
= Ban o T (1+)\x) (1—(1—|—)\x ) ) dx.
Now let, y=! = (1 + )\x_a) , then z = (1 — y)%(Ay)%, and we have
BE(X*) = 5555 Jy (1= 9)7 Q)5 (1 = y™)"1dy. (32)
. _ oo iT(b i 1)’T(a+b
Using the fact that (1 —y™)"~! = 3252 {5 (™), and for p; = g5y
c IT®) 1. 54 BactBej— _k_
E(Xk) :5;3(1;2 ° Fb) ])(j') fo y 5 HBactBel 11— y)l=5—dy
and |y weobtain = A vk g Bfela+ ) + 5.1 %) (3.3)We
= SR e g g 4 A1 80>

can obtain the &% incomplete moment for a Mc-Dagum distribution as follows:

E XX <z] =FEx<, [X¥ )\ B,6,a,b,c]
- ox f (u) du
= Jo v 320 pif (us Be(a + 7). A, 0)du (3.4)
= > 200 Jy uFf(u; Bela+ ), A, 6)du
— 35y PN B((1 4 Aa0) Y Befa + ) + 51— §),
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for § > k, where B(t; ¢y, cs) f Yy Y2~ Ldy.

The mean residual life (MRF) function denoted by u(z; A, 8,9,a,b,¢) = u(x) is

given by

(@) = EX —z][X >z
_ EX)-EX|X<z)
= 1 F(z)

k
Eoo: P‘fac(a+j)>‘6 clatj)NS 85\ — .
_ SO B(Be(at)+E1-8) 305 py 2 DAS B((14207%) T LiBe(ati) + 5 1-8)

1 220 PG (@3, Be(a+),0)

(3.5)

3.2 Inequality Measures

Lorenz and Bonferroni curves are the most widely used inequality measures in income
and wealth distribution (Kleiber, 2004). Zenga curve was presented by Zenga in 2007.
In this section, we will derive Lorenz, Bonferroni and Zenga curves for the Mc-Dagum

distribution.

The Lorenz, Bonferroni and Zenga curves are defined by

_ o tf)dt
Erle) =500 (3.6)
EXSIE(X) .
BE(X) 7

CEf(t)dt
B(F(x) =t

_ Ex<i(X)
F(z)B(X) (3'7)

_ Lp(x)
F(x) 7

and

Alz) =1 — @ (3.8)
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_ JStf®)dt  Ex(x) and ,tﬁ(x) [ tfdt  E(X)—Exse(z)

respectively, where = (x) o)~ = P = ha) 1=F(2)

are the lower and upper means. For Mc-Dagum distribution, using these results, we
obtain the curves. Lorenz curve for Mc-Dagum distribution is given by

3222 pBe(a+i)AT B((14+Az—%) 1iBe(a+j)+4,1- 1)

L .T,)\, ,5,a,b,c = 3.9
(@34 ) 55 o pBe(a-+i)AT B(Be(ati)+1,1-1) (3:9)
Bonferroni curve for Mc-Dagum distribution is given by
o) Bela+i 1 1‘7671'0(1 ; 141
B(Fg<l', /\,ﬂ’(s’a’ b, C)) _ >0 piBe(ati)As B((1+Az™°) ﬁi +i)+5.1-5) ‘
32320 0 G(m;A,Be(at),6) 3052 pjBe(ati)As B(Be(ati)+5,1-5)
(3.10)
Zenga curve for the Mc-Dagum distribution is given by
B(X|X<a)
A([E’;A,ﬁ,&,a, b7 C) =1- [ﬁg()xgx)]
1-F(a) (3.11)

_ | _ _(-F@)BX|X<d]
F@)[E(X)-BXX<a)]

where E [X|X < 2] = Y5 p, 242 B((1+ Xa70)~ Y Be(a+5) + 3,1 3),
1

E(X) _ Z?.;opj56c(a+j))\SB(ﬁc(a+j> n %’ 1_ %)’ and

F(z) =327 piG (25 A, Be(a + ), 9) .

3.2.1 Inequality Measures for Some Sub models

For various submodels that we introduced in chapter 2, we can generate Lorenz,
Bonferroni and Zenga curves. Let £=(A, 8,0, a,b), &a=(A, 8,0,b), £&3=(A, 6, a,b) and

E=Y%,pBla+ )N\ B(Bla+j)+3,1-3)

1. If ¢ = 1, we obtain the Lorenz and Bonferroni curves for the beta-Dagum

distribution:

S opiBla+ HNB((L+Aa0) Y Bla+ ) + 11— 1)

LFG(x;fl) = B )
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and

S opiBla+ HNB((L+ A=) Bla+ ) + 11— 1)
>oitopiG (0, Bla+7),0) E ’

B(Fg(z;61)) =
respectively.

. Ifa=c=1and b > 0, then Lorenz and Bonferroni curves for another Beta-

Dagum distribution with parameters b, 3, A\, 0 given by
Y2 opiBL+HNB((L+ Az )L A1+ )+ 51— 1)

Lpg(7;6) =
o (@3 62) S o B+ N BB+ )+ 11— 1)

Y

and

S opiBla+ AT B((1+ 0 L B(1+ )+ 11— 1)

B(Fg(z;&)) = Z;O:oij GBI E ’

respectively.

. If a = c= X =1, then we obtain the Lorenz and Bonferroni curves for the
beta-Burr III distribution with parameters b, 3,4, that is

S piB+HB(1+270) B +j) + 11— 1)
S opB+)BB(L+j)+ 31— 1) ’

LFG (I, /87 57 b) -

and

S opiBla+ B+~ B(1+ )+ 11— 1)
> opiG (i B(1+7),0) E

B(Fg(x;8,6,b)) =

. If c = 8 =1, then we obtain the Lorenz and Bonferroni curves for the beta-Fisk

distribution with parameters a,b, A, d.

S opila+ DA B((1+ A0 Y (a+j) + 11— 1)
E’ )

L, (55; €3> =

and

Sosopila+ )B(1+ Az (a+j)+5,1—3)
>0 opiG (A, (a+4),0) E

B(Fg(r:&3)) =

for a,b, \,0 > 0.
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3.3 Concluding Remarks

In this chapter, we presented the raw moments and the k' incomplete moments
for the Mc-Dagum distribution. Inequality measures for the distribution are derived
using well known Lorenz and Bonferroni curves. Additionally, Zenga curve was also
obtained. Lorenz curve and Bonferroni curves for some submodels of this class of

distributions are also obtained.



CHAPTER 4
ENTROPY

In this chapter, we discuss the Renyi entropy, Shannon entropy and g—entropy for
the Mc-Dagum distribution. The entropy of a random variable X is a measure of

variation of the uncertainty.

4.1 Renyi and Shanon Entropy

For a pdf f(z), Renyi entropy (Renyi, 1961) is given by

Hg(f) = 11%98 (J5F fo()dx), s > 0,5 # 1. (4.1)

As s — 1, we obtain the Shanon entropy. Note that,

Bla) = P (1 ) T 1= (1 200) ] o
bs—s
and fooo fé(z)dr = C’w‘é fo —s0—s (1 + )\x_‘s) ~Pacs—s [1 — (1 + )\x_‘s) —h dz

Bacs+s 1— yere bs—s
. (71y ) ——dy
y23 (1) T ()]
cBA9) s0—s 755 S +Bacs+s— c\sb—s s—145=1
= (PO [ \msisy T et R (] _ yfejshos(] —y) <C§y
4.2

- 5?2% o [ o]

Using the fact that, (1 —w)"™" = =20 oﬂ and setting

F

y=(1+Xx%)7! sothat 270 = y_i\*lzl)f—yy, and Aoz ~°"'dz=y2dy, we obtain

X rs cBAS)® s0—s 7555 acs+s— c\sb—s s+3-1_
JoZ Fo(a)da = G0 [ A0y T e a2 (1 yfe)shos(1 — gy ti Ty

_ (eBAS) AT S5\t fl yﬂacs+s—s—3+§+1—2(1 . y)s'i‘%_%_l(l — yﬁC)Sb_sdy

B*(a,b) 0
1
_ M Bacs—24++-1 s+l 1 (—=1)IT(sb—s+1)yP<
e BS((Lb) fO y 575 (1_ ) 5 Z] =0 Sb S—f—l—])]'
1
(BN T IS (oo (—1)IT(sb—s+1) n 5 415-1 Lii1g
= WZJ ()mfo Bej+pBacs— (1 y)s 5—3 dy

cBAO S)\H'%_S(S_S 00 1)IT0(sb—s+1
= & )Bs(a,b) > izo (r(sl s(+l ;r;')B(BCJ +Bacs — 3+ 5,5+ 3 — 3)-

(4.3)
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Therefore, Renyi entropy for the Mc-Dagum distribution is

log [(cBAS)*ATFs—s0=s S (—1)iD(sh— s + 1)
Helf) = 75 [ B(ab) 2 T(sh—s+1-j)]! (44)
B(/Bcj—l—ﬁacs—qu%,s—i—g—%)}

for s > 0 and s # 1. If bs — s is a positive integer, then the sum in the Renyi entropy

stops at bs — s.

4.2 g—entropy

We also obtain g—entropy for the Mc-Dagum density as follows.

S5l = [ S yda] i BA 15 >0,

E[~log(f(X))]. it G-1.

Therefore, if E #1, B > 0,

1 (BAS)PAI+3—F0=8 2 (—1)IT(Bb— B+ 1)
H-~ = = 1-— = = =
i) 5—1[ B%(a,b) ;wa—ﬁﬂ—j)ﬂ
X B(ﬁcj+ﬁac§—§+%,§+§—%>}

4.3 Concluding Remarks

In chapter 4, measures of uncertainty, including Renyi, Shanon and g—entropy for the

Mec-Dagum distribution were presented.



CHAPTER 5
INFERENCE

5.1 Maximum Likelihood Estimates (MLE)

Let © = (X, 3,d,a,b,¢)T. In order to estimate the parameters \, 3,6,a,b and ¢ of
the Mc-Dagum distribution, we use the method of maximum likelihood estimation.
Let X1, X5, ....... , X, be a random sample from f(x; A, 3,0, a,b, c). The log-likelihood
function L(\, 3,4, a,b,c) is

n

LB bambic) = miog (BC(MS ) +log (ch ) +1og |T] (1+Ax;5)‘5‘w—1]
=1

+logH [1 - (1 +Ax;5)’cﬁ] ! (5.1)
= nlog(c?+ nlog(B) + nlog(\) + nlog(é) — nlogB(a, b)

—(6+1) i logz; — (Bac+ 1) ilog[l + Az
= 1

+(b—1) Z log[l — (14 Az;%)~).
i=1
(5.2)
Differentiating L(\, 3,0, a, b, ¢) with respect to each parameter A, 3,4, a,b and ¢ and

setting the result equals to zero, we obtain maximum likelihood estimates. The partial

derivatives of L with respect to each parameter or the score function is given by:

(9L 0L 8L 8L 8L oL

where

oL = "L Bl 4 M%) B g0

gL _n_ Y -1 i i

O\ )\ pa Z (1 + /\x“s) 121 1+ )\x_6 ); [1— (14 z;%)=<8]
(5.4)
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L “~ (1+ Az;)Plog(1 + Az
0 n achog +Az;70) +e(b—1) Z + i og(l + Ar; ) (5.5)
i=1

98 B 1 + Az 0)=es]
g_g - - é logz; + \(Bac + 1) é % (5.6)
— AeB(b— 1) Z:; xizlf(f i?;f;”;)f =,
g_s — —n(¥(a) — d(a+ b)) — Bcg log(1 + ), (5.7)
O o) = o+ )] + 3 logll — (14 Aa®) ] (5.9

i=1

where 1(.) is digamma function defined by ¥ (x) = %logF(m) Fl((x) , and

dc

L - "L (14 M%) Plog(1 + A
0 n b—162 + Az; %) Plog(1 + A\x; ) (5.9)
=1

= — — log(1 4+ \
. ﬁa; og( x; T (0T )

The MLE of the parameters \,3,d,a,b and ¢, say S\,B,g,d,i) and ¢ are obtained by

] ] ; oL _ 0L _ OL_ 9L _ 9L_ 0L
solving the following equations, 5y = %6 = 98— o0c — ot —ac - There is no closed
form solution to these equations, so numerical technique such as Newton-Rapson

method must be applied.

5.2 Fishers Information Matrix

To obtain the Fishers information matrix (FIM), we derive the second partial deriva-
tives and cross partial derivatives with respect to each parameter \,5,0,a,b and ¢ as

follows:

From equation (5.4) we obtain

O*L  —n "L " cBayBA;TPEATP — ef — 1]
b 1 U -1 L . 1
oz = e +(Bac+1) ;:1 e +(b—-1) ;:1 1- A7 , (5.10)

7
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where, A;=(1 + )\x;‘;),

0L 5 4—cp—1lcBlog(A )= 1+ 477
6’)\8ﬁ acz i +(b—1) ;x cA; 1 AP , (5.11)

n

0*L "9 ; o
INIS = (_BCLC— l)z x; Zg(x) + (b— 1)Zcﬁ% éAi ) 1l09<$¢)Bi, (512)

i=1 v i=1

12 AT Aa 0 AT e 0 AT P T — (14 da; 0) P

where, B; = TESIRCHE )
ama = —pe Z 1+)\ =) (5.13)
27, n 14\ —6\—cf—-1,.—6
a et Z C/B( + I’L )_5 'TZ , (514>
ONOb [1— (14 Az %)~
and

[1— 477

)

0?L "0 BrOA P eBlogh; — 1 + A7
aAac__ﬁa; i +(b—1) Z . (5.15)

From equation (5.5), we obtain

0?L —n "L (14 Az %) Pllog(1 + Az %))
- = 2(b—1) : 5.16
03? 62 ; 11— 1 + Az %)—cB]2 (5.16)
0L = " AeA; P T 0logas[1 — eBlogA; — A7)
=ac) Ci+(b—-1 : : : U 5.17
0B0) ; ( >; [1— A2 517)
Az log(x;)
where, C; = Aig ,
O*L = s
3630 = —cizllog(l + \z7?), (5.18)
2L n 1 —6\—cp 1 =
"L _ Zc( + Az ) logi((S + Az, )’ (5.19)
9pob [1— (14 A\x; %)=
and
*L - "L A PlogAi[cBlogA; + AP — 1)
= —a logA; + (b—1 L c ) 5.20
o0c ~ & A 0 L T o



From equation (5.6), we obtain

(logz;)?A;~'D

_5logxz

0?L
W:—+)\6ac+1 Zx
[1— Acﬂx_5(1+)\z_‘s) I—Azi_‘s(l—i-)\a:i_’s) (14 Az
where D;= TR
Also,
O’L -
—\ _ti 2O9%
960 502(1“ 5y’
*L "L (1A
— )\ i
goap ~ P ; - (1
and

and

n

cB—
oL _chF AB( b—l)ZA

0y=eByaz; 0 (14 a; %) —eF—1]

z%logx;[cBlogA; + A7 P —

1]

00c i=1 [1 - i_Cﬂ]
h F = x;‘slog:pi
where F; = G055
From equation (5.7), we obtain
0°L _ o I'(a+b) 2
G = |tk 02 = ) - @2 +
’L , T"(a+0)
daob " W(“ O Tagn) } !
O*L - s
dade _5;l09(1 Az,
From equation (5.8), we obtain
L s, ' (a+0b) )
G = Wl o - T oyt

)
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(5.21)

(5.22)

(5.23)

(5.24)

(5.25)

(5.26)

(5.27)

(5.28)
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and
0?L B(1 —|— )\:c )~Plog(1 + ;%)
. 5.29
0boc Z 1+ Az ) Bl ( )
From equation (5.9), we obtain

0*L - B+ Az;%)~Blog(1 4+ Az %))?
B(b—1) 5.30
o Z 11— 1 + Az;0)—eB)2 (5.30)

Fisher information matrix for the Mc-Dagum distribution is:

I)\)\ I)\B I)\5 I)\a I)\b I)\c
Ioxn Igp Ips Ipa gy Ipc

In Ig Iss Ise Isy s
160) = 10\, B, 6,a,b,c) = | 0 0 e e (5.31)

where, Iy=—FE [M} ........ Ju=—FE [B_L]

The elements of the 6 X 6 matrix I(\, 3,4, a,b,c) can be approximated by the
elements of the information matrix, where

O*L —9?L
L;(0) = — R .
() E {8@8@} 00,00,

Applying the usual large sample approximation, MLE of O, that is O is approximately

(5.32)

Ng(©,1,1(0)), where I,,(0) is the 6X6 observed information matrix. Under the
regularity conditions and parameters in the interior of the parameter space but not
on the boundary, the asymptotic distribution of \/n((©)—0) is Ng(©, I7'(0)), where
I(©) = lim n7'1,(0).

n—o0

Therefore, the approximate 100(1-a)% two-sided confidence intervals for A, 3, 9, a, b

and c are given by:
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N Za\[LN(0), B+ Za\/I53(0), 0 + Zan/ I;;(0),
=+ Za\[ I, (0), b+ Za\/I;'(0) and é = Zs\/ .1 (0),

where, Z< is the upper (%)th percentile of a standard normal distribution.

5.3 Concluding Remarks

In this chapter, we presented log-likelihood function for the Mc-Dagum distribution
and obtained partial derivatives with respect to each parameter to estimate the model
parameters. We noticed that there are no closed form estimates of the parameters,

so numerical methods must be applied. We also obtained Fisher Information matrix;

(5.33)

L;;(0) = —E { 0L } —0”L

00,00, ~ 90,00,

Finally the approximate confidence intervals for each parameter was given.

5.4 Future Works

In the future, we will investigate and obtain results on the Kumaraswamy-Dagum
(Kum-Dagum) distribution that was mentioned in the Chapter one. We will also
work on obtaining estimates of model parameters from the Bayesian viewpoint for
both Mc-Dagum and Kum-Dagum distributions and conduct goodness-of-fit tests for

these models.
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