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ABSTRACT
We calculate the high-harmonic generation (HHG) spectra, strong-field ionisation, and time-
dependent dipole-moment of Ne using explicitly time-dependent optimised second-order many-
body perturbation method (TD-OMP2) where both orbitals and amplitudes are time-dependent.
We consider near-infrared (800 nm) and mid-infrared (1200 nm) laser pulses with very high inten-
sities (5 × 1014, 8 × 1014, and 1 × 1015 W/cm2), required for strong-field experiments with the
high-ionisation potential (21.6 eV) atom. We compare the result of the TD-OMP2 method with
the time-dependent complete-active-space self-consistent field method and the time-dependent
Hartree-Fockmethod. Further, we report the implementation of the TD-CC2methodwithin the cho-
sen active space, which is also a second-order approximation to the TD-CCSD method, and present
results of time-dependent dipole-moment and HHG spectra with an intensity of 5 × 1013 W/cm2 at
a wavelength of 800 nm. It is found that the TD-CC2 method is not stable in the case with a higher
laser intensity, and it doesnotprovide agauge-invariant descriptionof thephysical properties,which
makes TD-OMP2 a superior choice to reach out to larger chemical systems, especially for the study
of strong-field dynamics. The obtained results indicate that the TD-OMP2 method shows moderate
performance, overestimating the response of Ne, while TDHF underestimates it..
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1. Introduction

There has been increasing interest in the atomic, molecu-
lar, and solid-state response to an ultrashort intense laser
pulse [1–9]. The recent advances in laser technology have
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made it possible to observe electron dynamics on attosec-
ond time scales, opening up possibilities of new spec-
troscopic and measurement methods [7,10–14]. These
new techniques will eventually lead to understanding
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yet unexplored pertinent areas of research with unprece-
dented time resolution.

High-harmonic generation (HHG), in which a fun-
damental strong laser field is converted into harmonics
of very high orders, is an avenue to generate coher-
ent attosecond light pulses in the spectral range from
extreme-ultraviolet (XUV) to the soft X-ray regions [15].
HHG process is by nature highly non-linear, and its spec-
trum has a distinctive shape; a plateau, where the inten-
sity of the emitted radiation remains nearly constant up
to many orders, and then an abrupt cutoff, beyond which
practically no harmonics are observed [16]. These fea-
tures can be intuitively explained by the semi-classical
three-step model [17,18]; (i) an electron escapes to the
continuum at the nuclear position with zero kinetic
energy through tunnel ionisation, (ii) it moves classi-
cally and is driven back toward the parent ion by the
laser field, and (iii) when the electron comes back to
the parent ion and possibly recombines with it, a har-
monic photon whose energy is the sum of the electron
kinetic energy and the ionisation potential Ip is emitted.
Then, the cutoff energy Ec is given by Ec = Ip + 3.17Up,
where Up = E20/4ω

2
0 denotes the ponderomotive energy

(E0: laser electric field strength, ω0: carrier frequency).
The time-dependent Schrödinger equation (TDSE)

provides the rigorous theoretical description of the laser-
induced multielectron dynamics. However, direct real-
space solutions of theTDSEbeyond two-electron systems
remains a major challenge [19–28]. As a consequence,
the single-active-electron (SAE) approximation [29,30]
is widely used, in which only the outermost electron is
explicitly treated. Laser-induced multielectron dynamics
is, however, beyond the reach of this approximation.

One of the most advanced methods to describe the
multielectron dynamics is the multiconfiguration time-
dependent Hartree-Fock (MCTDHF) method [31–36]
and more generally the time-dependent multiconfigura-
tion self-consistent-field (TD-MCSCF) method. In TD-
MCSCF, the electronic wavefunction is given by the
configuration-interaction (CI) expansion, and both CI
coefficients and spin-orbital functions constituting the
Slater determinants are propagated in time.

The applicability of the full CI-based MCTDHF
method is significantly broadened by the time-dependent
complete-active-space self-consistent-field (TD-CASSCF)
method [37], which introduces the frozen-core, dynamical-
core, and active orbital subspaces as illustrated in
Figure 1. More approximate, and thus computationally
more efficient methods [38–41] have been developed by
relying on a truncated CI expansion within the active
orbital space, compromising the size extensivity condi-
tion.

To restore the size-extensivity, the choice of the
coupled-cluster expansion [42–44] within the time-
dependent active orbitals is a worthy one. This idea
was first realised by the orbital-adapted time-dependent
coupled-cluster (OATDCC) method [45], which is
based on the complex analytic action functional using
the biorthonormal orbitals. We have also developed
time-dependent optimised coupled-cluster (TD-OCC)
method [46], based on the real action functional using
time-dependent orthonormal orbitals.

Recently, to further extend the applicability to heav-
ier atoms and larger molecules interacting with intense
laser fields, we have implemented approximate meth-
ods within the TD-OCC framework without losing the
size-extensivity criteria [47,48]. In Ref. [47], we intro-
duced a method designated as TD-OCEPA0, which is
based on the simplest version of the coupled-electron
pair approximation [49]. We have also implemented
an approximate method in the TD-OCC framework,
based on the many-body perturbation expansion of the
coupled-cluster effective Hamiltonian [48]. This method,
designated as time-dependent orbital-optimised second-
ordermany-body perturbationmethod (TD-OMP2), is a
time-dependent extension of the orbital-optimised MP2
method developed by Bozkaya et al. [49] for the station-
ary electronic structure calculations. It is size-extensive,
gauge-invariant, and has a lower scaling of the compu-
tational cost [O(N5) where N is the number of active
orbitals] than the TD-OCC method with double excita-
tions (TD-OCCD) having a scaling of O(N6). For both
the TD-OMP2 and TD-OCEPA0 [47,48], one need not
solve for de-excitation amplitudes since they are the com-
plex conjugate of the excitation amplitudes, which fur-
ther leads to a significant reduction in the computational
cost.

Furthermore, in the present work, we report the
implementation of the so-called CC2method [50] within
the active space in the time-dependent framework (TD-
CC2). The CC2 method is also a second-order approx-
imation to the coupled-cluster singles and doubles
(CCSD) model. In this method, the doubles equation is
approximated to provide the first-order corrections to
the wavefunction, and the singles equation is kept the
same as in the CCSD approximation. It scales N5 and
produces ground state comparable to the MP2 method.
The equations of motions (EOMs) are derived based
on the real-action formulation with orthonormal orbital
functions, following our earlier work [46].We have omit-
ted hole-particle rotations in our implementation while
retaining the single amplitudes [51]. Themajor drawback
of the TD-CC2method is the lack of gauge invariance, as
numerically shown in this work.
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Figure 1. The orbital sub-spacing for a spin-restricted case. The horizontal lines represent spatial orbitals, divided into frozen-core,
dynamical core, and active. The active orbital space is further split into the hole and particle subspaces those occupied and virtual with
respect to the Hartree-Fock determinant. The up and down arrows represent electrons.

There are numerous experiments performed on the
noble gas atoms and their mixtures [52–57]. Harmon-
ics of higher than 300 orders have been obtained. The
TDDFT [58] is an attractive choice to study strong-
field phenomena for larger chemical systems [59]. Shih-
I Chu et al. [60] developed the self-interaction-free
time-dependent density-functional theory (TDDFT) and
extensively studied laser-driven dynamics in noble gas
atoms [61], and also in heteronuclear diatomics [62].
However, their method [60] is not free from the gen-
eral drawbacks of the DFT. The TD-OMP2 is a choice in
the wavefunction based methods to reach out to larger
chemical systems studying of strong-field dynamics with
affordable scaling.

In this article, we apply the TD-OMP2 method to the
study of laser-induced dynamics inNe atom.Ne is having
the highest ionisation potential value among the noble
gas atoms (except for theHe, for which anyway it is possi-
ble to have an exact solution of the TDSE [63–65]), and 2s
and 2p orbitals are well separated from each other. These
make Ne as an interesting candidate to deal with as a
test case. It is also true that highly accurate results can
be produced by the method like TD-CASSCF to have a

better understanding of the capability of the newly imple-
mented approximate methods before moving to larger
chemical systems.

First, we seek for themost suitable active space config-
uration and themaximumangularmomentum to expand
the time-dependent orbitals for the study with the high-
est employed intensity by performing a series of calcu-
lations. Then, we compare the TD-OMP2 results with
those of time-dependent Hartree-Fock (TDHF) and the
TD-CASSCF for the highest employed intensity. Further,
we report the results of time-dependent dipole-moment
calculated using the TD-CC2 method and compare it
with other methods and demonstrate that the prop-
erty evaluated using this method is not gauge-invariant.
We also report a comparison of the computational tim-
ing between the TD-OMP2 and TD-CC2 methods. The
manuscript is organised as follows. A concise description
of the TD-OMP2 and TD-CC2 method is presented in
Section 2. Section 3 reports and discusses the numer-
ical results. Finally, concluding remarks are given in
Section 4. We use Hartree atomic units unless stated
otherwise, and Einstein convention is implied for sum-
mation over orbital indices.
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2. Method

We consider a system with N electrons governed by the
following time-dependent Hamiltonian,

H(t) =
N∑
i=1

h(ri, pi, t)+
N−1∑
i=1

N∑
j=2

1
|ri − rj| , (1)

where ri and pi are the position and canonical momen-
tumof an electron i. The corresponding secondquantised
Hamiltonian reads

Ĥ = hμν ĉ
†
μĉν + 1

2
uμγνλ ĉ

†
μĉ

†
γ ĉλĉν , (2)

where ĉ†
μ (ĉμ) is a creation (annihilation) operator for

the complete, orthonormal set of spin-orbitals {ψμ(t)},
which are explicitly time-dependent, and

hμν =
∫

dx1ψ∗
μ(x1)h(r1, p1)ψν(x1), (3)

uμγνλ =
∫∫

dx1 dx2
ψ∗
μ(x1)ψ∗

γ (x2)ψν(x1)ψλ(x2)
|r1 − r2| , (4)

where xi = (ri, σi) is a composite spatial-spin coordinate.
Hereafter we refer to spin-orbitals simply as orbitals, and
use orbital indices i, j, k · · · to denote orbitals in the hole
space which are occupied in a reference determinant �,
and a, b, c, . . . for those in the particle space which are
unoccupied in the reference and accommodate excited
electrons. We use p, q, r, . . . for general active orbitals
(union of hole and particle). It should be noted that, as an
orbital-optimised theory, the number of active orbitals is
less than the number of the full set of the orbitals {ψμ} in
general [37,41,46–48].

2.1. Review of TD-OMP2method

The ground-state MP2 method can be viewed as an
approximation to the CCD method considering only
those terms which give first-order contributions to the
wavefunction with respect to the fluctuation poten-
tial [66]. To construct the TD-OMP2 method as a
time-dependent, orbital-optimised counterpart of the
MP2 method, we begin with the time-dependent CCD
Lagrangian, and retain only those terms giving up
to second-order contributions to the Lagrangian [48],
which reads

L = L0 − iλijabτ̇
ab
ij + 〈�|
̂2(Ĥ − iX̂)|�〉

+ 〈�|[Ĥ − iX̂, T̂2]|�〉 + 〈�|
̂2[f̂ − iX̂, T̂2]|�〉,
(5)

where L0 = 〈�|(Ĥ − i∂/∂t)|�〉, f̂ = f μν ĉ
†
μ

ĉν , X̂ = Xμν ĉ
†
μĉν , f

μ
ν ≡ hμν + vμjνj , X

ν
μ = 〈ψν |ψ̇μ〉, vprqs ≡

uprqs − uprsq , T̂2 = τ abij ĉ
†
aĉ

†
bĉjĉi, and 
̂2 = λ

ij
abĉ

†
i ĉ

†
j ĉbĉa. Then

the action functional

S =
∫ t1

t0
L(t) dt (6)

is required to be stationary, δS = 0, with respect
to the variation of the amplitudes {τ abij }, {λijab} and
orthonormality-conserving variation of orbitals [48].
The resultant EOM for amplitudes reads

iτ̇ abij = vabij − p(ij)f kj τ
ab
ik + p(ab)f ac τ

cb
ij , λ

ij
ab = τ ab∗ij

(7)
where p(ij) and p(ab) are the cyclic permutation operator.
We have also arbitrarily chosen one of the orbital gauges
〈ψi|ψ̇j〉 = 〈ψa|ψ̇b〉 = 0, using the invariance of the total
wavefunction with respect to the unitary transformation
within the hole and particle spaces separately to simplify
the equations of motion.

The EOMs for orbitals are given by

i|ψ̇p〉 = (1 − P̂)F̂p|ψp〉 + |ψq〉Xq
p , (8)

i
{
(δabρ

j
i − ρabδ

j
i)X

b
j

}
= Faj ρ

j
i − ρabF

i∗
b (9)

F̂p|ψp〉 = ĥ|ψp〉 + Ŵr
s |ψq〉ρqsor(ρ−1)

o
p, (10)

Wr
s (x1) =

∫
dx2

ψ∗
r (x2)ψs(x2)
|r1 − r2| , (11)

where P̂ = ∑
p |ψp〉〈ψp|, Fpq = 〈φp|Fq|φq〉, and ρpq and

ρ
pr
qs are the one- and two-body reduced density matrices

given by

ρ
q
p = γ

q
p + δ

q
j δ

j
p, ρ

qs
pr = �

qs
pr + γ

q
p δ

s
j δ

j
r + γ s

r δ
q
j δ

j
p − γ

q
r δ

s
j δ

j
p

− γ s
pδ

q
j δ

j
r + δ

q
j δ

j
pδ

s
kδ

k
r − δsj δ

j
pδ

q
kδ

k
r , (12)

with non-zero elements of γ q
p and �qs

pr being

γ i
j = −1

2
τ cbki

†
τ cbkj , γ b

a = 1
2
τ cakl

†
τ cbkl , �ab

ij = τ abij ,

�
ij
ab = τ abij

†
. (13)

2.2. TD-CC2method

The stationary CC2 method can be viewed as an approx-
imation to the CCSD method considering only those
terms which give first-order contributions to the wave-
function with respect to the fluctuation potential [50].
To construct the TD-CC2 method as a time-dependent
counterpart of the CC2 method, we shall begin with the
time-dependent CCSDLagrangian, and retain only those
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terms giving up to second-order contributions to the
wavefunction, which reads

L = L0 − iλiaτ̇
a
i − iλijabτ̇

ab
ij + 〈�|(
̂1 + 
̂2)(H̄ − iX̄)|�〉

+ 〈�|[H̄ − iX̄, T̂2]|�〉 + 〈�|
̂1[H̄ − iX̄, T̂2]|�〉
+ 〈�|
̂2[f̄ − iX̄, T̂2]|�〉, (14)

where Ō ≡ e−T̂1ÔeT̂1 , T̂1 = τ ai ĉ
†
aĉi, and 
̂1 = λiaĉ

†
i ĉa. It

should be noticed that the singles amplitudes τ ai , λ
i
a are

treated as a zeroth-order quantity. Then, following the
real-valued action formulation as described in the pre-
vious section, we derive the amplitude EOMs as

iτ̇ ai = 〈�a
i |H̄ − iX̄ + [H̄ − iX̄, T̂2]|�〉, (15)

iτ̇ abij = 〈�ab
ij |H̄ − iX̄ + [f̄ − iX̄, T̂2]|�〉, (16)

−iλ̇ia = 〈�|(1 + 
̂1)[Ĥ − iX̂ + [Ĥ − iX̂, T̂2], Êai ]|�〉
+ 〈�|
̂2[Ĥ − iX̂ + [f̂ − iX̂, T̂2], Êai ]|�〉,

(17)

−iλ̇ijab = 〈�|(1 + 
̂1)[H̄ − iX̄, Êabij ]|�〉
+ 〈�|
̂2[f̄ − iX̄, Êabij ]|�〉, (18)

Expanding right-hand sides of the Equations (15)–(18) in
terms of one-body and two-body matrix elements obtain
programmable algebraic expressions, Equations (A1)–(A4).

The EOMs for orbitals are derived as

i|ψ̇p〉 = (1 − P̂)F̂p|ψp〉, (19)

which is formally identical to those for TD-OMP2,
Equation (8), except for the absence of the second term,
where (i) again we arbitrarily chose Xj

i = Xb
a = 0, and

(ii) the hole-particle rotations are also fixed as Xa
i = 0).

We adopted the latter, because both real- and imaginary-
time propagation encounters convergence difficulty due
to similar roles played by T̂1 amplitudes and hole-particle
rotations. (See [46,51] for the related discussions for the
stationary problems.) The correlation contributions of
the density matrices for the TD-CC2 method are given
in Equations (A5) and (A6).

In summary, TD-CC2 method differs from the TD-
OMP2 method in that it includes the singles amplitudes
and ignores the hole-particle rotations. While the for-
mer treatment (CC2) is usually preferred in the station-
ary theory, we consider that the latter approach (TD-
OMP2) is advantageous in the time-dependent problems,
since the omission of the hole-particle rotation results in
the loss of gauge-invariance of the TD-CC2 method, as
numerically demonstrated in the next section.

3. Results and discussion: application to
electron dynamics in Ne

In this section, we report and discuss the application of
our numerical implementation of the TD-OMP2method
to laser-driven electron dynamics in Ne atom. Within
the dipole approximation in the velocity gauge, the one-
electron Hamiltonian is given by

h(r, p) = 1
2
|p2| − Z

|r| + A(t)pz (20)

whereZ = 10 is the atomic number,A(t) = − ∫ t E(t′) dt′
is the vector potential, with E(t) being the laser electric
field linearly polarised along z axis, given as

E(t) = E0 sin(ω0t) sin2
(
π
t
τ

)
, 0 ≤ t ≤ τ , (21)

with a foot-to-foot pulse duration τ (3T), a peak inten-
sity I0 = E20, periodT = 2π/ω0, and a wavelength of λ =
2π/ω0.

In our implementation, the time-dependent orbitals
are expanded with spherical-FEDVR basis functions,

χklm(r, θ ,ψ) = 1
r
fk(r)Ylm(θ ,φ) (22)

where, Ylm and fk(r) are spherical harmonics and the
normalised radial-FEDVRbasis function [67,68], respec-
tively. The spherical harmonics expansion is continued
up to the maximum angular momentum of Lmax, and
the radial FEDVR basis supports the range of radial
coordinate 0 ≤ r ≤ Rmax, with an appropriate absorb-
ing boundary condition. The details of the implementa-
tion can be found in [69,70]. We have used fourth-order
exponential Runge-Kutta integrator [71] to propagate
equations of motions with 10,000 time-steps per opti-
cal cycle. The simulations are run for further 3000 time
steps after the end of the pulse. We have used a regu-
larisation while inverting the one-body reduced density
matrix in Equation (10). Details of the functional form of
the regulariser can be found in Ref. [41].

First, we seek for the optimum orbital space for our
study, by changing the numbers (nfc, ndc, nact), where nfc
is the number of frozen-core orbitals which are forced to
be doubly occupied and fixed in time, ndc is the num-
ber of dynamical-core orbitals ndc which are forced to
be doubly occupied but propagated in time, and nact is
the number of active orbitals among which the active
electrons are correlated. We have chosen a laser field
having a wavelength of 800 nm with an intensity of 1 ×
1015 W/cm2. We have used a simulation box size of
Rmax = 300with cos1/4 mask function switched on at 240
with Lmax = 63. We have performed a series of calcula-
tions starting from 8-active electrons in 8-active orbitals
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Figure 2. HHGspectra ofNeexposed to a laser pulsewith awave-
length of 800 nm and an intensity of 1 × 1015 W/cm2. Results
of the TD-OMP2 method with different numbers of orbital con-
figuration (m, n, o) and maximum angular momentum Lmax =
63.

and gradually increased to 10-active electrons in 14-
active orbitals (Figure 2). We found that the HHG spec-
trum computed with the configuration (1, 0, 13) meet a
virtually perfect agreement with the one computed with
the configuration (0, 0, 14). Therefore, we have chosen
the active-space configuration (1, 0, 13) in all the follow-
ing simulations.

Next, in Figure 3, we report the convergence pattern of
the HHG spectra with respect to the maximum angular
momentum Lmax to expand the orbitals. A series of simu-
lations are performed for 51 ≤ Lmax ≤ 75 with an inten-
sity of 1 × 1015 W/cm2 and awavelength of 800 nm,with
an orbital configuration (1, 0, 13). As seen in Figure 3, the
results steadily tend to converge to the result obtained
employing the highest angular momentum Lmax = 75,
and especially, the spectrum with Lmax = 63 meets the
perfect agreement with Lmax = 75 within the graphical
resolution. Therefore, we have chosen Lmax = 63 as the
optimum (necessary-and-sufficient) value for the Lmax in
all the following simulations with an 800 nm wavelength
laser pulse.

Figure 4 shows comparison of the HHG spectra
for the applied laser intensities 5 × 1014 W/cm2, 8 ×
1014 W/cm2, and 1 × 1015 W/cm2 with a constant wave-
length of 800 nm. One can see the dramatic extension of
the cut-off energy with an increase in the applied laser
intensity. One also observes an increase of the harmonic
yield by nearly one order of magnitude in comparison of
the lowest andmedium intensity cases, and the saturation
of the intensity in comparison of the medium and high-
est intensity cases. It is important to note that these results
are obtained with a well-calibrated conditions described
above, and therefore, reliable as converged result within
the TD-OMP2 approximation. In Figure 5, we have com-
pared the results from the TD-OMP2 simulations with

Figure 3. HHGspectra ofNeexposed to a laser pulsewith awave-
length of 800 nm and an intensity of 1 × 1015 W/cm2. Results of
the TD-OMP2 method obtained with different maximum angular
momentum Lmax with the orbital configuration (1, 0, 13).

Figure 4. HHG spectra of Ne exposed to a laser pulse having a
wavelengthof 800 nmandvarying intensities of 5 × 1014 W/cm2,
8 × 1014 W/cm2, and 1 × 1015 W/cm2, obtained with the TD-
OMP2 method with an orbital configuration (1, 0, 13) and maxi-
mum angular momentum Lmax = 63.

the fully correlated TD-CASSCFmethod, and the uncor-
related TDHF method.

Now we move to a longer wavelength case with λ =
1200 nm, which is a relatively difficult simulation con-
dition, and serves as a robust test for the newly imple-
mented TD-OMP2 method. We follow the same pro-
cedure as made above for the case with λ = 800 nm.
First we test various Lmax for the highest-applied inten-
sity of 1 × 1015 W/cm2. We used TDHF method for
the calibration here, and obtained Lmax = 100 as the
optimum (necessary-and-sufficient) value for the max-
imum angular momentum as confirmed in Figure 6.
We, therefore, use Lmax = 100 for the following simula-
tions to see the intensity dependence of the HHG spec-
tra (Figure 7) obtained with TD-OMP2, and the com-
parison of TDHF, TD-OMP2, and TD-CASSCF results
(Figure 8). We could derive essentially the same conclu-
sion from these application as that for λ = 800 nm. The
TDHF severely underestimate the harmonic intensity for
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Figure 5. HHG spectra of Ne exposed to laser pulse with a wave-
length of 800 nm and an intensity 1 × 1015 W/cm2, Comparison
of TD-OMP2 method with TD-CASSCF, and TDHF methods. Max-
imum angular momentum Lmax = 63 and (1, 0, 13) active space
configuration for the correlation methods has been used.

Figure 6. HHGspectra ofNeexposed to a laser pulsewith awave-
length of 1200 nm and an intensity of 1 × 1015 W/cm2. Results
of the TDHF method obtained with different maximum angular
momentum Lmax.

the longer wavelength. On the other hand, the agree-
ment between the TD-OMP2 and TD-CASSCF spectra
is better for λ = 1200 nm than for λ = 800 nm. Impor-
tantly, the agreement between the TD-OMP2 and TD-
CASSCF results here indicates the convergence of the
result with respect to the level of inclusion of the correla-
tion effect, with sufficiently large Lmax, i.e. at the basis set
limit. In general, TDHF tends to underestimate, and TD-
OMP2 overestimates taking TD-CASSCF as the bench-
mark. However, the extent of deviation for both TDHF
and TD-OMP2 is less for the longer wavelength.

To establish our findings further, we report the time-
evolution of dipole moment and single ionisation proba-
bility at an intensity of 1 × 1015 W/cm2 having a wave-
length of (a) 800 nm, and (b) 1200 nm in Figures 9
and 10, respectively. The dipole moment is calculated as
a trace 〈ψp|ẑ|ψq〉ρqp , and the single ionisation probabil-
ity is evaluated as the probability of finding an electron
outside a sphere of radius 20 a.u. We have used the same
optimised simulation condition for each wavelength, as

Figure 7. HHG spectra of Ne exposed to laser pulse with a wave-
length of 1200 nm and varying intensities of 5 × 1014 W/cm2,
8 × 1014 W/cm2, and 1 × 1015 W/cm2, obtained with TD-OMP2
method with the orbital configuration (1, 0, 13) and the maxi-
mum angular momentum Lmax = 100.

Figure 8. HHG spectra of Ne exposed to laser pulse with a wave-
length of 1200 nm having intensity of 1 × 1015 W/cm2, Compar-
ison of TD-OMP2 method with TD-CASSCF, and TDHF method.
Maximum angular momentum Lmax = 100 and (1, 0, 13) active
space configuration for the correlation methods has been used.

reported earlier. In general, TDHF tends to underesti-
mate, whereas TD-OMP2 overestimates in comparison
to the TD-CASSCF; the deviation is more for TDHF,
however. Such a convergence pattern for these meth-
ods is often encountered in the ground state calcula-
tions also. The difference from the TD-CASSCF for both
TDHF and TD-OMP2 reduces for the longer wavelength
(Figure 9(b)), however, for the ionisation probability, the
difference between these methods remains nearly con-
stant shown in Figure 10(b). The role of electron corre-
lation is less for the longer wavelength, as it is the outer
valence electrons, which are driven by the incident laser.

In Figure 11, we have compared time-evolution of
dipole-moment of Ne with all these methods at an inten-
sity of 5 × 1013 W/cm2 at a wavelength of 800 nm. In
these simulations, we also correlated 8 electrons in 13
active orbitals, and laser electric field taken in the velocity
gauge. We are unsuccessful in obtaining a stable conver-
gence for the TD-OCC2 method using laser intensities
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Figure 9. Time evolution of the dipole moment of Ne irradiated
by a laser pulse of a wavelength of (a) 800 nm, (b) 1200 nm at an
intensity of 1 × 1015 W/cm2, calculatedwith TDHF, TD-OMP2 and
TD-CASSCF methods.

Figure 10. Time evolution of single ionisation probability of Ne
irradiated by a laser pulse of a wavelength of (a) 800 nm, (b)
1200 nmat an intensity of 1 × 1015 W/cm2, calculatedwith TDHF,
TD-OMP2 and TD-CASSCF methods.

employed for the TD-OMP2 simulations. The ionisa-
tion potential of Ne is high, and the employed intensity
is low enough to have sufficient ionisation. Therefore,
the role of electron correlation is not that relevant in
this particular case, and all the methods predict nearly
identical time-dependent dipole moment. In Figure 12,
we have reported HHG spectra. Except for the TD-CC2
method, all the other methods produce similar spectra.
It overestimates high-harmonic intensity from all other
methods. The outcome makes a clear case for the need
of a low-scaling orbital-optimised theory. In Figure 13,
we compareHHG spectra taking the laser-electric field in
the length gaugewith the result obtainedwith the velocity
gauge treatment using the TD-OMP2 (Figure a) and TD-
CC2 (Figure b) method. We have used identical simula-
tions conditions (lmax, rmax, active space configuration)

Figure 11. Time evolution of the dipole moment of Ne irradi-
ated by a laser pulse of a wavelength of 800 nm at an intensity
of 5 × 1013 W/cm2, calculated with TDHF, TD-OMP2, TD-CC2 and
TD-CASSCF methods.

Figure 12. HHG spectra of Ne irradiated by a laser pulse of a
wavelength of 800 nm at an intensity of 5 × 1013 W/cm2, calcu-
lated with TDHF, TD-OMP2, TD-CC2 and TD-CASSCF methods.

for these length gauge simulations as used for all other
velocity gauge treatment using 800 nm wavelength laser.
The outcome suggests that the TD-CC2 method does
not provide a gauge-invariant description of properties
of interest, whereas TD-OMP2 does, which make TD-
OMP2 a superior choice for the study of strong-field
dynamics.

In the TD-OMP2 method, the doubly excited deter-
minants are approximately incorporated in the config-
uration space. Therefore, it takes into account at least a
part of the electron correlation, which makes it overall a
better performer in comparison to the TDHF, where the
electron correlation ismissing. The electron correlation is
more important in the far part of the spectrum, where the
intensity profile of the spectrum drops quickly for TDHF,
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Figure 13. HHG spectra of Ne in the length gauge (LG) and veloc-
ity gauge (VG) irradiated by a laser pulse of a wavelength of
800 nm at an intensity of 5 × 1013 W/cm2, calculated with (a)
TD-OMP2, and (b) TD-CC2 method.

Table 1. Comparison of the CPU time (in second) spent for the
evaluation of the T1, 
1, T2, 
2 equation, 1RDM, and 2RDM for
TD-CC2 and TD-OMP2 methods.

TD-CC2 TD-OMP2

T1 
1 T2 
2 1RDM 2RDM T1 
1 T2 
2 1RDM 2RDM

1.31 10.47 8.59 2.47 2.48 17.46 – – 0.71 – 1.06 0.67

Note: CPU time spent for the simulation of Ne atom for 1000 time steps (0 ≤
t ≤ 0.1T) of a real-time simulation (I0 = 5 × 1013 W/cm2 andλ = 800 nm),
using an Intel(R) Xeon(R) Gold 6230 CPU with 40 processors having a clock
speed of 2.10 GHz.

or in other words, the difference with the TD-CASSCF is
more for the TDHF than TD-OMP2.

In Table 1, we compare computational timing for
1000 time-step propagation in various parts of TD-CC2
and TD-OMP2 methods for the real-time simulations.
Even though the overall computational scaling for both
the methods is the same (N5), the TD-OMP2 does not
involve solutions of the T1, 
1, and the 
2 amplitude
equations. The 
2 amplitudes are complex conjugate of
the T2 amplitudes due to the linear structure of the func-
tional. The T2 equation for the TD-CC2 method has
many terms and involves multiple operator products.
The time saving for the TD-OMP2 method comes from
the evaluation of 2RDMs, which scales N4 and does not
involve any operator products. On the other hand, it isN5

for the TD-CC2 method.

4. Concluding remarks

In this article, we have applied the recently developed
TD-OMP2 method to compute the HHG spectra of Ne
atom as a case study to analyse the performance of the
implemented method in demanding laser conditions.
Further, we have implemented the TD-CC2 method,
which is also an N5 scaling second-order approximation

to the parent TD-CCSD method. The TD-CC2 method
does not provide a gauge-invariant description of the
properties of interest and is not stablewith rigorous simu-
lations conditions, often required while studying strong-
field dynamics. On the contrary, TD-OMP2 is very stable,
does not breakdown even with harsher simulation condi-
tions, and it is gauge-invariant. Additionally, TD-OMP2
is computationally more favourable. All these make TD-
OMP2 as a superior choice over the TD-CC2 method.
While the performance of theTD-OMP2method ismod-
erate, it is remarkable that such highly nonlinear non-
perturbative phenomena can be stably computed within
the framework of time-dependent perturbation method,
by virtue of the nonperturbative inclusion of the laser-
electron interaction and time-dependent optimisation
of orbitals. This will open a way to correlated time-
dependent calculation for large chemical systems, for
which the applications of multiconfiguration methods
such as TD-CASSCF are challenging. The method will
also be useful to studymoderate size systems; calibrations
of simulation conditions and extensive parameter surveys
can be performed before stepping into simulations with
more rigorous and therefore, more expensive method.
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Appendices

Appendix 1. Algebraic details of TD-CC2

The EOMs for the amplitudes are given by

iτ̇ ai = f ai + f kc τ
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ki + 0.5vakcdτ

cd
ik − 0.5vklicτ

ac
kl

+ f ac τ
c
i − f ki τ

a
k + vakic τ

c
k

+ vklcdτ
ad
kl τ

c
i − 0.5vklcdτ

cd
il τ

a
k + vklcdτ

d
l τ

ca
ki

− f kc τ
c
i τ

a
k + vakcdτ

d
k τ

c
i

− vklicτ
c
l τ

a
k − vklcdτ

d
l τ

c
i τ

a
k (A1)

iτ̇ abij = vabij + p(ab)f ac τ
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The correlation contributions to the RDMs for theCC2method
is given by
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Appendix 2. Ground-state energy

To check the correctness of the newly implemented TD-CC2
method, we have done a series of calculations taking Be and

Table A1. Comparison of ground state energies of Be, and BH
(re = 2.4 bohr, within a (6, 6) active space configuration).

Basis Method This work Reference

Be cc-pVDZ [73] HF −14.5723 376 −14.5723 376 [74]
MP2 −14.5986 736 −14.5986 736 [74]
OMP2 −14.5987 486 −14.5987 486 [74]
CC2 −14.5988 233 −14.5988 233 [74]
FCI −14.6174 095 −14.6174 095 [74]

BH DZP [75] HF −25.1247 420 −25.1247 42 [76]
MP2 −25.1325 603
OMP2 −25.1528 754
CC2 −25.1325 787
aOCC2 −25.1528 704
CASSCF −25.1783 349 −25.1783 35 [76]

Note: The overlap, one-electron, and two-electron repulsion integrals over
Gaussian basis functions are obtained from Gaussian09 program (Ref. [72]).
Imaginary time relaxation is used to obtain the ground in the orthonor-
malised Gaussian basis. A convergence cutoff of 10−15 Hartree of energy
difference is used in the subsequent time-step.aIt does not include hole-
particle rotations.

BH as example systems. We have assessed the correctness of
the implementation of the TD-OMP2 in an earlier article [48].
The required one-electron, two-electron, and overlap matrix
elements are obtained from the Gaussian09 [72] and orthonor-
malised to interface with our numerical code. In these calcu-
lations, we have taken the number of grid points as the same
as the number of Gaussian basis functions for a chosen basis
set. For Be, we have used cc-pVDZ [73] basis set, and all the
orbitals are taken as active to compare with the PSI4 [74],
which only supports all orbitals as active. Our implementa-
tion allows a flexible classification of the orbital subspace into
frozen-core, dynamical core, and active, however.We have used
DZP basis [75] for BH. All 6 electrons are chosen as active and
distributed among 6 active orbitals for the correlation methods
to check the correctness for the active space implementation.
The OCC2 method does not include orbital rotation among
hole particle subspace, which encounters convergence difficulty
while retaining single excitation amplitudes [51]. We have tab-
ulated our results against the values obtained by Krylov et al.
[76] in Table A1. Our results are identical to the available
values.
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