
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=lpde20

Communications in Partial Differential Equations

ISSN: 0360-5302 (Print) 1532-4133 (Online) Journal homepage: https://www.tandfonline.com/loi/lpde20

Attractors of the Einstein-Klein-Gordon system

David Fajman & Zoe Wyatt

To cite this article: David Fajman & Zoe Wyatt (2021) Attractors of the Einstein-Klein-
Gordon system, Communications in Partial Differential Equations, 46:1, 1-30, DOI:
10.1080/03605302.2020.1817072

To link to this article:  https://doi.org/10.1080/03605302.2020.1817072

© 2020 The Author(s). Published with
license by Taylor and Francis Group, LLC

Published online: 16 Nov 2020.

Submit your article to this journal 

Article views: 370

View related articles 

View Crossmark data

Citing articles: 2 View citing articles 

https://www.tandfonline.com/action/journalInformation?journalCode=lpde20
https://www.tandfonline.com/loi/lpde20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/03605302.2020.1817072
https://doi.org/10.1080/03605302.2020.1817072
https://www.tandfonline.com/action/authorSubmission?journalCode=lpde20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=lpde20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/03605302.2020.1817072
https://www.tandfonline.com/doi/mlt/10.1080/03605302.2020.1817072
http://crossmark.crossref.org/dialog/?doi=10.1080/03605302.2020.1817072&domain=pdf&date_stamp=2020-11-16
http://crossmark.crossref.org/dialog/?doi=10.1080/03605302.2020.1817072&domain=pdf&date_stamp=2020-11-16
https://www.tandfonline.com/doi/citedby/10.1080/03605302.2020.1817072#tabModule
https://www.tandfonline.com/doi/citedby/10.1080/03605302.2020.1817072#tabModule


Attractors of the Einstein-Klein-Gordon system
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ABSTRACT
It is shown that negative Einstein metrics are attractors of the
Einstein-Klein-Gordon system. As an essential part of the proof we
upgrade a technique that uses the continuity equation complemen-
tary to L2-estimates to control massive matter fields. In contrast to
earlier applications of this idea we require a correction to the energy
density to obtain sufficiently strong pointwise bounds.
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1. Introduction

Nonlinear stability results are milestones in the study of the Einstein vacuum equations.
Nonlinear stability for the vacuum Einstein flow is known for two particular spacetimes,
those of Minkowski spacetime [1] and the Milne model [2]. If the cosmological constant
is non-vanishing a large class of de Sitter type universes and black holes are known to
be stable [3–5] and also toward the singularity of certain cosmological solutions, stabil-
ity has been established recently [6]. Restricting to stability results toward a complete
direction of spacetime and the case of vanishing cosmological constant, i.e. to the Milne
model and Minkowski space, several results appeared recently that generalize these
works to the non-vacuum setting. The matter models that have been considered in these
generalizations include Maxwell fields [7–11], collisionless matter [12–16] and scalar
fields [17–20], in particular Klein-Gordon fields, which are the subject of this paper.

1.1. The Einstein-Klein-Gordon system

The Einstein-Klein-Gordon system (EKGS) describes a non-vacuum spacetime with a
massive scalar field(s) as the matter model. The EKGS, for the unknown metric tensor
gl� and scalar field / of mass m> 0, reads
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R g½ �l� �
1
2
R g½ �gl� ¼ 2Tl� ,

rlTl� ¼ 0,
(1.1)

where we use natural units (c¼ 1, 4pG ¼ 1) and where the stress-energy tensor is given
by

Tl� ¼ rl/r�/� 1
2
gl� gqrrq/rr/þm2/2
� �

: (1.2)

The system emerges as a projection of the Einstein equations on massive modes of the
Fourier expansion of five-dimensional Kaluza-Klein metrics [19]. Independently, the
system poses an interesting mathematical model as it consists of a system of quasilinear
massless and massive wave equations. The presence of massive waves in the system
makes its treatment substantially more difficult than that of, for instance, the Einstein-
Scalar field system where only a massless wave is coupled to the Einstein equations. The
present paper considers the stability problem of the Milne model in the expanding dir-
ection as a solution to the Einstein-Klein-Gordon system.
The EKGS has been studied intensely in recent years with an emphasis on the nonlin-

ear stability problem [17, 19, 20] (cf. also [21] where the decay of the KG field on a
Kerr-AdS background is investigated).

1.2. Cosmological spacetimes and stability

The Milne model ðð0,1Þ�M, �gÞ with metric

�g ¼ �dt2c þ
t2c
9
cijdx

idxj, (1.3)

where M is a closed 3-manifold admitting an Einstein metric c with negative curvature,
i.e. Rij½c� ¼ � 2

9 cij, is a solution to the vacuum Einstein equations in 3þ 1 dimensions.
It models a universe emanating from a big bang singularity at tc ¼ 0 expanding for all
time with a linear scale factor. It is a member of the FLRW family of cosmologies and,
in comparison with related isotropically expanding models for the Einstein equations
with a positive cosmological constant (such as de Sitter space), has the slowest expan-
sion rate. This feature makes it difficult to establish stability results for the Milne model
as decay rates of fields in cosmological spacetimes correspond inversely proportional to
the rate of expansion.
The nonlinear stability of the Milne model in the expanding direction is known due

to a series of works by Andersson and Moncrief who resolved this problem in general
dimensions [2]. Their approach uses the CMCSH gauge, developed in [22], which casts
the Einstein equations into an elliptic-hyperbolic system. This gauge enables a crucial
decomposition of the spatial Ricci tensor into an elliptic operator and perturbation
terms. A corrected L2-energy based on this operator in combination with control of its
kernel then allows for a sufficiently strong energy estimate that yields decay of perturba-
tions at a rate that implies future completeness of the spacetime.
Recently, the stability of the Milne model has been generalized to the presence of a

variety of matter models such as collisionless matter [12] by Andersson and the first
author, fields emanating from generalized Kaluza-Klein spacetimes, in particular
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electromagnetic fields [8] by Branding, the first author and Kr€oncke and also Klein-
Gordon fields [19] by Wang. While the former two works use the CMCSH gauge to
control the evolution of perturbations, in [19] a CMC-vanishing-shift gauge and
Bel-Robinson-type energies (cf. [23]) are used.
A crucial difficulty that arises for massive matter models coupled to the Einstein

equations for data close to the Milne model results from the slow decay of the lapse
gradient. This is due to the matter quantity appearing in the elliptic equation for the
lapse function (sg in (2.7c)). Roughly speaking this implies that the decay of the gradi-
ent of the lapse, after rescaling, takes the form rN � ee�T where e denotes the size of
the initial perturbation. Then in the evolution of the L2 energy of the Klein-Gordon
field, the critical term at lowest order (see (6.8) for higher orders) reads

m2rNr/, (1.4)

when written in rescaled variables. Given the coupling to the lapse gradient, this leads
to a small growth of eeT in the L2 energy of the Klein-Gordon field. When the matter
field couples back into the lapse equation (via sg) it reduces the decay of the gradient
of the lapse to eeð�1þeÞT and consequently one cannot close the bootstrap argument.
This issue was first observed for the Einstein-Vlasov system in [12], and also arises for
the Klein-Gordon field as discussed in [19] Einstein equations in CMCSH gauge take
and the present paper.

1.3. Upgrading decay estimates for massive fields by the continuity equation

The main motivation for the present paper is a rough similarity between the Milne sta-
bility problem for the EKGS and the corresponding one for the massive Einstein-Vlasov
system considered in [12]. Therein, the crucial step to overcome the problem of slow
decay of the lapse was the utilization of the continuity equation, which turns into a first
order evolution equation for the energy density. This evolution equation has a beneficial
structure that allows one to obtain better estimates for the energy density than for a
generic component of the energy-momentum tensor. As it is precisely the energy dens-
ity that causes the lapse gradient to lose decay, this auxiliary estimate is the essential
tool to obtain sharp bounds on the lapse and close the bootstrap argument. In [12] it
was conjectured that the continuity equation has similarly powerful applications in cor-
responding massive matter models.
In the present paper we show that this conjecture is true for the EKGS. In particular, we

use the continuity equation to obtain improved bounds for a suitable corrected energy
density on lowest order and based on this initialization construct a hierarchy of estimates
increasing in regularity. In particular, we consider the rescaled energy density q (defined
in (2.9)) and correct it with a small indefinite term to obtain the corrected energy density

bq ¼ q� 1
2
s2/

3
2
N�1/� /0

� �
, (1.5)

where s, / and /0 are mean-curvature, Klein-Gordon field and its time derivative
defined in Section 2. The corrected energy density fulfills an evolution equation, given
in (5.4), with only time-integrable terms on the right-hand side yielding uniform
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pointwise bounds on the energy density and, in turn, for the Klein-Gordon field. This
approach is sufficiently strong to close a bootstrap argument for the full system.
We remark that our main theorem is also shown by work of Wang [19], who uses

the CMC-vanishing-shift gauge and Bel-Robinson-type energies (cf. [23]) to control the
geometric perturbations. The issue of the slow decay of the lapse gradient is resolved
therein by a hierarchy which is initiated at lowest order of regularity using an estimate
for the Klein-Gordon field that has been proven in the work on Minkowski stability by
LeFloch and Ma [17] but surprisingly applies in the cosmological setting as well.
By contrast we work in CMC and spatially harmonic gauge. Consequently we have

access to the energy-method of [2, 12] based on the modified Einstein operator (4.6) to
control the perturbation of the geometry, which is significantly more concise than the
one based on Bel-Robinson energies used in [19, 23]. Defining the shift vector field
through the spatial harmonicity condition is necessary for this technique. We have
access to this approach since we do not require the shift vector to vanish as our auxil-
iary estimate for the energy density, based on the continuity equation, is sufficiently
robust to handle a non-vanishing shift vector field. In consequence, we obtain a signifi-
cantly shorter proof of the nonlinear stability problem which avoids many of the tech-
nical details used in [19].

1.4. Main theorem

We formulate the main theorem using terminology introduced in Section 2. To sum-
marize this briefly, we let ð~g ,~kÞ denote the unknown Riemannian metric and second
fundamental form induced on a hypersurface of constant mean curvature s ¼ tr~g~k < 0:
On the background the mean curvature is related to the physical time variable in (1.3)
via tc ¼ �3s�1 and so s % 0 corresponds to the direction of cosmological expansion.
Following the convention of [2, 22] we also introduce rescaled variables ðg, k,/Þ, see
(2.6), so that on the background we have ðg, k,/Þ ¼ c, 13 c, 0

� �
:

For functions and symmetric tensor fields on M we denote the standard Sobolev
norm with respect to the fixed metric c of order k � 0 by jj � jjHk : The corresponding
function spaces are denoted by Hk ¼ HkðMÞ: We let Bj, k, l,m

e c, 13 c, 0, 0
� �

denote the ball
of radius e in the space Hj �Hk � Hl � Hm centered at c, 13 c, 0, 0

� �
:

Theorem 1. Let ðM, cÞ be a negative, closed 3-dimensional Einstein manifold with
Einstein constant l ¼ �2=9. Let e > 0 and ðg0, k0,/0, _/0Þ be rescaled initial data for the
Einstein-Klein-Gordon system at s ¼ s0 such that

ðg0, k0,/0, _/0Þ 2 B5, 4, 5, 4
e c,

1
3
c, 0, 0

� �
: (1.6)

Then, for e sufficiently small the corresponding future development under the Einstein-
Klein-Gordon system is future complete and the rescaled metric and second fundamental
form converge to

ðg, kÞ ! c,
1
3
c

� �
as s % 0: (1.7)
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1.5. Overview on the paper

The paper is organized as follows. Section 2 introduces notations and the fundamental
equations. Section 3 discusses the L2-energies for the Klein-Gordon field. Section 4 states
the bootstrap assumptions and introduces the L2-energies for the perturbation of the
geometry. Section 5 discusses the continuity equation and its modification for the Klein-
Gordon field. In Section 6 the energy estimates for the Klein-Gordon field are performed.
Section 7 recalls the elliptic estimates for lapse and shift. Section 8 discusses the hierarchy
of decay for the lapse function and the Klein-Gordon field. Finally, Section 9 closes esti-
mates for the shift and the perturbation of the geometry and ends the proof.

2. Preliminaries

2.1. The Einstein-Klein-Gordon system

We consider the Einstein-Klein-Gordon system (EKGS) consisting of the Einstein equa-
tions

R �g½ �l� �
1
2
R �g½ ��gl� ¼ 2~Tl�

~/
� �

(2.1)

where the stress-energy tensor is given by

~Tl�
~/
� �

¼ �rl
~/ �r�

~/ � 1
2
�gl� �gqr �rq

~/ �rr
~/ þm2~/

2
� 	

: (2.2)

Note here �r is the Levi-Civita with respect to �g and for m> 0 the Klein-Gordon equa-
tion is

�rl �rl
~/ ¼ m2~/: (2.3)

2.2. Negative Einstein metrics, gauge choice and variables

The following setup is similar to earlier papers on the vacuum case or different matter
models. We recall it briefly for the sake of completeness. Throughout the paper let c
denote a fixed negative Einstein metric such that Rij½c� ¼ � 2

9 cij: We choose the constant
for convenience, but any negative Einstein metric can be treated in the same way.
Roman letters will always range over spatial indices 1, 2, 3 and Greek letters will range
over spacetime indices 0,1,2,3.
To model the dynamic spacetime we consider the 3þ 1-dimensional metric in ADM

form

�g ¼ �~N
2
dt2 þ ~gabðdxa þ ~X

a
dtÞðdxb þ ~X

b
dtÞ (2.4)

where ~N , ~g and ~X denote the lapse function, the induced Riemannian metric on M and
the shift vector field respectively. Let ~nl denote the the future-directed unit normal to
hypersurfaces of constant t. Recall that �gab ¼ ~gab but in general �gab 6¼ ~gab: We denote
by s the trace of the second fundamental form ~k with respect to ~g and decompose ~k ¼
~R þ 1

3 s~g : We then impose the CMCSH gauge via
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t ¼ s, ~g ijð~Ca
ij � bCa

ijÞ ¼ 0, (2.5)

where ~C and bC denote the Christoffel symbols of ~g and c, respectively.
Rescaling. We rescale the variables ð~g , ~R, ~N , ~X , ~/Þ with respect to mean curvature

time t ¼ s, calling the rescaled variables ðg,R,N,X,/Þ: This coincides with the earlier
works [2, 12, 22], except for the Klein-Gordon field, which is rescaled here as follows.
The rescaling is done according to

gij ¼ s2~g ij, N ¼ s2 ~N ,

gij ¼ s�2~g ij, Rij ¼ s~Rij,

/ ¼ �jsj�3=2~/, Xi ¼ s~X
i
:

(2.6)

On top of this we introduce the logarithmic time T ¼ � ln ðs=s0Þ, ($ s ¼ s0 exp ð�TÞ)
with @T ¼ �s@s: We have the following ranges s0 � s % 0 and 0 � T % 1: We also
define bN :¼ N

3 � 1: We let r ¼ r½g� denote the Levi-Civita connection for the rescaled
3-metric g, lg the volume form with respect to g, and D ¼ gabrarb the Laplacian with
respect to this metric.
The rescaled Einstein equations in CMCSH gauge take the following form

R g½ � � jRj2g þ
2
3
¼ 4sq, (2.7a)

raRab ¼ 2s2 ~|b , (2.7b)

D� 1
3

� �
N ¼ N jRj2g � sg

� 	
� 1, (2.7c)

DXa þ R½g�amXm ¼ 2rbNRba �raN̂ þ 2Ns2|a (2.7d)

�2ðNRmn �rmXnÞðCa
mn � bCa

mnÞ,
@Tgab ¼ 2NRab þ 2bNgab �LXgab, (2.7e)

@TRab ¼ �2Rab � N R g½ �ab þ
2
9
gab

� �
þrarbN þ 2NRaiR

i
b

� 1
3
bNgab � bNRab �LXRab þ NsSab:

(2.7f)

The energy density and energy current are defined by

~q ¼ ~N
2~T

00
, ~|a ¼ ~N ~T

0
a, (2.8)

respectively. Furthermore ~|a is defined by raising the index using ~gab, and in general
we raise and lower indices on un-rescaled quantities (i.e. those with tildes) using ~g : We
define the rescaled matter quantities as

q :¼ ~qð�sÞ�3, g :¼ ð~q þ ~gab~TabÞð�sÞ�3,

|b :¼ ~|bð�sÞ�5, Sab :¼ ð~T � 1
2
~gab~TÞð�sÞ�1 (2.9)

Here and throughout, spatial indices for rescaled quantities will be raised and lowered using
the rescaled metric g. Thus |a is defined using the rescaled metric gab, and moreover |a would
scale as ~|að�sÞ�3: For the Klein-Gordon field these matter quantities are evaluated as
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q ¼ 1
2
m2/2 þ s2

2
3
2
N�1/� /0

� �2

þ 1
2
s2gabra/rb/ (2.10)

|a ¼ s
�
3
2
N�1/� /0

	
gabrb/ (2.11)

g ¼ � 1
2
m2/2 þ 2s2

3
2
N�1/� /0

� �2

(2.12)

Sab ¼ 1
2
m2/2gab þ s2ra/rb/ (2.13)

gabT
ab ¼ � 3

2
s�2m2/2 þ 3

2
3
2
N�1/� /0

� �2

� 1
2
gabra/rb/, (2.14)

where we have used the following notation

b@ 0 :¼ @T þLX , /0 :¼ N�1b@ 0/: (2.15)

For completeness note that the change of ~/ in the direction of the unit normal
becomes, in the rescaled variables,

~nl@l~/ ¼ ~N
�1ð@s � ~X

a
@aÞ~/ ¼ s2N�1 � s�1b@ 0ðð�sÞ3=2/Þ ¼ ð�sÞ5=2 3

2
N�1/� /0

� �
:

(2.16)

Finally, the rescaled Klein-Gordon equation takes the form

b@ 0/
0 ¼ raðNra/Þ þ ð4� NÞ/0 þ 3

2
/� 15

4
N�1/� 3

2
N�2/b@0N � s�2m2N/: (2.17)

Note to derive (2.17) it was convenient to move to a ‘Cauchy adapted frame’, see for
example [24, VI§3]. This ends the setup of the EKGS in the CMCSH gauge with appro-
priate rescaling. In the following we will work solely with these equations.

3. Energy functionals for the Klein-Gordon field

In this section we define the L2-energy of the Klein-Gordon field in two steps. First, we
define the natural L2-norm of a massive scalar field. In the second step we modify this
energy with two non-definite terms to obtain the corrected energy, which turns out to
fulfill the desired energy estimate, which is derived later.

3.1. Natural energy

The following energy is the natural L2-energy expressed in the rescaled variables.
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Definition 1.

Ekð/Þ :¼
Ð
Ms

2ð�1Þk /0Dk/0 � /Dkþ1/
� �

lg þ
Ð
Mm

2ð�1Þk/Dk/lg ,

E‘ð/Þ :¼
X‘
k¼1

Ekð/Þ:
(3.1)

We need the following lemma further below.

Lemma 1. The following equivalence (denoted ffi) holds

jj/jjHkþ2 ffi jjD/jjHk þ jj/jjL2 (3.2)

for a sufficiently regular function /. This implies

jj/jjHk ffi jjDbk=2c/jjL2 þ jjrk8Dbk=2c/jjL2 þ jj/jjL2 , (3.3)

where k8 ¼ dk=2e � bk=2c. Thus
Ekð/Þ1=2 ffi jjs/0jjHk þ jjs/jjHkþ1 þ jjm/jjHk : (3.4)

Proof. This follows from [25, Appendix H, Theorem 27]. w

It is important to note the appearance of jsj weights in (3.4).

3.2. Modified energy

We now introduce the modified energy, which contains two indefinite terms. This
modified energy is equivalent, up to an overall scaling of s2, with the modified energy
considered in [19, (3.27)]. Since the modified energy arises by using the unit normal
vector field (instead of merely @s) as a multiplier vector field it yields a better energy
estimate, see Proposition 2 and (6.6), than the standard energy. Note furthermore that
this procedure of adding additional off-diagonal terms to produce a modified energy
with improved estimates is very similar in spirit to the corrected geometric energies
given in Definition 3, see in particular (4.10). The equivalence of the modified energy
to the standard energy is also shown below.

Definition 2.

~Ekð/Þ :¼
ð
M
s2ð�1Þk

h
/0Dk/0 � /Dkþ1/þ 3/0DkðN�1/bNÞ

þ 3
2
N�1/Dk

�� 3
2
� N

	
N�1/

	i
lg þ

ð
R
m2ð�1Þk/Dk/lg ,

~E ‘ð/Þ :¼
X‘
k¼0

~Ekð/Þ:

(3.5)

Lemma 2. Assume that there exists a constant C> 0 such that jjNjjL1 þ jjN�1jjL1 þ
jjg � cjjHN < C and jjbN jjHNþ1 � Ce�

1
2T. Then there exists a s0 such that for all s > s0 the

following equivalence holds.
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~E ‘ð/Þ ffi E‘ð/Þ, ‘ � N: (3.6)

Proof. We first write the difference between the two energies (note without summing in k).

Ekð/Þ � ~Ekð/Þ ¼
Ð
Mð�1Þks2ð3/0DkðN�1/Þ � 9

4
N�1/DkðN�1/ÞÞlg

þ ÐMð�1Þks2 3
2
N�1/Dk/� /0Dk/

� �
lg :

(3.7)

Examine the first term on the R.H.S. of (3.7). The claim for ‘ ¼ 0 is easily seen from:ð
M
s2 �3ðN�1/Þ/0� �

lg





 



 � Cd
ð
M
s2ð/0Þ2lg þ

Cs20
dm2

ð
M
m2/2lg

where we used jjN�1jjL1 � C and d is a constant we are free to choose. For sufficiently
small d and s0 ¼ tr~k0 one can ensure all coefficients are strictly less than 1. Note that
0 > s > s0 implies jsj < js0j: Thus this term can be absorbed by the clearly positive
terms of E0ð/Þ:
A similar argument holds for ‘ � 1: For some smooth functions v, w

DiðvwÞ ¼ ðDivÞwþ
X

jIjþjJjþ1¼2i

cIJrIvrJþ1w

for some coefficients cIJ depending on g. So for a fixed value of k � 1, integration by
parts (where there are 2bk=2c þ k8 ¼ k derivatives distributed) gives



ð

M
s2ð�1Þkð3DkðN�1/Þ/0Þlg






¼ 3





ð
M
s2
�
ðraÞk8Dbk=2cðN�1/Þ

��
ðraÞk8Dbk=2c/0

�
lg






� C

ð
s2N�1jrk8

Dbk=2c/rk8

Dbk=2c/0jlg þ C
X

jIjþjJjþ1¼k

ð
s2jrI/rJþ1N�1rk8

Dbk=2cjlg

� CjjN�1jjL1jjsr
k8

Dbk=2c/jjL2 jjsr
k8

Dbk=2c/0jjL2
þ C

X
jIjþjJjþ1¼k

jjsrI/jjL4 jjrJþ1N�1jjL4 jjsr
k8

Dbk=2c/0jj2L2

� Cjjs/jjHk jjs/0jjHk þ C
X

jIj�k�1

jjsrI/jjH1 �
X

1�jJj�k�1

jjrJN�1jjH1 � jjs/0jjHk

� Cjjs/jjHk jjs/0jjHk þ Cjjs/jjHk � jjbN jjHkþ1 jjs/0jjHk

� Cdjjs/0jj2Hk þ Cs20
dm2

jjm/jj2Hk :

In the third to last line we used the following estimateX
1�jJj�k

jjrJN�1jjL2 � jjN�2jjL1jjbN jjHk þ CðjjN�1jjL1Þ
X

jIj�bk=2c
jjrI bN jjL1jjbN jjHk

� CjjbN jjHk þ CjjbN jjHkþ1 jjbN jjHk � CjjbN jjHk :

(3.8)

COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 9



In this estimate we used bk=2c þ 2 � kþ 1 for k � 1 in order to take the terms with
low derivatives on bN out in L1 and embed using Sobolev, recalling also that N is con-
trolled at one order of regularity higher than /: Note we also used the Sobolev-embed-
ding H1 ,! L4:
In a similar way we can showð

M
s2N�1/DkðN�1/Þlg jþ





 



ð
M
s2 /0Dk/� 3

2
N�1/Dk/

� �
lg






�
ð
M
jsrk8Dbk=2cðN�1/Þj2lg þ C

ð
M
s2 rk8Dbk=2cðN�1/Þrk8Dbk=2c/



 


lg

þ Cd
ð
M
s2 rk8Dbk=2c/0j2lg þ

Cs20
dm2

ð
M
m2





 



rk8Dbk=2c/




2lg

� Cs20
m2

jjm/jj2Hk þ jjbN jj2Hk jjs/jj2Hkþ1 þ Cdjjs/0jj2Hk þ Cs20
dm2

jjm/jj2Hk

� Cs20
m2

Ekð/Þ þ js0jEkð/Þ þ CdEkð/Þ þ Cs20
dm2

Ekð/Þ:

Thus the claim holds by summing in k from 0 to ‘ and reducing d and js0j to be suffi-
ciently small so that all coefficients can be made to be strictly smaller than 1. w

4. Energy norms and smallness assumptions

In this section we state the global bootstrap assumptions which allows for a cleaner
presentation in the subsequent estimates. Also, we recall the definition of the corrected
L2-energy to control the perturbation of the geometry from the earlier works [2, 12].

4.1. Bootstrap assumptions

Fix the regularity N � 4 and some constant 0 < j 
 1: We assume the following boot-
strap conditions hold.

jjg � cjj2HNþ1 þ jjRjj2HN � CIe
2e�

3
2T , (4.1a)

jjbN jjHNþ1 � CIee
ð�1þjÞT , (4.1b)

jjXjjHNþ1 � CIee
ð�1þjÞT , (4.1c)

ENð/Þ � CIe
2e2jT : (4.1d)

A simple check shows the assumptions of Lemma 2 are consistent with (4.1). Note also
that, by the bootstrap assumptions, Sobolev norms with respect to the metric g are
equivalent to jj � jjHk , i.e. those with respect to c.

Remark 1. The growth in ENð/Þ reflects the fact that, due to certain critical terms (see
(6.8)) the energy for the Klein-Gordon field cannot be controlled uniformly. Without
improved bounds on the Klein-Gordon field, which we obtain from the modified con-
tinuity equation in the next section, the bootstrap argument could not be closed.
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4.2. Energy for the perturbation of the geometry

The discussion in this subsection closely follows [2, 12], however we give a brief sum-
mary here. Recall that ðM, cÞ is a fixed closed 3-manifold admitting an Einstein metric
c with Einstein constant l ¼ �2=9, i.e.

Rab c½ � ¼ � 2
9
cab: (4.2)

Let r½c� and R½c�ikjl respectively denote the covariant derivative and the Riemann curva-
ture components with respect to c. The Einstein operator associated with c is defined to
act on symmetric two tensors hab by

Lhab ¼ �cklr c½ �kr c½ �lhab � R c½ �akblhkl: (4.3)

The lowest positive eigenvalue of L is denoted k0. Under our assumptions on ðM, cÞ a
result of Kr€oncke [26] implies, as argued in [12, §2.1], that k0 � 1=9 and kerL ¼ f0g:
This condition guarantees that the energy to control the perturbation of the geometry,
given below in Definition 3, is coercive and allows us to avoid introducing a shadow-
gauge analog to [2]. From another perspective, see for example the discussion in
[2, §1.4], if a compact 3-manifold M admits a negative Einstein metric then it is neces-
sarily hyperbolic and hence, by Mostow rigidity, cannot be deformed since it is the only
such negative Einstein structure possible on M.
We define the correction constant a ¼ aðk0, daÞ by

a ¼ 1 k0 > 1=9
1� da k0 ¼ 1=9,

�
(4.4)

where da ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 9ðk0 � e0Þp

with 1 � e0 > 0 remains a variable to be determined in the
course of the argument to follow. By fixing e0 once and for all, da can be made suitable
small when necessary.
The corresponding correction constant, relevant for defining the corrected energies is

defined by

cE ¼ 1 k0 > 1=9
9ðk0 � e0Þ k0 ¼ 1=9:

�
(4.5)

Define the following operator

Lg, chab ¼ � 1
lg

r c½ �kðgkllgr c½ �lhabÞ � 2R c½ �akblhkl (4.6)

which acts on symmetric two-tensors hij. Note that Lc, c ¼ L: We recall also the decom-
position of the curvature term in the spatial harmonic gauge (c.f. [23])

R g½ �ab þ
2
9
gab ¼ 1

2
Lg, cðg � cÞab þ Jab, (4.7)

where, for m � 1,

jjJjjHm�1 � Cjjg � cjj2Hm : (4.8)
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We are now ready to define the energy for the geometric perturbation. For m � 1 let

EðmÞ ¼ 1
2

ð
M
h6R,Lm�1

g, c 6Rilg þ
9
2

ð
M
hðg � cÞ,Lm

g, cðg � cÞilg (4.9)

CðmÞ ¼
ð
M
h6R,Lm�1

g, c ðg � cÞilg : (4.10)

Then, the following corrected energy for the geometric perturbation is defined by

Definition 3.

Eg
kðg,RÞ ¼

X
1�m�k

EðmÞ þ cECðmÞ: (4.11)

Under the imposed conditions, the energy is coercive and equivalent

Egkðg,RÞ ffi jjg � cjj2Hkþ1 þ jjRjj2Hk :

4.3. Local well-posedness

Local existence theory is a prerequisite for addressing the global existence and stability
problem for any Einstein-matter system. The local existence problem for the vacuum
Einstein equations in CMCSH gauge was proven in [22]. We provide the corresponding
result for the Einstein-Klein-Gordon system below. As it differs from the vacuum sys-
tem only by coupling an additional nonlinear wave equation to the elliptic-hyperbolic
system there is essentially no difference in the proof. One issue is however important to
remark, which concerns the elliptic system. To preserve the crucial feature that the ellip-
tic operators are isomorphisms we need to impose a smallness condition on the matter
variables. This has been observed already in [27] for collisionless matter and, for simpli-
city, turned into a smallness assumption for the full perturbation. Following the strategy
of proof in [22] and making an additional smallness assumption analogous to that in
[27] yields the following local-existence theorem for the EKGS.

Lemma 3. There exists a d > 0 such that for any initial data set at time T0 for the
rescaled Einstein-Klein-Gordon system in CMCSH gauge ðg0, k0,/0, _/0Þ with

jjg0 � cjj5 þ jjR0jj4 þ
ffiffiffiffiffi
jsj

p
ðjj/0jj5 þ jj/0

:

jj4Þ � d, (4.12)

there exists a local-in-time solution to the rescaled EKGS in CMCSH gauge with this ini-
tial data. Moreover, let Tþ be the supremum of all T > T0 such that the corresponding
solution exists up until T. Then either Tþ ¼ 1 or

lim sup
T!Tþ

jjg � cjj5 þ jjRjj4 þ
ffiffiffiffiffi
jsj

p
ðjj/jj5 þ jj _/jj4Þ � 2d: (4.13)

Remark 2. The mean-curvature factor in front of the Klein-Gordon field terms results
from the lapse equation, where this condition assures smallness of the corresponding
matter term �sg: As g is quadratic in the rescaled Klein-Gordon field, each term
obtains a factor of

ffiffiffiffiffijsjp
:
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Remark 3. We use the previous lemma to establish global existence of the solution cor-
responding to the considered perturbations by proving decay estimates that assure, in
particular, that the necessary bounds above hold.

5. Modified continuity equation

In this section we cast the rescaled Klein-Gordon equation in the particular form (5.1)
and derive a modified continuity equation (5.4). This is essential to prove an improved
bound for the pointwise norm of the energy-density, which in turn allow for an initial-
ization of the hierarchy that improves bounds on the Klein-Gordon field and the
lapse function.
The rescaled Klein-Gordon equation (2.17) when written in terms of the small quan-

tity bN reads

b@0/
0 ¼ raðNra/Þ � 3bN/0 þ /0 þ 9

2
N�1/bN þ 3

4
N�1/þ 3

2
/b@ 0N

�1 � s�2m2N/: (5.1)

The standard continuity equation, see for example [28], is

@Tq ¼ ð3� NÞq� Xaraqþ sN�1raðN2jaÞ � s2
N
3
gabT

ab � s2NRabT
ab

¼ �3bNq� Xaraqþ s2N�1ra

�
Nra/

3
2
/� b@ 0/

� ��
þ 1
2
Nm2/2

þ s2
N
6
ra/ra/� s2

N�1

2

�
3
2
/� b@ 0/

�2

þ s2
N
2
Rabra/rb/:

The problematic terms in this expression are Nm2/2 and Nðs/0Þ2: This is because
naively estimating such terms using the standard Sobolev embedding L1 ,!H2 and the
bootstrap assumptions (4.1) leads to a problematic ejT growth for q. Nonetheless, moti-
vated by the notion of a ‘modified’ energy, we consider a modified energy density.
Consider the quantity

P :¼ /
3
2
N�1/� /0

� �
: (5.2)

Using the KG equation (2.17) its evolution equation is the following.

@TP ¼ �LXP þ b@0P

¼ �LXP þ 3//0 þ 3
2
/2b@ 0N

�1 � Nð/0Þ2 � /b@ 0ð/0Þ

¼ �LXP þ 3//0 � /raðNra/Þ þ N/0/� 3
2
/2 � 4/0/þ 15

4
N�1/2

� Nð/0Þ2 þ s�2m2N/2:

For some constant k define bq :¼ qþ ks2P: (5.3)
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We will be interested in the modified continuity equation for k ¼ �1=2:

@Tbq ¼ �3bNq� Xarabq þ s2
1
2
ð1þ 3=NÞ/raNra/þ s2

1
2
ð3þ NÞ/D/

� s2N/0D/þ s2
3
2
ð1þ N=9Þra/ra/� s2Nra/ra/

0 � 2s2/0ra/raN

þ s2
3
4
ð1� 2=NÞ/2 þ s2

1
2
ð1� N=2Þ//0 þ s2

N
2
Rabra/rb/:

(5.4)

Proposition 1. Assume the bootstrap assumptions (4.1) hold. If k ¼ �1=2 the following
equivalence holds q ffi bq and also the estimates

j@Tbqj� ðjjbN jjH3 þ jjXjjH2 þ jjRjjH2 þ jsjÞE4ð/Þ, (5.5)

and thus

qjT � qjT0
þ Ce3

ðT
T0

eð�1þ2jÞsds � Ce2: (5.6)

Proof.

@Tbq ¼ @Tqþ ks2@TP � 2ks2P

¼ �3bNq� Xarabq þ Nm2/2 1
2
þ k

� �
� s2Nð/0Þ2 1

2
þ k

� �
þ s2N�1raNra/

3
2
/� b@ 0/

� �
þ s2D/

3
2
/� b@0/

� �
þ s2ra/ra

3
2
/� b@ 0/

� �
þ s2

N
6
ra/ra/� s2

9
8
N�1/2 þ s2

3
2
//0 þ s2

N
2
Rabra/rb/

þ ks2ð�//0 � /raðNra/Þ þ N//0 � 3
2
/2 þ 15

4
N�1/2 � 3N�1/2 þ 2//0Þ:

Choosing k ¼ �1=2 we can remove the problematic terms. Indeed the evolution equa-
tion is now (5.4). To show the equivalence, note

jq� bqj ¼ s2

2





/ 3
2
N�1/� /0

� �



 � s20
dm2

m2/2 þ ds2
3
2
N�1/� /0

� �2

: (5.7)

Thus for sufficiently small d and s � s0 equivalency holds. Finally, and recalling (3.4)
and the standard Sobolev embedding H2 ,! L1, we have

j@Tbqj� jjbN jjL1ðjjm/jj2L1 þ jjsN�1/jj2L1 þ jjs/0jj2L1Þ þ jjXjjL1jjm2/r/jjL1
þ jjXjjL1ðjjsN�1/jjL1 þ jjs/0jjL1ÞðjjsrðN�1/ÞjjL1 þ jjsr/0jjL1Þ þ jjrbN jjL1jjs2/r/jjL1
þ jsjjjs/0jjL1jjD/jjL1 þ s2jjr/jj2L1 þ jsjjjr/jjL1jjsr/0jjL1 þ jjs/0jjL1jjsr/jjL1jjrbN jjL1
þ s2jj/jj2L1 þ jsjjjs/0jjL1jj/jjL1 þ jjRjjL1jjsr/jj2L1

� jjbN jjH3E3ð/Þ þ jjXjjH2E3ð/Þ þ jsjE4ð/Þ þ jjRjjH2E2ð/Þ :
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Lastly we estimate the initial value of q

qjT0
� ðjjm/jj2L1 þ jjsN�1/jj2L1 þ jjs/0jj2L1ÞjT0

� E2ð/ÞjT0
� e2e4jT0 :

w

Remark 4. The additional indefinite terms in bq, just like the energy density (2.10), are
chosen to be quadratic in the Klein-Gordon field. Up to constants and an overall curva-
ture factor of s, they are an off-diagonal combination of the terms ðm/Þ2 and
s2 3

2N
�1/� /0� �2

appearing in (2.10). The idea to use off-diagonal terms is inspired by
the corrected geometric energies given in Definition 3, see in particular (4.10).
Alternatively we can consider the physical energy density ~q: By using (2.6), (2.9) and
(2.16), the additional correction terms added to ~q, up to constants, take the form
s~/~nl@l~/: This is one of the simplest corrections involving the Klein-Gordon field and
the curvature that one can consider.

6. Energy inequalities

In this section we derive decay inequalities for the time derivative @T of the modified
L2-energy norm of the Klein-Gordon field defined in Section 3.2. The main results in
this section, Propositions 2 and 3, will then be combined with later estimates for the
Lapse in Lemma 10 in order to close the bootstrap argument.

6.1. Zeroth order Klein-Gordon energy

Recall the definition

~E 0ð/Þ ¼
ð
M
s2 ð/0Þ2 þ gabra/rb/þ 3N�1//0bN þ 3

2
N�2/2 3

2
� N

� � �
lg þ

ð
M
m2/2lg :

Proposition 2. Assume the bootstrap assumptions (4.1) hold. Then the zeroth-order esti-
mate holds

@T ~E 0ð/Þ� ðjjRjjH2 þ jjbN jjH3 þ jsjÞ~E 0ð/Þ (6.1)

and thus

~E 0ð/ÞjT � ~E 0ð/ÞjT0
� exp

�
C
ðT
T0

eð�1þjÞsds
�
: (6.2)

Proof. The modified energy takes the form

~E 0ð/Þ ¼:

ð
M
ðs2f0ð/Þ þm2/2Þlg

where f0ð/Þ is the expression between the square brackets above. An identity taken
from [12, (6.5)], valid for some function u on M, is the following
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@T

ð
M
ulg ¼ 3

ð
M

bNulg þ
ð
M

b@0ðuÞlg : (6.3)

Thus we find

@T~E 0ð/Þ ¼ �
ð
M
ð3� NÞðs2f0ð/Þ þm2/2Þlg þ

ð
M

s2b@ 0ðf0Þ � 2s2f0 þm2b@0ð/2Þ
� 	

lg

� jjbN jjL1 ~E 0ð/Þ þ




ð

M
s2b@0ðf Þ � 2s2f þm2b@0ð/2Þlg





:
(6.4)

Another identity taken from [12, (6.4)] and relevant for this and later calculations is

b@ 0g
ab ¼ �2NRab � 2bNgab: (6.5)

Using these and the Klein-Gordon equation in the form (5.1) we find

s2b@0ðf0Þ � 2s2f0 þm2b@0ð/2Þ
¼ 2s2raðb@0/ra/Þ þ 3s2rað/bNra/Þ þ s2raNð3bNN�1/ra/þ 2/0ra/� /ra/Þ

þ s2bN�� 3ð/0Þ2 � 5ðr/Þ2 þ 6N�1//0 � 9bNðN�1/Þ/0 þ 9
2

N � 3
2

� �
ðN�1/Þ2

�
� s2

�
3N�2/2 3

2
� N

� �
þ 2ðr/Þ2

�
þ 3s2N�1//0ð2� NÞ � 2Ns2Rabra/rb/� 3m2bN/2

þ s2b@0N
�1 3//0 þ 9

2
N�1/2bN � 3//0 þ 9

2
/2N�1 � 3

2
/2

� �
:

(6.6)

Note that due to our use of the modified energy, instead of the standard energy, the
terms involving b@ 0N in the above calculation cancel and so the final line (i.e. (6.6)) van-
ishes. Combining this with (6.4) we find

@T ~E 0ð/Þ� ðjjRjjH2 þ jjbN jjH3Þ~E 0ð/Þ þ s2
ð
/2lg þ

ð
jjsj1=2/jsj3=2/0jlg

� ðjjRjjH2 þ jjbN jjH3 þ jsjÞ~E0ð/Þ:

Applying Gr€onwall’s inequality yields the result. w

6.2. Higher order modified Klein-Gordon energies

Now we calculate the time derivatives of higher-order energy norms for the Klein-
Gordon field. Recall the definition (3.5) of the modified L2-energy, which we repeat
again here for convenience.
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~Ekð/Þ :¼
ð
M
s2ð�1Þk


/0Dk/0 � /Dkþ1/þ 3/0DkðN�1/bNÞ þ 3

2
N�1/Dk

��
3
2
� N

�
N�1/

��
lg

þ
ð
M
m2ð�1Þk/Dk/lg ,

~E ‘ð/Þ :¼
X‘
k¼0

~Ekð/Þ:

The main energy estimate for the modified higher order energies is given in the follow-
ing proposition.

Proposition 3. Assume the bootstrap assumptions (4.1) hold, then the higher order ener-
gies for 1 � ‘ � N satisfy

@T~E ‘ð/Þ � ðjjbN jjH3 þ jjRjjH3 þ jjRjjH‘ þ jjbN jjH‘þ1 þ jsjÞ~E ‘ð/Þ
þ ðjjbN jjH‘þ1 þ jjRjjH‘Þ~E 3ð/Þ þ jsje4 þ

X‘
k¼1





ð
M
Bklg





, (6.7)

where Bk denote the border-line terms, which for k � 1 are defined by

Bk :¼ m2/0 N,Dk
� �

/: (6.8)

Proof. In a similar way to Proposition 2, we have

@T~Ekð/Þ � jjbN jjL1~Ekð/Þ þ




ð

M
ð�1Þkðs2b@0ðfkÞ � 2s2fk þm2b@0ð/Dk/ÞÞlg






where fk is the integrand inside the square brackets of ~Ekð/Þ above. Hence we calculate
the final term above and use the Klein-Gordon equation (5.1) to simplify. For some
function u we have, by repeated applications of (6.5),b@ 0ðDkuÞ ¼ b@ 0ðga1a2 � � � ga2k�1a2kra1ra2 � � � ra2k�1ra2kuÞ

¼ Dkðb@ 0uÞ � 2N
Xk
i¼1

ga1a2 � � �Ra2i�1a2i � � � ga2ka2k�1ra1ra2 � � � ra2ira2i�1 � � � ra2k�1ra2ku

� 2bNkDkuþ ga1a2 � � � ga2k�1a2k b@ 0,ra1ra2 � � � ra2k�1ra2k

h i
u :

We introduce the following compact notation for the second and last terms.

RIDk
I u :¼

Xk
i¼1

ga1a2 � � �Ra2i�1a2i � � � ga2ka2k�1ra1ra2 � � � ra2ira2i�1 � � � ra2k�1ra2ku

b@ 0,D
k

� �
u :¼ ga1a2 � � � ga2k�1a2k b@ 0,ra1ra2 � � � ra2k�1ra2k

h i
u :

(6.9)

Thusð
M
ð�1Þkðs2b@ 0ðfkÞ � 2s2fk þm2b@ 0ð/Dk/ÞÞlg





� I1k þ I2k þ I3k þ C1
k þ C2

kþ




 



ð

M
Bklg






where we define the lower-order integrals by
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I1k :¼




ð

M
s2bNðjkjfk � /Dkþ1/Þlg





þ 



ð
M
s2N/0RIDk

I/
0lg





þ 



ð
M
s2N/RIDkþ1

I /lg






þ




ð

M
s2N/0RIDk

I ðN�1/bNÞlg




þ 



ð

M
s2/RIDk

I

��
3
2
� N

�
N�1/

�
lg






þ




ð

M

bNm2/Dk/lg





þ 



ð
M
m2/RIDk

I/lg






I2k :¼





ð
M
s2ND/DkðN�1/bNÞlg





þ 



ð
M
s2raNra/D

k/0lg




þ 



ð

M
s2raNra/D

kðN�1/bNÞlg






I3k :¼




ð

M
s2
�
� 3bN/0Dk/0 þ ð15� 3NÞ/0DkðbNN�1/Þ þ 9

2

�
N � 3

2

�
N�1/DkðN�1/bNÞ

�
lg






þ




ð

M
s2ð2� NÞN�1/Dk/0lg





þ 



ð
M
s2ð3

2
� NÞ/DkðN�1/Þlg





 (6.10)

and the integrals involving commutators by

C1
k :¼

ð
M
m2/ b@0,D

k
� �

/lg jþ




 



ð

M
s2
�
/0 b@0,D

k
� �

/0 � / b@ 0,D
kþ1

� �
/þ 3/0 b@ 0,D

k
� �

ðN�1/bNÞ

þ 3
2
ðN�1/Þ b@ 0,D

k
� �� 3

2
� N

� �
N�1/

��
lg





:
C2
k :¼

ð
M
s2 �2D/ Dk,N

� �
/0 � 3

2
N�1/ Dk,N

� �
/0

� �
lg





 



: (6.11)

Finally, the terms without decaying factors (for example, without factors of jsj or
jjbN jjL1), and which will require additional care to control, are the following.

Bk :¼ m2/0 N,Dk
� �

/:

Note the terms involving b@ 0N have canceled with each other. The terms Ik will be con-
trolled using Lemmas 5 and 6. The commutator terms Ck will be controlled using
Lemmas 7 and 9 below. Summing these estimates for k¼ 0 to k ¼ ‘, noting that k¼ 0
is covered using Proposition 2, yields the claim. w

6.3. Auxiliary lemmas

As mentioned in the foregoing proof we require a series of lemmas that are used in the
proof of the main energy estimate above. We list and prove those in the following. The
main strategy throughout this section is to integrate by parts on each term and distrib-
ute k � 1 derivatives while also making use of the Sobolev embeddings H2 ,! L1

and H1 ,! L4:

Lemma 4. For k � 1 and general functions v, u, and w we haveð
M
vuDkwlg j� jjvjjL1jjujjHk jjwjjHk þ jjujL1jjvjjHk jjwjjHk þ jjvjjHk jjujjHk jjwjjHk :
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The sums involving jIj, jJj � k� 1 do not appear if k¼ 1. Also assuming the bootstrap
assumptions (4.1) hold, then for k � N

jjsN�1/jjHk � ðjsj þ jjbN jjHkþ1Þ~E kð/Þ1=2, (6.12)

jjsð3� NÞN�1/jjHk � jsj~E kð/Þ1=2 þ jsje2, (6.13)

jjsða� NÞN�1/jjHk � ðjsj þ jjbN jjHkþ1Þ~Ekð/Þ1=2 þ jjbN jjHk
~E1ð/Þ1=2, (6.14)

where a 6¼ 3:

Proof. Using the Sobolev embeddings H2 ,! L1 and H1 ,! L4 and integration by parts
on general functions v, u, and w gives, for k � 1,ð

M
vuDkwlg





 



� ð
M

ðrÞk8Dbk=2cðvuÞðrÞk8Dbk=2cðwÞ



 


lg

� jjvjjL1jjujjHk jjwjjHk þ jjujjL1jjvjjHk jjwjjHk

þ
X

1�jIj�k�1

jjrIvjjL4
X

1�jJj�k�1

jjrJ/jjL4 jjwjjHk

� jjvjjL1jjujjHk jjwjjHk þ jjujL1jjvjjHk jjwjjHk þ jjvjjHk jjujjHk jjwjjHk :

In general sums involving jIj, jJj � k� 1 do not appear if k¼ 1. We also have

jjsN�1/bN jjHk � jjs/jjHk þ jjsN�1/jjHk

�
jsj
m2

~Ekð/Þ1=2 þ jsjjjN�1jjL1 ~E kð/Þ1=2 þ jjs/jjL1jjbN jjHk þ jsjjjbN jjHk
~E kð/Þ1=2

� jsj~E kð/Þ1=2 þ jsje2:
and also

jjsN�1/jjHk ¼ jsjjjN�1jjL1jj/jjHk þ
X

jIjþjJjþ1�k

ð
M
s2jrIþ1N�1j2jrJ/j2lg

0@ 1A1=2

� jsj~E kð/Þ1=2 þ
X

1�jIj�k

jjrIN�1jjL4
X

jJj�k�1

jjsrJ/jjL4

� ðjsj þ jjbN jjHkþ1Þ~E kð/Þ1=2:
Finally although bN is small, there are several terms involving N � a where a 6¼ 3: In
this case we take care to extract N � a in L1 when no derivatives hit it, but when
derivatives do hit this term we note that rðN � aÞ ¼ rbN and this is small.

jjsða� NÞN�1/jjHk � jja� NjjL1jjsN�1/jjHk þ jjsN�1/jjL1jjbN jjHk þ jjsN�1/jjHk jjbN jjHk

� jjsN�1/jjHk þ jjN�1jjL1jjs/jjH2 jjbN jjHk

� ðjsj þ jjbN jjHkþ1Þ~E kð/Þ1=2 þ jjbN jjHk
~E1ð/Þ1=2:

The first set of lower-order integrals I1k are controlled in the following Lemma.
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Lemma 5. Assume the bootstrap assumptions (4.1) hold, then

I1k � ðjjbN jjH2 þ jjRjjH2Þ~E kð/Þ þ ðjjbN jjHk þ jjRjjHkÞ~E 2ð/Þ þ ðjjbN jjHk þ jjRjjHkÞ~Ekð/Þ:
(6.15)

Proof. The results of Lemma 4 allow us to easily obtainÐ
M
bNm2/Dk/lg jþ




 


ÐMs2bNðjkjfk � /Dkþ1/Þlg j
� jjbN jjH2

~Ekð/Þ þ jjbN jjHk
~E 2ð/Þ þ jjbN jjHk

~Ekð/Þ:

The remaining terms involving contractions with Rab can similarly be estimated. For
example

jÐMm2/RIDk
I/lg j� ðjjRjjH2 jjm/jjHk þ jjm/jjL1jjRjjHk þ jjm/jjHk jjRjjHkÞjjm/jjHk

� jjRjjH2
~Ekð/Þ þ jjRjjHk

~E 2ð/Þ þ jjRjjHk
~Ekð/Þ:

w

Lemma 6. Assume the bootstrap assumptions (4.1) hold, then the following estimate
holds.

I2k þ I3k � ðjjbN jjHkþ1 þ jjbN jjH3Þ~E kð/Þ þ jjbN jjHkþ1
~E 3ð/Þ þ jsje4

Proof. We make frequent use of the identities from Lemma 4 and also the identity (3.8)
for derivatives of N�1: For the first term in I2k , we integrate by parts only k – 1 times
so that we avoid terms such as jjs/jjHkþ2 since this is only controlled by ~Ekþ1ð/Þ:ð

M
ð�1Þks2ND/DkðN�1/bNÞlg





 



� jjsND/jjHk�1 jjsðN�1bNÞ/jjHkþ1

�

�
jjNjjL1jjs/jjHkþ1 þ jjsD/jjL1

X
1�jIj�k�1

jjrINjjL2 þ
X

1�jIj�k�2

jjrINjjL4
X

1�jJj�k�2

jjsrJD/jjL4
�

�
�
jjN�1bN jjL1jjs/jjHkþ1 þ jsjjj/jjL1

X
1�jIj�kþ1

jjrIN�1jjL2 þ
X

1�jIj�k

jjrIN�1jjL4
X

1�jJj�k

jjsrJ/jjL4
�

� ðjjs/jjHkþ1 þ jjs/jjH4 jjbN jjHk�1Þðjsjjj/jjH2 jjbN jjHkþ1 þ jjbN jjHkþ1 jjs/jjHkþ1Þ
� jjbN jjHkþ1

~E3ð/Þ þ jjbN jjHkþ1Ekð/Þ:

Sums involving jIj � k� 1 or jIj � k� 2 do not exist for k¼ 1 and k¼ 2, respectively.
The key point above is the estimate

jjsN�1bN/jjHkþ1 � jjs/jjHkþ1 jjbN jjHkþ1 þ jsje2 � ~Ekð/Þ1=2jjbN jjHkþ1 þ jsje2:

Note the first term ~E kð/Þ1=2jjbN jjHkþ1 above is worse than the term ~E kð/Þ1=2jsj from
(6.13). This is because we have more derivatives to distribute and so we must allow for
a term with both high derivatives in bN and /:
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For the remaining terms of I1k we integrate by parts k times to obtainð
M
s2raNra/D

k/0jþ




 



ð

M
s2raNra/D

kðN�1/bNÞj

� ðjjrNjjL1jjsr/jjHk þ jjsr/jjL1jjrNjjHk þ jjrNjjHk jjsr/jjHkÞðjjs/0jjHk þ jjsN�1/bN jjHkÞ
� ðjjbN jjH3 þ jjbN jjHkþ1ÞEkð/Þ þ jsjjjbN jjHkþ1

~E3ð/Þ þ e4jsjjjbN jjH2 :

Thus

I2k � ðjjbN jjHkþ1 þ jjbN jjH3Þ~Ekð/Þ þ jjbN jjHkþ1
~E 3ð/Þ þ jsje4:

Turning to I3k , we see that the last two terms contain no factors of bN : We estimate
these using (6.14) to obtain

jÐMs2ð2� NÞN�1/Dk/0lg j� jjsð2� NÞN�1/jjHk jjs/0jjHk

� ðjsj þ jjbN jjHkþ1Þ~E kð/Þ þ jjbN jjHk
~E 2ð/Þ:

(6.16)

The other terms of I3k are estimated in a similar manner, using instead (6.13). Thus

I3k � ðjjbN jjHkþ1 þ jsj þ jjbN jjH2Þ~Ekð/Þ þ jjbN jjHk
~E 2ð/Þ þ jsje4:

w

We now estimate the commutator terms Ck, divided into those commutators of the
form ½b@0,D

k�, see Lemma 7, or those of the form ½Dk,N�, see Lemma 9. We start with
the following identity, adapted from [12, (6.6)] and [31].

Lemma 7 (Commutator identity). For some general functions v, w and k � 1 we have

Ð
Mv
b@ 0,D

k
� �

wlg j� ðjjvjjHk jjwjjHk�1 þ jjwjjHk jjvjjHk�1ÞðjjRjjH3 þ jjbN jjH3 þ jjRjjHk þ jjbN jjHkÞ:





(6.17)

Proof. From [12] we have

½b@0,D
k�w :¼ ga1a2 � � � ga2k�1ga2k ½b@ 0,ra1ra2 � � �ra2k�1ra2k �w

¼ ga1a2 � � � ga2k�1ga2k
 X
i�2k�1

X
iþ1�j�2k

ra1 � � � rai�1ðraiþ1 � � �raj�1rcrajþ1 � � �ra2kðwÞ � Kc
ajaiÞ
�

where

Ka
bc :¼ rbðNkac Þ þ rcðNkabÞ � raðkcbÞ:
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Thus after integration by parts, we find



ð
M
v½b@ 0,D

k�wlg




 ¼ 



 X

jIj þ jJj ¼ 2k� 1

jJj � 1

ð
M
cIJvrIðrJðwÞKÞlg







�
X

jIj þ jJj ¼ 2k� 1

1 � jJj � k

þ
X

jIj þ jJj ¼ 2k� 1

jIj � k

0BBB@
1CCCAcIJ

ð
M
vrIðrJðwÞKÞlg

�
X

jI00j þ jJj ¼ k� 1

jI0j ¼ k

jJj � 1

ð
M
jrI0vrI00ðrJw � KÞjlg þ

X
jIj þ jJ 00j ¼ k� 1

jJ0j ¼ k

jJ00j � 1

ð
M

rJ0wrJ00ðrIv � KÞ

 

lg
� ðjjvjjHk jjwjjHk�1 þ jjwjjHk jjvjjHk�1ÞðjjKjjL1 þ jjKjjHk�1Þ:

w

Finally recall k ¼ Rþ g=3 so that K ¼ rðNkÞ ¼ rðNRÞ þ g
3rN: Thus

jjKjjL1 þ jjKjjHk�1 � jjRjjH3 þ jjbN jjH3 þ jjRjjHk þ jjbN jjHk :

Lemma 8. Assume the bootstrap assumptions (4.1) hold, then

C1
k � ð~Ekð/Þ þ jsje4ÞðjjKjjL1 þ jjKjjHk�1Þ: (6.18)

Proof. Using Lemma 7 the ‘symmetric’ terms are controlled byð
M
ðs2/0 b@ 0,D

k
� �

/0 þm2/ b@0,D
k

� �
/Þlg j� jjKjjL1 þ jjKjjHk�1

� �
~Ekð/Þ:






The remaining terms are



ð

M
s2/½b@ 0,D

kþ1�/lg




þ 



ð

M
s2/0½b@ 0,D

k�ðN�1/bNÞlg




þ 



ð

M
s2ðN�1/Þ½b@ 0,D

k�
��

3
2
� N

�
N�1/Þlg






� ðjsjjjs/jjHkþ1 jj/jjHk þ jjs/0jjHk jjsN�1/bN jjHk

þjjsN�1/jjHk jjs/ð1� 3=2NÞjjHkÞðjjKjjL1 þ jjKjjHk�1Þ
� ðjsjEkð/Þ þ jsje4 þ jjbN jjHkþ1Ekð/ÞÞðjjKjjL1 þ jjKjjHk�1Þ:

In the final line we used Lemma 4. w

The final result in this section controls commutators involving N.

Lemma 9. Assume the bootstrap assumptions (4.1) hold, then

C2
k � jjbN jjH3

~E kð/Þ þ jjbN jjHkþ1
~E3ð/Þ þ jjbN jjHkþ1

~Ekð/Þ: (6.19)
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Proof. First note the expansion

Dk,N
� �

w ¼
X

jIjþjJj¼2k�1

cIJrIþ1NrJw

where the constants cIJ are functions of g and so will be bounded below by some large
overall constant. For general functions w, v and k � 1 we have the followingð

M
v½Dk,N�wlg

�
X

jIj þ jJ 0j ¼ k� 1

jJ 00j ¼ k

jjrJ0vrIþ1NrJ00wjjL1 þ
X

jI0j þ jJj ¼ k� 1

jI00j ¼ kþ 1

jjrI0vrJwrI00NjjL1

� jjvjjL1jjbN jjHk þ jjrNjjL1jjvjjHk�1 þ
X

jaj�k�2

jjravjjL4
X

jbj�k�1

jjbN jjL4
0@ 1AjjswjjHk

þ jjwjjL1jjvjjHk�1 þ jjvjjL1jjwjjHk�1 þ
X

jaj�k�2

jjravjjL4
X

jbj�k�2

jjwjjL4
0@ 1AjjbN jjHkþ1

� jjvjjH2 þ jjvjjHk�1ð ÞjjbN jjHkþ1 jjwjjHk þ jjwjjHk jjbN jjH3 þ jjwjjH2 jjbN jjHkþ1

� 	
jjbN jjHk�1 jjwjjHk :

The claim follows, recalling for example the estimate (6.12). w

7. Lapse and shift estimates

We first recall the following elliptic estimates from [12, Proposition 17] for the lapse and shift.

Proposition 4. Under appropriate smallness conditions we have the pointwise estimate
N 2 ð0, 3� and the following estimates

jjbN jjH‘ � CðjjRjj2H‘�2 þ jsjjjgjjH‘�2Þ,
jjXjjH‘ � CðjjRjj2H‘�2 þ jjg � cjj2H‘�1 þ jsjjjgjjH‘�3 þ s2jjNjjjH‘�2Þ:

(7.1)

Applied to the present case this yields the following estimate for the lapse function.

Lemma 10 (Lapse estimate). Assume the bootstrap assumptions (4.1) hold, then for 2 �
‘ � N þ 1 we have

jjbN jjH‘ � jjRjj2H‘�2 þ jsjjjqjjL1 þ jsj~E ‘�2ð/Þ (7.2)

and furthermore
jjbN jjH‘ � e2jsj þ jsj~E ‘�2ð/Þ: (7.3)

Proof. For k � 0 and some function w we have

jjw2jj2Hk � jjwjj2L1
X
jIj�k

ð
M
jrIwj2lg þ

X
jIjþjJjþ2�k

ð
M

jrIþ1wj4 þ jrJþ1wj4
� �

lg

� jjwjj2L1jjwjj2H‘ þ
X

jIjþ1�k�1

jjrIþ1wjj4L4

� jjwjj2L1jjwjj2Hk þ jjwjj4Hk :

(7.4)
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Recalling the definition of g from (2.12) and the estimate from Proposition 4 we see

jjbN jjH‘ � jjRjj2H‘�2 þ jsjjjgjjH‘�2

� jjRjj2H‘�2 þ jsjðjjm/jjL1 þ jjsN�1/jjL1 þ jjs/0jjL1Þ~E ‘�2ð/Þ1=2 þ jsj~E k�2ð/Þ
� jjRjj2H‘�2 þ jsj~E ‘�2ð/Þ þ jsjjjqjjL1 :

w

Remark 5. It is crucial in the final line of the previous proof (specifically for ‘ ¼ 2) to
use the pointwise estimate from Proposition 1 instead of the standard Sobolev estimate
invoking ~E2ð/Þ, since the latter would have created a ejT growth preventing the envi-
sioned bootstrap argument.

Lemma 11 (Shift estimate). Assume the bootstrap assumptions (4.1) hold, then for
3 � ‘ � N þ 1

jjXjjH‘ � jjRjj2H‘�2 þ jjg � cjj2H‘�1 þ jsjjjqjjL1 þ jsj~E ‘�2ð/Þ
and furthermore

jjXjjH‘ � e2jsj þ jsj~E ‘�2ð/Þ: (7.5)

Proof. Recall the estimate from Proposition 4. We may use the estimate for jjgjjHk

derived in Lemma 10, and will also need an estimate for the rescaled matter current

|a ¼ s
3
2
N�1/� /0

� �
ra/: (7.6)

For k � 0 using the standard Sobolev embeddings, we have

sjj|jjHk � jjsr/jjL1 ~E kð/Þ1=2 þ jjsN�1/jjL1 þ jjs/0jjL1
� �

~E kð/Þ1=2 þ ~Ekð/Þ
� jjqjjL1 þ ~Ekð/Þ:

So for 3 � ‘ � N þ 1 we have

jjXjjH‘ � jjRjj2H‘�2 þ jjg � cjj2H‘�1 þ jsjjjgjjH‘�3 þ s2jjNjjjH‘�2

� jjRjj2H‘�2 þ jjg � cjj2H‘�1 þ jsj~E ‘�3ð/Þ þ jsjjjqjjL1
þ jsj

�
jjNjjL1jjsjjjH‘�2 þ

X
jIj�‘�2

jjrI bN jjL1jjsjjjL2 þ jjbN jjH‘�2 jjsjjjH‘�2

�
� jjRjj2H‘�2 þ jjg � cjj2H‘�1 þ jsj~E ‘�3ð/Þ þ jsjðjjqjjL1 þ ~E ‘�2ð/Þ þ jjbN jjH‘

~E2ð/ÞÞ:

w

8. Hierarchy between lapse and Klein-Gordon field

In the following Lemma we estimate the borderline terms for the Klein-Gordon energy.
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Lemma 12 (Borderline terms). Assume the bootstrap assumptions (4.1) hold, then for
1 � ‘ � N we have

X‘
k¼1





ð
M
Bklg





� jsj�1e~E ‘ð/Þ1=2jjbN jjH‘ þ jsj�1~E ‘ð/ÞjjbN jjH2 þ jsj�1~E ‘ð/Þ1=2~E ‘�1ð/Þ1=2jjbN jjH‘þ1 : (8.1)

Proof.



ð
M
Bklg





 ¼ 



m2
ð
M
/0ðNDk/� DkðN/ÞÞlg






�

ð
M

X
jIjþ1þjJj¼k

jm2rIþ1NrJ/jj
X
jI0 j�k

rI0/0jlg þ
ð
M

X
jIjþ1þjJj¼k

jrIþ1NrJ/0j
X
jI0 j�k

jm2rI0/jlg

� jjm/jjL1jsj�1jjs/0jjHk jjbN jjHk þ jsj�1jjs/0jjHk

X
jIjþ1þjJj¼k

jjrIþ1NjjH1 jjmrJ/jjH1

þ jsj�1jjs/0jjL1jjm/jjHk jjbN jjHk þ jsj�1jjm/jjHk

X
jIjþ1þjJj¼k

jjrIþ1NjjH1 jjsrJ/0jjH1

� jsj�1jjqjj1=2L1 Ekð/Þ1=2jjbN jjHk þ jsj�1~Ekð/Þ1=2ðjjrNjjH1 jj/jjHk þ jj/jjHk�1 jjbN jjHkþ1Þ
þ jsj�1e~Ekð/Þ1=2jjbN jjHk þ jsj�1~Ekð/Þ1=2ðjjrNjjH1 jjs/0jjHk þ jjbN jjHkþ1 jjs/0jjHk�1Þ

� jsj�1e~Ekð/Þ1=2jjbN jjHk þ jsj�1~Ekð/ÞjjbN jjH2 þ jsj�1~Ekð/Þ1=2~Ek�1ð/Þ1=2jjbN jjHkþ1 :

Summing from k¼ 1 to ‘ gives the required result. w

Remark 6. We now outline the key ideas behind closing the Lapse and Klein-Gordon
bootstrap assumptions, as proved below in Proposition 5. The estimates for ~E0ð/Þ and
jjbN jjH2 are readily improved. Then, starting from ‘ ¼ 1, the most problematic terms
needed for the ~E ‘ð/Þ estimate are contained in Lemma 12. Nonetheless, Lemma 12 tells
us that we need information about jjbN jjH2 , jjbN jjH‘þ1 and ~E ‘�1ð/Þ, all of which have
been upgraded from the previous steps. The upgraded estimate for ~E ‘ð/Þ will then be
used, via Lemma 10, to close the bootstrap estimate for jjbN jjH‘þ2 : One then moves onto
improving the estimate for ~E ‘þ1ð/Þ and continues until ‘ ¼ N:

Proposition 5 (Upgraded Lapse and Klein-Gordon estimates). Assume the bootstrap
assumptions (4.1) hold, then

jjbN jjH2 � e2e�T , (8.2)

~E 0ð/Þ� e2, (8.3)

and for higher orders 1 � ‘ � N

jjbN jjHkþ1 � e2eð�1þCeÞT , (8.4)

~E kð/Þ� e2eCeT : (8.5)

Proof. From Proposition 2

~E0ð/ÞjT � ~E0ð/ÞjT0
: (8.6)

COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 25



The lapse estimate Lemma 10 with ‘ ¼ 2 then implies

jjbN jjH2 � e2e�T þ e�T~E 0ð/Þ� e2e�T : (8.7)

The Klein-Gordon estimate of Proposition 3 combined with the borderline estimate of
Lemma 12 for ‘ ¼ 2� 1 ¼ 1 together imply

@T~E1ð/Þ� eeð�1þjÞT~E 1ð/Þ þ jsj~E 1ð/Þ þ e3eð�1þjÞT þ e4jsj þ jsj�1e~E1ð/Þ1=2jjbN jjH2

þ jsj�1~E 1ð/ÞjjbN jjH2 þ jsj�1~E 1ð/Þ1=2~E 0ð/Þ1=2jjbN jjH2

� e3eð�1þjÞT þ e4 þ ðeeð�1þjÞT þ jsj þ e2Þ~E 1ð/Þ:
Thus Gr€onwall’s inequality implies

~E 1ð/ÞjT �
�
~E1ð/ÞjT0

þ C
ðT
T0

ðe3eð�1þjÞs þ e4Þds
	
exp ðC

ðT
T0

�
e�s þ eeð�1þjÞs þ e2Þds

	
� ð~E1ð/ÞjT0

þ e3eCeTÞ exp ðCeTÞ:
(8.8)

Note we used the identity: x � 1þ x � ex for x � 0:
Returning to the lapse estimate from Lemma 10 with ‘ ¼ 3 now implies

jjbN jjH3 � e2e�T þ e�T~E 1ð/Þ� e2eð�1þ2CeÞT : (8.9)

Now we use this result to improve the ‘ ¼ 2 estimate for the Klein-Gordon field. From
Lemma 12, Proposition 3 and the upgraded estimates obtained so far, we have

@T~E2ð/Þ� eeð�1þjÞT~E 2ð/Þ þ jsj~E 2ð/Þ þ e3eð�1þjÞT þ e4jsj þ jsj�1e~E2ð/Þ1=2jjbN jjH2

þ jsj�1~E2ð/ÞjjbN jjH2 þ jsj�1~E 2ð/Þ1=2~E1ð/Þ1=2jjbN jjH3

� eeð�1þjÞT~E 2ð/Þ þ jsj~E 2ð/Þ þ e3eð�1þjÞT þ e3~E 2ð/Þ1=2 þ e2~E 2ð/Þ
þ e3eCeT~E2ð/Þ1=2

� e3eð�1þjÞT þ e4e2CeT þ ðeeð�1þjÞT þ jsj þ e2Þ~E2ð/Þ:
Thus by Gr€onwall:

~E 2ð/ÞjT � ð~E2ð/ÞjT0
þ Ð TT0

ðe3eð�1þjÞs þ e4eCesdsÞÞ exp ðC Ð TT0
ðe�s þ eÞdsÞ

� ð~E 2ð/ÞjT0
þ e3eCeTÞeCeT :

Continuing in this way we stop at ‘ ¼ N þ 1 for the lapse estimate.

jjbN jjHNþ1 � e2e�T þ e�T~EN�1ð/Þ� e2eð�1þCeÞT : (8.10)

Using this to estimate the final ‘ ¼ N energy (recall N � 4) for the Klein-Gordon field
gives

@T~ENð/Þ� eeð�1þCeÞT~ENð/Þ þ jsj~ENð/Þ þ e3eð�1þCeÞT þ jsje4 þ jsj�1e~ENð/Þ1=2jjbN jjHN

þ jsj�1~ENð/ÞjjbN jjH2 þ jsj�1~ENð/Þ1=2~EN�1ð/Þ1=2jjbN jjHNþ1

� e3eð�1þCeÞT þ jsj~ENð/Þ þ e3eCeT~ENð/Þ1=2 þ e2~ENð/Þ
� e3eð�1þCeÞT þ e4e2CeT þ ðeeð�1þCeÞT þ jsj þ e2Þ~ENð/Þ:
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Thus by Gr€onwall we have

~ENð/ÞjT � ð~ENð/ÞjT0
þ
ðT
T0

�
e2eð�1þCeÞs þ e4eCesÞds

	
exp

�
C
ðT
T0

ðeþ e�sÞds
�

� ð~ENð/ÞjT0
þ e3eCeTÞeCeT :

9. Energy estimate - geometry

In this final section we obtain improved estimates for the shift vector field and the
second fundamental form and metric perturbation.

Corollary 1 (Improved Shift estimate). Assume the bootstrap assumptions (4.1) hold,
then for 3 � ‘ � N þ 1

jjXjjH‘ � e2eð�1þCeÞT : (9.1)

Proof. This follows clearly from Lemma 11 and Proposition 5. w

Recall the definitions from Section 4.2. Using the energy estimate given in [12,
Lemma 20], itself adapted from [2] we have the following estimate for the second fun-
damental form and metric perturbation.

Corollary 2 (Improved geometry estimate). Assume the bootstrap assumptions (4.1)
hold, then for 1 � ‘ � N þ 1

@TE
g
‘ � �2aEg ‘ þ 6Eg1=2‘ jsjjjNSjjH‘�1 þ CEg3=2

‘ þ CEg1=2‘ ðjsjjjgjjH‘�1 þ s2jjNjjjH‘�2Þ:
(9.2)

Furthermore

@TE
g
‘ � �2aEg ‘ þ CEg1=2

‘ e2eð�1þCeÞT þ CEg3=2
‘ ,

Finally
Eg

‘jT � Ce2e�2afT : (9.3)

where for sufficiently small e we may choose f arbitrarily close to 1, in particu-
lar f � 1� Ce

a :

Proof. The estimate (9.2) comes from [12, Lemma 20]. Recall Sij from (2.13). So for 2 �
‘ � N þ 1 we find

jjNSjjH‘�1

� jjNjjL1ðjj/jjL1jj/jjH‘�1 þ jj/jj2H‘�1 þ jjsr/jjL1jjsr/jjH‘�1 þ jjsr/jj2H‘�1Þ
þ jjbN jjH‘�1ðjj/jj2L1 þ jj/jj2L1jj/jjH‘�1 þ jj/jj2H‘�1

þ jjsr/jj2L1 þ jjsr/jjL1jjsr/jjH‘�1 þ jjsr/jj2H‘�1Þ
� jjqjjL1 þ ~E ‘�1ð/Þ þ jjbN jjH‘�1ðjjqjjL1 þ ~E ‘�1ð/ÞÞ

where we took note of the product identity (7.4). Also following the method of Lemmas
10 and 11 we have
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jsjjjgjjH‘�1 þ s2jjNjjjH‘�2 � jsj~E ‘�1ð/Þ þ jsjjjqjjL1
þjsjðjjqjjL1 þ ~E ‘�2ð/ÞÞðjjNjjL1 þ jjbN jjH‘Þ:

Putting these together gives

@TE
g
‘ � �2aEg

‘ þ 6Eg1=2‘ sjjNSjjH‘�1 þ CEg3=2
‘ þ CEg1=2

‘ ðjsjjjgjjH‘�1 þ s2jjNjjjH‘�2Þ
� �2aEg

‘ þ 6Eg1=2‘ jsjðjjqjjL1 þ ~E ‘�1ð/ÞÞ þ CEg3=2
‘

þ CEg1=2
‘ ðjsj~E ‘�1ð/Þ þ jsjjjqjjL1 þ jsjjjqjjL1jjbN jjH‘ þ jsj~E ‘�2ð/ÞjjbN jjH‘Þ:

Thus

@TðEg1=2
‘ Þ � �aEg1=2‘ þ Ce2e�T þ CEg

‘:

Now recall a 2 ½1� da, 1� where da can be made suitably small. Given a, pick f such
that 3

4 < f < 1 and � af� 3
4

� �
< 0 (i.e. af > 3

4). Indeed we can guarantee af > 3
4 holds

by choosing e sufficiently small such that 1� daðeÞ > 3
4f : Then we have

@T e
3
4TEg1=2‘

� 	
� � af� 3

4

� �
e
3
4TEg1=2

‘ þ Ce2eð�1þ3
4ÞT � e

3
4TEg1=2‘ ðað1� fÞ � CEg1=2

‘ Þ

� � af� 3
4

� �
e
3
4TEg1=2

‘ þ Ce2eð�1þ3
4ÞT � e

3
4TEg1=2‘ ðað1� fÞ � CeÞ

� � af� 3
4

� �
e
3
4TEg1=2

‘ þ Ce2eð�1þ3
4ÞT

where we dropped the final term by picking e small enough so that að1� fÞ � Ce � 0:
Then by Gr€onwall we have

edTEg1=2
‘ jT � e

3
4T0Eg1=2‘ jT0

þ Ce2
ðT
T0

eð�1þ3
4Þsds

 !!
exp �

ðT
T0

af� 3
4

� �
ds

� �
: (9.4)

This implies

Eg1=2‘ jT � e
3
4T0Eg1=2

‘ jT0
þ Ce2

� 	
e�

3
4Te�ðaf�3

4ÞðT�T0Þ (9.5)

and thus

Eg ‘jT � ðEg ‘jT0
þ Ce4Þe�2afT < Ce2e�

3
2T : (9.6)

w

Proof of the main theorem. The main theorem is now a consequence of the foregoing
lemmas. Considering a sufficiently small perturbation of the Milne initial data it follows
along the lines of the corresponding argument in [30] that there exists a CMC surface
in the maximal development with initial data close to the Milne geometry. This initial
data set is now evolved by the rescaled CMCSH EKGS. The local existence theory then
implies the existence of a solution, which according to our previous analysis obeys the
decay estimates for the perturbation given in (9.3). In particular, the solution exists for
T ! 1 and moreover is future complete, which follows analogous to [29]. w
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