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Mean-field FBSDE and optimal control
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and Turbulence (SITE), New York University Abu Dhabi, Abu Dhabi, UAE

ABSTRACT
We study optimal control for mean-field forward–backward stochas-
tic differential equations with payoff functionals of mean-field type.
Sufficient and necessary optimality conditions in terms of a stochas-
tic maximum principle are derived. As an illustration, we solve an
optimal portfolio with mean-field risk minimization problem.
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1. Introduction

After the seminal work by Lasry and Lions [1], where they introduced mean-field game
theory that is devoted to the analysis of differential games with infinitely many players.
Mean-field games attracted a lot of attention and forward/backward stochastic differen-
tial equations of mean-field type are used, extensively, as dynamics (see e.g., Huang
et al. [2], Xu and Zhang [3] and Xu and Shi [4]). In Huang [5], the author studies a lin-
ear–quadratic game with a major player and a large number of minor players. The
dynamics of the major player is influenced by an aggregation of all minor players
(mean-field coupling) whereas the minor players’ dynamics depend on the control of
the major player in addition to their individual controls as well as the mean-field cou-
pling, i.e., a system of partially control-coupled forward stochastic differential equations
(SDEs). This work (Ref. [5]) was generalized to the non-linear case in Nourian and
Caines [6]. In all previously mentioned works, the authors find �-Nash equilibrium for
mean-field games, where each player play a game with the aggregation of the other
players (the mass). In the present paper, the setting is different. We consider a mean-
field type control problem where the goal is to find an optimal control via stochastic
maximum principle. The mass or the laws of state processes are not freezed, they vary
with the change of the control. Thus, finding an optimal control will yield optimal laws.
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Furthermore, in our control problem we consider a controlled partially coupled for-
ward–backward SDE of mean-field type (MF-FBSDE) as dynamics, which is a novel
contribution. We have also used the Sobolov space of random measures, introduced in
Agram et al. [7–9], in which, the Fr�echet derivative with respect to the measure can be
taken directly. This is a new approach compared to what is standard in the literature,
where the Wasserstein metric space for measures and the lifting technique, introduced
by Lions [10], is used to differentiate a function of a measure.
Existence of a fully coupled MF-FBSDE is studied by Carmona and Delarue [11]

under Lipschitz assumption on the coefficients but no uniqueness result was proven.
Bensoussan et al. [12] prove existence and uniqueness of a fully coupled MF-FBSDE by
assuming Lipschitz and monotonicity conditions. Recently, Djehiche and Hamadene
[13] prove the same results but under weak monotonicity assumptions and without the
non-degeneracy condition on the forward equation.
The purpose of our work is to derive necessary and sufficient optimality conditions

in terms of a stochastic maximum principle for a set û of admissible controls which
maximize a cost functional of the form

JðuÞ ¼ E½hðXðTÞ,MðTÞÞ þ /ðYð0Þ,Nð0ÞÞ

þ
ðT
0
f ðt,XðtÞ,YðtÞ,ZðtÞ,MðtÞ,NðtÞ, uðtÞÞdt�,

with respect to admissible controls u, for some functions f , h,/, under dynamics gov-
erned by MF-FBSDEs. More specifically, we consider the coupled system�

dXðtÞ ¼ bðt,XðtÞ,MðtÞ, uðtÞÞdt þ rðt,XðtÞ,MðtÞ, uðtÞÞdBðtÞ, t 2 ½0,T�,
Xð0Þ ¼ x0,�
dYðtÞ ¼ �gðt,XðtÞ,YðtÞ,ZðtÞÞ,MðtÞ,NðtÞ, uðtÞÞdt þ ZðtÞdBðtÞ, t 2 ½0,T�,
YðTÞ ¼ wðXðTÞÞ,

for some functions b, r and a Brownian motion BðtÞ: M(t) and N(t) denote the mar-
ginal laws of X and Y, respectively. As an application, we will consider a risk minimiza-
tion control problem. More precisely, we want to minimize the risk given by
Yð0Þ ¼ �E½uðXðTÞÞ� such that E½uðXðTÞÞ� is the convex risk measure by means of
backward stochastic differential equations of mean-field type (MF-BSDEs). Let us recall
what we mean by the convex risk measure:

Definition 1.1. A convex risk measure is a map E : LpðFTÞ ! R, p 2 ½2,1� that satis-
fies the following properties:

� (Convexity) Eðku1 þ ð1� kÞu2Þ � kEðu1Þ þ ð1� kÞEðu2Þ for all k 2 ½0, 1� and
all u1,u2 2 LpðFTÞ:

� (Monotonicity) If u1 � u2, then Eðu1Þ � Eðu2Þ:
� (Translation invariance) Eðuþ aÞ ¼ EðuÞ � a for all u 2 LpðFTÞ and all constants a.
� Eð0Þ ¼ 0:

The construction of risk measures from solutions of BSDEs is given as follows:
Assume that MðtÞ :¼ E½YðtÞ� in the driver gðt, y,m, z, nÞ of the above MF-BSDE and
that z 7! gðt, y,E½y�, zÞ is convex for all t. Then
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E uðXðTÞÞ½ � ¼ �Yð0Þ
defines a convex risk measure. This shows how crucial is the choice of the functional g.
Through this connection, the problem of risk minimization is equivalent to stochastic
optimal control of MF-FBSDEs, as shown in Øksendal and Sulem [14], for the non-
mean-field case. The rest of the paper is organized as follows. In Section 2, we give
some mathematical background. In Section 3, we study a stochastic optimal control of
MF-FBSDE where sufficient and necessary optimality conditions are derived. In the last
section, we construct a dynamic risk measure by means of MF-BSDE and then we solve
an associated risk minimization problem.

2. Generalities

Let B ¼ BðtÞ, t 2 ½0,T� be a one-dimensional Brownian motion defined in a complete
filtered probability space ðX,F ,F,PÞ: The filtration F ¼ F tf gt�0 is assumed to be the
P-augmented filtration generated by B.

Definition 2.1. Let Z be the set of integers.

� Let Mk be the space of random measures l on R equipped with the norm

klk2Lk :¼ E
Ð
R
jl̂ðyÞj2ð1þ jyjÞke�y2dy

h i
, k 2 Z, (2.1)

where l̂ is the Fourier transform of the measure l, i.e.,

l̂ðyÞ :¼ Ð
R
eixydlðxÞ; y 2 R:

We endow Mk with the inner product hl; gi :¼ Ð
R
jl̂ðyÞ � ĝðyÞj2ð1þ jyjÞke�y2

l, g, y 2 R, l̂ and ĝ are the Fourier transform of the measures l and g, respect-

ively. Then ðMk, jj � jjMkÞ is a pre-Hilbert space, for each k. Let M be the union

(inductive limit) of Mk, k 2 Z:

� We denote by M0 the set of all deterministic elements of M:

We give some examples:

Example 2.2 (Measures). Let us give some examples of measures in M0
0 and M0:

(1) Suppose that l ¼ dx0 , the unit point mass at x0 2 R. Then dx0 2 M0
0 and

l̂ðyÞ ¼ Ð
R
eixydlðxÞ ¼ eix0y,

and hence

klk2M0
0

¼ Ð
R
jeix0yj2e�y2dy < 1:

(2) Suppose dlðxÞ ¼ f ðxÞdx, where f 2 L1ðRÞ. Then l 2 M0
0 and by

Riemann–Lebesque lemma, l̂ðyÞ 2 C0ðRÞ, i.e., l̂ is continuous and l̂ðyÞ ! 0
when jyj ! 1. In particular, jl̂j is bounded on R and hence
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klk2M0
0

¼ Ð
R
jl̂ðyÞj2e�y2dy < 1:

(3) Suppose that l is any finite positive measure on R. Then l 2 M0
0 and

jl̂ðyÞj � Ð
R
dlðyÞ ¼ lðRÞ < 1, for all y,

and hence

klk2M0
0

¼ Ð
R
jl̂ðyÞj2e�y2dy < 1:

(4) Next, suppose x0 ¼ x0ðxÞ is random. Then dx0ðxÞ is a random measure in M0.
Similarly, if f ðxÞ ¼ f ðx,xÞ is random, then dlðx,xÞ ¼ f ðx,xÞdx is a random
measure in M0:

We denote by U a nonempty convex subset of R and we denote by UG the set of U-valued
G-progressively measurable processes where G :¼ fGtgt�0 with Gt � F t for all t � 0; we
consider them as the admissible control processes.
We will also use the following spaces:

� S2 is the set ofR-valued F-adapted c�adl�ag processes X ¼ XðtÞ, t 2 ½0,T�, such that

jjXjj2S2 :¼ E sup
t2 0,T½ �

jXðtÞj2
� �

< 1,

� L2 is the set of R-valued F-adapted processes Q ¼ QðtÞ, t 2 ½0,T�, such that

jjQk2L2 :¼ E
ðT
0
jQðtÞj2dt

" #
< 1:

� K denotes the set of absolutely continuous functions m : ½0,T� ! M0:

� K is the set of bounded linear functionals K : M0 ! R equipped with the oper-
ator norm

jjKjjK :¼ sup
m2M0, jjmjjM0

�1
jKðmÞj:

� S2
K is the set of F-adapted stochastic processes p : ½0,T� 	 X 7!K, such that

jjpjj2S2
K
:¼ E sup

t2 0,T½ �
jjpðtÞjj2K

� �
< 1:

� L2
K is the set of F-adapted stochastic processes q : ½0,T� 	 X 7!K, such that

jjqjj2L2
K
:¼ E

ðT
0
jjqðtÞjj2Kdt

" #
< 1:

We recall now the notion of differentiability which will be used in the sequel.
Let X ,Y be two Banach spaces with norms jj � kX , jj � kY , respectively, and
let F : X ! Y:

� We say that F has a directional derivative (or Gateaux derivative) at v 2 X in the
direction if
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DwFðvÞ :¼ lim
e!0

1
e
ðFðvþ ewÞ � FðvÞÞ

exists in Y:

� We say that F is Fr�echet differentiable at v 2 X if there exists a continuous linear
map A : X ! Y such that

lim
h ! 0
h 2 X

1
jjhjjX

jjFðvþ hÞ � FðvÞ � AðhÞkY ¼ 0,

where AðhÞ ¼ hA, hi is the action of the liner operator A on h. In this case we
call A the gradient (or Fr�echet derivative) of F at v and we write

A ¼ rvF:

� If F is Fr�echet differentiable at v with Fr�echet derivative rvF, then F has a direc-
tional derivative in all directions w 2 X and

DwFðvÞ ¼ rvFðwÞ ¼ hrvF,wi:

In particular, note that if F is a linear operator, then rvF ¼ F for all v.

3. Optimal control problem

Here we denote by MðtÞ :¼ LðXðtÞÞ the law of X(t) at time t and by NðtÞ :¼ LðYðtÞÞ
the law of Y(t) at time t. We assume that our system is governed by a coupled system
of MF-FBSDE as follows:
The MF-SDE XuðtÞ ¼ XðtÞ is given by

dXðtÞ ¼ bðt,XðtÞ,MðtÞ, uðtÞÞdt þ rðt,XðtÞ,MðtÞ, uðtÞÞdBðtÞ, t 2 0,T½ �,
Xð0Þ ¼ x0,

(
(3.1)

for functions r, b : X	 0,T½ � 	R	M0 	 U ! R which are supposed to beF t-measurable
and the initial value x0 2 R:

The couple MF-BSDE ðYuðtÞ,ZuðtÞÞ ¼ ðYðtÞ,ZðtÞÞ satisfies
dYðtÞ ¼ �gðt,XðtÞ,YðtÞ,ZðtÞÞ,MðtÞ,NðtÞ, uðtÞÞdt þ ZðtÞdBðtÞ, t 2 0,T½ �,
YðTÞ ¼ wðXðTÞÞ,

�
(3.2)

where g : X	 0,T½ � 	R3 	M2
0 	 U ! R is F-adapted and w : X	R	M0 ! R

is FT-measurable.
It follows from the definition of the norm (2.1) that

jjLðXð1ÞÞ � LðXð2ÞÞjj2M0
� E ðXð1Þ � Xð2ÞÞ2

� �
,

where Xð1Þ and Xð2Þ are random variables that follow the distributions LðXð1ÞÞ and
LðXð2ÞÞ, respectively.
Assume that (C is a constant that may change from line to line)
(A1) there exists C> 0, such that
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� for all t 2 0,T½ �, for all fixed u 2 U, x, x0 2 R,m,m0 2 M0

r t, x,m, uð Þ � r t, x0,m0, uð Þj j þ b t, x,m, uð Þ � b t, x0,m0, uð Þj j
� C x� x0j j þ jjm�m0jjM0

� �
:

� for all t 2 0,T½ �, for all fixed u 2 U,

r t, 0, d0, uð Þj j þ b t, 0, d0, uð Þj j � C,

where d0 is the distribution law of zero, i.e., the Dirac measure with mass at zero.
(A2) there exists C> 0, such that, for all fixed u 2 U and all knowing XðtÞ 2 S2 of

Equation (3.1) and MðtÞ :¼ LðXðtÞÞ 2 M0, we have

� for all t 2 0,T½ �, y, y0, z, z0 2 R, n, n0 2 M0

g t, x, y, z,m, n, uð Þ � g t, x, y0, z0,m, n0, u
� �		 		

� C y� y0j j þ z � z0j j þ jjn� n0jjM0

� �
:

� for all t 2 0,T½ �,
g t, x, 0, 0,m, d0, uð Þj j � C:

Proposition 3.1. Under Assumptions (A1) and (A2), the MF-FBSDE (3.1)–(3.2) admits a

unique solution ðX,Y ,ZÞ 2 S2 	 S2 	 L2:

Since the system is partially coupled i.e., the forward equation does not depend on
the solution of the backward one, we can solve the system separately as follows: we first
find a solution X(t) of the MF-SDE (3.1) and then we plug it into the backward
Equation (3.2), then we solve it.
Our aim is to maximize the performance functional of the form

JðuÞ ¼ E hðXðTÞ,MðTÞÞ þ /ðYð0Þ,Nð0ÞÞ þ Ð T0 f ðt,XðtÞ,YðtÞ,ZðtÞ,MðtÞ,NðtÞ, uðtÞÞdt
h i

,

over all admissible controls, for functions f : X	 0,T½ � 	R3 	M2
0 	 U ! R, h :

X	R	M0 ! R and / : X	R	M0 ! R:

Now, we can define the Hamiltonian

H : X	 0,T½ � 	R3 	M2
0 	 U 	R2 	K	R	K ! R

by

Hðt, x, y, z,m, n, u, p0, q0, p1, k0, k1Þ ¼ f ðt, x, y, z, n, uÞ þ p0bðt, x,m, uÞ
þ q0rðt, x,m, uÞ þ k0gðt, x, y, z,m, n, uÞ
þ hp1,m0i � hk1, n0i:

(3.3)

Remark 3.2. For ease of notation we drop the dependence of all variables except for the
time t, 8U 2 fr, f ,H, h, g,/g, we write UðtÞ, 8t: Moreover, we will use

ÛðtÞ :¼ Uðt, X̂ðtÞ, Ŷ ðtÞ, ẐðtÞ, M̂ðtÞ, N̂ðtÞ, ûðtÞÞ
�UðtÞ :¼ Uðt, X̂ðtÞ, Ŷ ðtÞ, ẐðtÞ, M̂ðtÞ, N̂ðtÞ, uðtÞÞ�:

We assume that
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(A3) fr, f ,H, h, g,/,wg are continuously differentiable with bounded partial derivatives
w.r.t all the variables.

For u 2 U with corresponding solution Xu ¼ X, define, whenever solutions exist,

pû ¼ p ¼ ðp0, p1Þ and qû ¼ q ¼ ðq0, q1Þ and kû ¼ k ¼ ðk0, k1Þ by the adjoint equations:
The BSDE for the unknown processes ðp0, q0Þ 2 S2 	 L2

dp0ðtÞ ¼ �@xHðtÞdt þ q0ðtÞdBðtÞ, t 2 0,T½ �,
p0ðTÞ ¼ @xhðTÞ þ k0ðTÞ@xwðTÞ:

(
(3.4)

The MF-BSDE for the unknown processes ðp1, q1Þ 2 S2
K 	 L2

K

dp1ðtÞ ¼ �rmHðtÞdt þ q1ðtÞdBðtÞ, t 2 0,T½ �,
p1ðTÞ ¼ rmhðTÞ:

(
(3.5)

The forward SDE k0 2 S2

dk0ðtÞ ¼ @yHðtÞdt þ @zHðtÞdBðtÞ, t 2 0,T½ �,
k0ð0Þ ¼ @y/ð0Þ,

(
(3.6)

and k1 2 S2
K

dk1ðtÞ ¼ rnHðtÞdt, t 2 0,T½ �,
k1ð0Þ ¼ rn/ð0Þ:

(
(3.7)

Remark 3.3. The real-valued linear system of FBSDE (3.4) and (3.6) have a unique solu-
tion by Proposition 3.1 since the coefficients satisfy condition (A3). However, Equation
(3.5) is equivalent to the degenerate BSDE

p1ðtÞ ¼ rmhðTÞ þ
ðT
t
frmf ðsÞ þ p0ðsÞrmbðsÞ þ q0ðsÞrmrðsÞgds

�
ðT
t
q1ðtÞdBðtÞ:

We take conditional expectation to obtain

p1ðtÞ ¼ E rmhðTÞ þ
ðT
t
frmf ðsÞ þ p0ðsÞrmbðsÞ þ q0ðsÞrmrðsÞgdsjF t

" #
:

Similarly, a solution for (3.7) is given by

k1ðtÞ ¼ rn/ð0Þ þ
ðt
0
frnf ðsÞ þ k0ðsÞrngðsÞgds:

Before stating and proving sufficient and necessary conditions of optimality, we need
the following result, which is Lemma 2.3 in Agram and Øksendal [7].

Lemma 3.4. Suppose that X(t) is an Itô process of the form

dXðtÞ ¼ hðtÞdt þ cðtÞdBðtÞ, t 2 0,T½ �,
Xð0Þ ¼ x0 2 R,

�

where h, c are adapted processes.
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Then the map MðtÞ : ½0,T� ! M0 is absolutely continuous.

It follows that t 7!MðtÞ is differentiable for t-a.e. We will in the following use the
notation

M0ðtÞ ¼ d
dt

MðtÞ:

In fact, it is proven in [7] that if MðtÞ 2 Mk then M0ðtÞ 2 Mk�4; k 2 Z:

3.1. Sufficient optimality conditions

We state and prove a type of a verification theorem.

Theorem 3.5. Suppose that û 2 UG with corresponding solutions X̂ðtÞ, ðŶ ðtÞ,
ẐðtÞÞ, ðp0ðtÞ, q0ðtÞÞ, ðp1ðtÞ, q1ðtÞÞ, k0ðtÞ, k1ðtÞ to Equations (3.1), (3.2), (3.4), (3.5), (3.6)
and (3.7), respectively. Suppose that

� x,m 7! hðk,mÞ,
� y, n 7!/ðy, nÞ, x 7!wðxÞ,
� x, y, z,m, n, u 7!Hð�, x, y, z,m, n, uÞ,
are concave functions P-a.s for each t 2 ½0,T�: Moreover,

E ĤðtÞjGt

� �
¼ max

u2U
E �HðtÞjGt

� �
,

P-a.s for all t 2 ½0,T�: Then û is an optimal control.

Proof. We show that JðuÞ � JðûÞ � 0, for an arbitrary u and a fixed optimal û 2 UG:

We introduce first the following notation 8U 2 fr, f ,H, h, g,/,M,N,M0,N 0g and 8t,
dUðtÞ ¼ �UðtÞ � ÛðtÞ,

and

dM0ðtÞ ¼ d



d
dt

MðtÞÞ ¼ d
dt

ðdMðtÞ
�
:

From the definition of the Hamiltonian (3.3), we have

df ðtÞ ¼ dHðtÞ � dbðtÞp0ðtÞ � drðtÞq0ðtÞ
� hp1ðtÞ, dM0ðtÞi � hk1ðtÞ, dN 0ðtÞi,

and

JðuÞ � JðûÞ ¼ E

� ðT
0
fdHðtÞ � dbðtÞp0ðtÞ � drðtÞq0ðtÞ � hp1ðtÞ, dM0ðtÞi

� hk1ðtÞ, dN 0ðtÞigdt þ dhðTÞ þ dUð0Þ
�
:

(3.8)

We use the concavity of h and / as well as the boundary values of Equations (3.4),
(3.5), (3.6) and (3.7)
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dhðTÞ þ d/ð0Þ � @xhðTÞdXðTÞ þ hrmhðTÞ, dMðTÞi
þ @x/ð0ÞdYð0Þ þ hrn/ð0Þ, dNð0Þi
¼ p0ðTÞdXðTÞ � k0ðTÞdXðTÞ þ hp1ðTÞ, dMðTÞi
þ k0ð0ÞdYð0Þ þ hk1ð0Þ, dNð0Þi:

(3.9)

Applying Itô formula to p0ðtÞdXðtÞ, hp1ðtÞ, dMðtÞi, k0ðtÞdYðtÞ and hk1ðtÞ, dNðtÞi, yields
the following duality relations:

E p0ðTÞdXðTÞ� �� E k0ðTÞ@xwðTÞ
� �

¼ E
ðT
0
p0ðtÞdbðtÞdt �

ðT
0
dXðtÞ@xHðtÞdt

" #

þ E
ðT
0
q0ðtÞdrðtÞdt

" #
� E k0ðTÞ@xwðTÞ
� �

,

(3.10)

E hp1ðTÞ, dMðTÞi� � ¼ E
ðT
0
hp1ðtÞ, dM0ðtÞidt �

ðT
0
hrmĤðtÞ, dMðtÞidt

" #
, (3.11)

E k0ðTÞdYðTÞ
� �

� E k0ð0ÞdYð0Þ
� �

¼ �E
ðT
0
k0ðtÞdgðtÞdt

" #
þ E

ðT
0
dYðtÞ@yĤðtÞdt

" #

þ E
ðT
0
dZðtÞ@zĤðtÞdt

" #
:

(3.12)

Concavity of w gives

E k0ð0ÞdYð0Þ
� �

¼ E k0ðTÞdwðTÞ
� �

þ E
ðT
0
k0ðtÞdgðtÞdt

" #
� E

ðT
0
dYðtÞ@yĤðtÞdt

" #

� E
ðT
0
dZðtÞ@zĤðtÞdt

" #

� E k0ðTÞ@xwðTÞdXðTÞ
� �

þ E
ðT
0
k0ðtÞdgðtÞdt

" #

� E
ðT
0
dYðtÞ@yĤðtÞdt

" #
� E

ðT
0
dZðtÞ@zĤðtÞdt

" #
,

E k1ðTÞdNðTÞ
� �

� E hk1ð0Þ, dNð0Þi
� �

¼ E
ðT
0
hk1ðtÞ, dN 0ðtÞi þ hrnĤðtÞ, dNðtÞidt

" #
:

(3.13)

By the concavity of H, we obtain

dHðtÞ � @xĤðtÞdXðtÞ þ @yĤðtÞdYðtÞ þ @zĤðtÞdZðtÞ
þ hrmĤðtÞ, dMðtÞi þ hrnĤðtÞ, dNðtÞi þ @uĤðtÞduðtÞ: (3.14)

Finally, by substituting the derived duality relations (3.10), (3.11), (3.12) and (3.13) in
(3.8) and using the estimates (3.9), (3.14), we obtain
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JðuÞ � JðûÞ � E
ðT
0
@uĤðtÞduðtÞ

" #
:

Using the tower property and the fact that u(t) is G-adapted the desired result follows

JðuÞ � JðûÞ � E
ðT
0
E @uĤðtÞjGt

� �
duðtÞdt

" #
� 0,

and thus, û is optimal. w

3.2. Necessary optimality conditions

Given an arbitrary but fixed control u 2 UG, we define

uq :¼ û þ qu, q 2 0, 1½ �: (3.15)

Note that, the convexity of U and UG guarantees that uq 2 UG, q 2 0, 1½ �: We denote by

Xq :¼ Xuq and by X̂ :¼ Xû, the solution processes corresponding to uq and û,
respectively.
For each t0 2 0,T½ � and all bounded Gt0 -measurable random variables a, the process

uðtÞ ¼ a1 t0,Tð �ðtÞ,
belongs to UG:

In general, if KûðtÞ is a process depending on û, we define the operator D on K by

DKûðtÞ :¼ DuKûðtÞ ¼ d
dq

KûþquðtÞjq¼0, (3.16)

whenever the derivative exists.
Define the following derivative processes

DXðtÞ : ¼ d
dq

XûþquðtÞjq¼0 ¼ XðtÞ,

DYðtÞ : ¼ d
dq

YûþquðtÞjq¼0 ¼ YðtÞ,

DZðtÞ : ¼ d
dq

ZûþquðtÞjq¼0 ¼ ZðtÞ,

DNðtÞ : ¼ d
dq

NûþquðtÞjq¼0,

DMðtÞ : ¼ d
dq

MûþquðtÞjq¼0,

DN 0ðtÞ : ¼ d
dq

d
dt

MûþquðtÞjq¼0,

DM0ðtÞ : ¼ d
dq

d
dt

MûþquðtÞjq¼0,

such that
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dXðtÞ ¼ f@xbðtÞXðtÞ þ hrmbðtÞ,DMðtÞi þ @ubðtÞuðtÞgdt
þf@xrðtÞXðtÞ þ hrmrðtÞ,DMðtÞi þ @urðtÞuðtÞgdBðtÞ, t 2 0,T½ �,

Xð0Þ ¼ 0,

8><
>: (3.17)

and

dYðtÞ ¼ �f@xgðtÞXðtÞ þ @ygðtÞYðtÞ þ @zgðtÞZðtÞ þ hrmgðtÞ,DMðtÞi
þhrngðtÞ,DNðtÞi þ @ugðtÞuðtÞgdt þZðtÞdBðtÞ, t 2 0,T½ �,

YðTÞ ¼ @xwðTÞXðTÞ:

8><
>: (3.18)

Remark 3.6. Equations (3.17), (3.18) are linear FBSDE with bounded coefficients, then
by Proposition 3.1 they have a unique solution.

Theorem 3.7. Let û 2 UG be the optimal control and XðtÞ, ðYðtÞ,ZðtÞÞ, ðp0ðtÞ,
q0ðtÞÞ, ðp1ðtÞ, q1ðtÞÞ, k0ðtÞ, k1ðtÞ be the corresponding solutions to the Equations (3.17),
(3.18), (3.4), (3.5), (3.6), (3.7), respectively. Then, the following statements are equivalent

(i) d
dq Jðû þ quÞjq¼0 ¼ 0 for all bounded b 2 UG:

(ii) E½ @@u ĤðtÞjGt� ¼ 0 for all t 2 ½0,T�:

Proof We first prove Theorem 3.7 by assuming (i) and aiming to show (ii)

0 ¼ d
dq

Jðuþ quÞjq¼0

¼ E

� ðT
0

d
dq

f qðtÞjq¼0dt þ p0ðTÞXðTÞ � k0ðTÞ@xwðTÞXðTÞ þ hp1ðTÞ,DMðTÞi

þ k0ð0ÞYð0Þ þ hk1ð0Þ,DNð0Þi
�

{we substitute f(t) from Equation ð3:3Þ}

¼ E

� ðT
0

d
dq

fHqðtÞ � p0ðtÞbqðtÞ � q0ðtÞrqðtÞ � k0ðtÞgqðtÞ � hp1ðtÞ,Mq0 ðtÞi

þ hk1ðtÞ,Nq0 ðtÞigjq¼0dt þ p0ðTÞXðTÞ � k0ðTÞXðTÞ þ hp1ðTÞ,DMðTÞi

þ k0ð0ÞYð0Þ þ hk1ð0Þ,DNð0Þi
�
,

by using the chain rule, we obtain
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d
dq

HqðtÞjq¼0 ¼ @xHðtÞXðtÞ þ @yHðtÞYðtÞ þ @zHðtÞZðtÞ þ hrmHðtÞ,DMðtÞi
þ hrnHðtÞ,DNðtÞi þ @uHðtÞuðtÞ,

d
dq

p0ðtÞbqðtÞjq¼0 ¼ p0ðtÞ@xbðtÞXðtÞ þ p0ðtÞhrmbðtÞ,DMðtÞi þ p0ðtÞ@ubðtÞuðtÞ,
d
dq

q0ðtÞrqðtÞjq¼0 ¼ q0ðtÞ@xrðtÞXðtÞ þ q0ðtÞhrmrðtÞ,DMðtÞi þ q0ðtÞ@urðtÞuðtÞ,
d
dq

k0ðtÞgqðtÞjq¼0 ¼ k0ðtÞ@xgðtÞXðtÞ þ k0ðtÞ@ygðtÞYðtÞ þ k0ðtÞ@zgðtÞZðtÞ

þ k0ðtÞhrmgðtÞ,DMðtÞi þ k0ðtÞhrngðtÞ,DNðtÞi
þ k0ðtÞ@ugðtÞuðtÞ,

d
dq

hp1ðtÞ,Mq0 ðtÞijq¼0 ¼ hp1ðtÞ,DM0ðtÞi,

and
d
dq

hk1ðtÞ,Nq0 ðtÞijq¼0 ¼ hk1ðtÞ,DN 0ðtÞi:

We apply Itô formula to p0ðtÞXðtÞ, hp1ðtÞ,DMðtÞi, k0ðtÞYðtÞ and hk1ðtÞ,DNðtÞi then we
take the expectation, we obtain the following important duality relations:

E½p0ðTÞXðTÞ� ¼ E

� ðT
0
fp0ðtÞ@xbðtÞXðtÞ þ p0ðtÞhrmbðtÞ,DMðtÞi

þ p0ðtÞ@ubðtÞuðtÞ � @xHðtÞXðtÞ þ q0ðtÞ@xrðtÞXðtÞ

þ q0ðtÞhrmrðtÞ,DMðtÞi þ q0ðtÞ@urðtÞuðtÞgdt
�
,

E½hp1ðTÞ,DMðTÞi� ¼ E

� ðT
0
hp1ðtÞ,DM0ðtÞi � hrmHðtÞ,DMðtÞidt�,

E½k0ðTÞYðTÞ� � E½k0ð0ÞYð0Þ� ¼ E

� ðT
0
f�k0ðtÞ@xgðtÞXðtÞ

� k0ðtÞ@ygðtÞYðtÞ � k0ðtÞ@zgðtÞZðtÞ
� k0ðtÞhrmgðtÞ,DMðtÞi
� k0ðtÞhrngðtÞ,DNðtÞi � k0ðtÞ@ugðtÞuðtÞ

þ @yHðtÞY þ @zHðtÞZðtÞgdt
�
,

E½hk1ðTÞ,DNðTÞi� � E½hk1ð0Þ,DNð0Þi� ¼ E

� ðT
0
fhk1ðtÞ,DN 0ðtÞi

þ hrnHðtÞ,DNðtÞigdt
�
:

By substituting the derived duality relations and the partial derivatives of f(t) the desired
result follows. This proof can be reversed to prove ðiiÞ ) ðiÞ: We omit the details. w
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4. Mean-field risk minimization

4.1. Mean-field dynamic risk measure

In this section, we are interested in a particular class of MF-BSDE of the following
form

dYðtÞ ¼ �fðt,YðtÞ,E YðtÞ½ �,ZðtÞÞdt þ ZðtÞdBðtÞ, t 2 0,T½ �,
YðTÞ ¼ n,

�
(4.1)

where

fðt,YðtÞ, E YðtÞ½ �,ZðtÞÞ :¼ �rðtÞYðtÞ � r0ðtÞE YðtÞ½ � þ Fðt,ZðtÞÞ:
We assume that the generator ðy,�y, zÞ ! fðt,YðtÞ, E½YðtÞ�,ZðtÞÞ : X	 ½0,T� 	R	R	
R ! R is F-adapted, uniformly Lipschitz and concave, and the terminal condi-
tion n 2 L2ðX,FTÞ:
Definition 4.1. Define Et : ðT; nÞ ! EtðT; nÞ by

EtðT; nÞ ¼ �YtðT; nÞ, t 2 0, T½ �,
where YtðT; nÞ is a component of the solution of the MF-BSDE (4.1) with terminal
horizon T, terminal condition n and driver f. Then EtðT; nÞ is a dynamic risk measure
induced by the MF-BSDE (4.1).

We may remark that the driver f depends linearly on Y and its expected value E½Y�, and
nonlinearly on Z. This is interpreted as a market with interest rates ðrðtÞ, r0ðtÞÞ: We
can reformulated this as a problem with a driver independent of Y and E½Y� by discounting
the financial position n. We assume that the instantaneous interest rates r(t) and r0ðtÞ are
deterministic. We denote by E�, the corresponding discounted risk measure.
Define the discounted process

YrðtÞ :¼ e�
Ð t
0
ðrðsÞþr0ðsÞÞdsYðtÞ:

Then Yr with driver

Frð�, t,ZðtÞÞ :¼ e�
Ð t

0
ðrðsÞþr0ðsÞÞdsFð�, t, e�

Ð t
0
ðrðsÞþr0ðsÞÞdsZðtÞÞ,

and the terminal value nr :¼ e�
Ð t

0
ðrðsÞþr0ðsÞÞdsn is a part of the solution of the associated

BSDE. We obtain also a discounted risk measure accordingly

E0ðn,TÞ ¼ Er
0ðe�

Ð t

0
ðrðsÞþr0ðsÞÞdsn,TÞ:

This discounted risk measure is translation-invariant because Fr does not depend on Y,
we have for n 2 L2ðX,FTÞ and a 2 R,

E0ðnþ ae
Ð t
0
ðrðsÞþr0ðsÞÞds,TÞ ¼ Er

0ðe�
Ð t
0
ðrðsÞþr0ðsÞÞdsnþ a,TÞ

¼ Er
0ðe�

Ð t
0
ðrðsÞþr0ðsÞÞdsn,TÞ � a

¼ E0ðn,TÞ � a:

STOCHASTIC ANALYSIS AND APPLICATIONS 247



Similarly, we can get for each t 2 ½0,T�, that

Eðn,TÞ ¼ Er



e�
Ð t
0
ðrðsÞþr0ðsÞÞdsn,T

�

is translation-invariant.

4.2. Optimal portfolio with mean-field risk minimization

Consider a financial market with two investment possibilities:

(i) Safe, or risk-free asset with unit price

S0ðtÞ ¼ 1, t 2 0,T½ �:
(ii) Risky asset with unit price

dS1ðtÞ ¼ S1ðtÞ b0ðtÞdt þ r0ðtÞdBðtÞ½ �, t 2 0,T½ �:
Let pðtÞ be a self-financing portfolio invested in the risky asset at time t. We want to

minimize the risk uðXpðTÞÞ of the terminal value of the wealth process XpðtÞ corre-
sponding to a portfolio p which satisfies the linear SDE

dXpðtÞ ¼ pðtÞXpðtÞ b0ðtÞdt þ r0ðtÞdBðtÞ½ �, t 2 0,T½ �,
Xpð0Þ ¼ x0,

�
(4.2)

such that

uðXpðTÞÞ ¼ �Ypð0Þ
where YpðtÞ satisfies a MF-BSDE

�dYpðtÞ ¼ �r0ðtÞE YpðtÞ½ � þ FðZðtÞÞ½ �dt � ZðtÞdBðtÞ, t 2 0,T½ �,
YpðTÞ ¼ XpðTÞ:

�
(4.3)

Here we assume that b0ðtÞ, r0ðtÞ, r0ðtÞ are given deterministic functions and F : R !
R is some given concave function. We want to find p̂ 2 UG such that

inf
p2UG

ð�Ypð0ÞÞ ¼ �Yp̂ð0Þ:

Define the Hamiltonian H that corresponds to our problem by

Hðt, x, z,�y, p, p0, q0, k0, k1Þ ¼ p0b0px þ q0r0px

þ k0ðr0�y þ FðzÞÞ þ hk1,�yi:
The couple ðp0, q0Þ solution of the following BSDE

dp0ðtÞ ¼ � p0ðtÞb0ðtÞpðtÞ þ q0ðtÞr0ðtÞpðtÞ
� �

dt þ q0ðtÞdBðtÞ, t 2 0,T½ �,
p0ðTÞ ¼ k0ðTÞ,

�

and ðp1, q1Þ satisfies
dp1ðtÞ ¼ q1ðtÞdBðtÞ, t 2 0,T½ �,
p1ðTÞ ¼ 0:

�

248 N. AGRAM AND S. E. CHOUTRI



The equation for k0 is given by the forward SDE

dk0ðtÞ ¼ @zFðZðtÞÞk0ðtÞdBðtÞ, t 2 0,T½ �,
k0ð0Þ ¼ 1,

�
(4.4)

and k1 satisfies

dk1ðtÞ ¼ �r0ðtÞk0ðtÞdt, t 2 0,T½ �,
k1ð0Þ ¼ 0:

�

The first order necessary optimality condition gives

p̂0ðtÞb0ðtÞX̂ðtÞ þ q̂0ðtÞr0ðtÞX̂ðtÞ ¼ 0,

where we denoted by X̂ðtÞ ¼ Xp̂ðtÞ and so on. Since X̂ðtÞ > 0 for all t P-a.s., we obtain

p̂0ðtÞb0ðtÞ þ q̂0ðtÞr0ðtÞ ¼ 0, (4.5)

which implies

dp̂0ðtÞ ¼ q̂0ðtÞdBðtÞ ¼ � b0ðtÞ
r0ðtÞ p̂

0ðtÞdBðtÞ, t 2 0,T½ �,

p̂0ðTÞ ¼ k̂
0ðTÞ,

8><
>:

this together with Equation (4.4), yields

p̂0ðtÞ ¼ k̂
0ðtÞ, q̂0ðtÞ ¼ @zFðẐðtÞÞk̂0ðtÞ:

From (4.5), we get

@zFðẐðtÞÞ ¼ � b0ðtÞ
r0ðtÞ :

For example, if we choose

FðzÞ ¼ � 1
2
z2: (4.6)

That is

ẐðtÞ ¼ b0ðtÞ
r0ðtÞ :

Substituting the expression of ẐðtÞ above into the MF-BSDE (4.3), we obtain

dŶ ðtÞ ¼ � �r0ðtÞE Ŷ ðtÞ
� �

� 1
2



b0ðtÞ
r0ðtÞ

�2
" #

dt � b0ðtÞ
r0ðtÞ dBðtÞ, t 2 0,T½ �,

Ŷ ðTÞ ¼ X̂ðTÞ:

8>><
>>: (4.7)

Consequently

�dE Ŷ ðtÞ
� �

¼ �r0ðtÞE Ŷ ðtÞ
� �

� 1
2



b0ðtÞ
r0ðtÞ

�2
" #

dt,

thus
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E Ŷ ðtÞ
� �

¼ exp ð� Ð t0 r0ðsÞdsÞ Ŷ ð0Þ þ 1
2

ðt
0

b20ðsÞ
r20ðsÞ

exp

 ðs
0
r0ðaÞda

!
ds

2
4

3
5: (4.8)

Define CðtÞ to be the solution of the linear SDE

dCðtÞ ¼ � b0ðtÞ
r0ðtÞCðtÞdBðtÞ, t 2 0,T½ �,

Cð0Þ ¼ 1,

8<
:

or explicitly

CðtÞ ¼ exp



�
ðt
0

b0ðsÞ
r0ðsÞ dBðsÞ �

1
2

ðt
0



b0ðsÞ
r0ðsÞ

�2

ds

�
, t 2 0,T½ �: (4.9)

By the Girsanov theorem of change of measures, we know that there exists an equiva-
lent local martingale measure Q 
 P, such that

dQ ¼ CðTÞdP on FT ,

with CðTÞ ¼ dQ
dP is the Radon–Nikodym derivative of Q with respect to P on FT :

Substituting (4.8), (4.9) into (4.7) we have

X̂ðTÞ ¼ Ŷ ðTÞ ¼ Ŷ ð0Þ þ exp

 
�
ðt
0
r0ðsÞds

!
Ŷ ð0Þ þ 1

2

ðt
0

b20ðsÞ
r20ðsÞ

exp


ðs
0
r0ðaÞda

�" #

þ 1
2

ðT
0



b0ðsÞ
r0ðsÞ

�2

dsþ
ðT
0

b0ðsÞ
r0ðsÞ dBðsÞ

¼ Ŷ ð0Þ þ exp ð�
ðt
0
r0ðsÞdsÞ Ŷ ð0Þ þ 1

2

ðt
0

b20ðsÞ
r20ðsÞ

exp


ðs
0
r0ðaÞda

�
ds

" #
� lnCðtÞ:

Taking the expectation but now with respect to the new measure Q, we get

�Ŷ ð0Þ ¼ �x0 � exp



�
ðt
0
r0ðsÞds

�
Ŷ ð0Þ þ 1

2

ðt
0

b20ðsÞ
r20ðsÞ

exp


ðs
0
r0ðaÞda

�
ds

" #
� EQ lnCðTÞ½ �

¼ 1

1� exp ð� Ð t0 r0ðsÞdsÞ
�
� x0 � exp



�
ðt
0
r0ðsÞds

�
1
2

ðt
0

b20ðsÞ
r20ðsÞ

exp


ðs
0
r0ðaÞda

�
ds

" #

� E CðTÞ lnCðTÞ½ �
�
,

(4.10)

where E½CðTÞ lnCðTÞ� is the entropy of Q with respect to P.

Since we obtained the optimal value of Ŷ ð0Þ, we can get the corresponding optimal

terminal wealth X̂ðTÞ:
Summarizing, we have the following conclusion:

Theorem 4.2. Suppose that (4.6) holds. Then the minimal risk of our problem is given
by (4.10).
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