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ABSTRACT

Visual object tracking is a challenging task when the object appearance changes caused by the
scale variation and the occlusion. In this paper, an object tracking algorithm is proposed which is
capable of dealing with the case that the scale variation and the occlusion occur simultaneously. A
kernelized correlation filter (KCF) is first learned to obtain the correlation response, whose maximum
value denotes the optimal object location. In order to represent the sample better, the convolutional
features are extracted from a pre-trained convolutional neural networks (CNNs). Then, the strategy
of scale adaption is used to estimate the object scale during the tracking process. Subsequently,
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a novel re-detection model is proposed by using a support vector machine (SVM) classifier to re-
find the object when the occlusion occurs. The comparison experiments are implemented on the
object tracking benchmark (OTB) and the results demonstrate that the proposed tracking algorithm
outperforms other state-of-the-art ones in terms of precision and success rate.

1. Introduction

Visual object tracking is a challenging task in computer
vision and it has wide applications such as video surveil-
lance, human computer interaction, medical imaging and
robotics. The basic idea of visual object tracking is to track
an object in the sequential frames, whose central position
and bounding box are given in the first frame. It should
be mentioned that, for the case when the object appear-
ance changes, there has not yet been an effective tracking
method which is suitable for all the scenarios. In this work,
we focus mainly on the scenarios of the scale variation
and the occlusion, and desire to achieve the tracking task
in these scenarios.

So far, for the object tracking problem without con-
sidering the scale variation and the occlusion, there have
been a number of classical tracking algorithms avail-
able in the existing literature. Among various tracking
algorithms, the discriminative model-based approach is
representative that has received considerable attention,
see e.g. Hare et al. (2016), Lucey (2008), Wang, Hua,
and Han (2010), Kalal, Matas, and Mikolajczyk (2010),
Zhang, Zhang, and Yang (2012), and Wang, Chen, Xu,
and Yang (2015). As one of the discriminative model-
based approaches, the correlation filter-based tracking
method has been proposed in Bolme, Beveridge, Draper,

and Lui (2010). The correlation filter is capable of produc-
ing a correlation peak at the object although it gets a low
response in the background region. Due to its fast track-
ing speed, the correlation filter-based tracking method
has attracted increasing attention from researchers in
this area. Further, much efforts have been made on
the improvement of the correlation filter-based track-
ing method. For example, the kernelized correlation filter
(KCF) (Henriques, Caseiro, Martins, & Batista, 2015) has
been trained by minimizing the squared error over the
samples with a cyclic structure and their two-dimensional
Gaussian labels. The circulant structure is exploited to
obtain more positive and negative samples for the clas-
sifier training without sacrificing tracking speed. Kernel
function is employed to map each sample to a non-
linear space. In the new frame, each sample can pro-
duce a response value through the learned KCF, and the
maximum value indicates the optimal object location.
In Danelljan, Shahbaz Khan, and Van de Weijer (2014),
the colour-attributes have been employed to repre-
sent object appearance in order to improve the track-
ing robustness. In Danelljan, Hager, Shahbaz, and Fels-
berg (2015), unwanted boundary effects introduced by
the periodic assumption have been relieved to improve
the quality of the tracking model.

CONTACT B. Shen @ bo.shen@dhu.edu.cn, shenbodh@gmail.com

© 2018 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,

distribution, and reproduction in any medium, provided the original work is properly cited.


http://www.tandfonline.com
http://crossmark.crossref.org/dialog/?doi=10.1080/21642583.2018.1536899&domain=pdf
mailto:bo.shen@dhu.edu.cn
mailto:shenbodh@gmail.com
http://creativecommons.org/licenses/by/4.0/

SYSTEMS SCIENCE & CONTROL ENGINEERING: AN OPEN ACCESS JOURNAL 457

Except for the correlation filter-based tracking meth-
ods, the convolutional neural networks (CNNs) based
tracking algorithms have also been developed rapidly.
CNNs, as a powerful tool, have been applied in a
number of visual tasks such as object detection (Gir-
shick, 2015; Zeng, Wang, Zhang, Liu, & Alsaadi, 2016),
face recognition (Parkhi, Vedaldi, & Zisserman, 2015; Zeng
et al, 2017), semantic segmentation (Long, Shelhamer,
& Darrell, 2015) and image classification (Krizhevsky,
Sutskever, & Hinton, 2012). In the framework of CNNs,
images need to be pre-processed before being input to
CNNs for evaluation, and the structure of CNNs usually
contains convolutional, pooling and fully connected lay-
ers. Generally, there are mainly two kinds of tracking
methods based on CNNs: the tracking methods based
on the dedicated CNNs and the tracking methods by
using convolutional features. For the former, the char-
acteristics of multi-domain or siamese structure have
been employed and the dedicated CNNs based object
tracking algorithm has been developed, see, e.g. Nam
and Han (2016), Bertinetto, Valmadre, Henriques, Vedaldi,
and Torr (2016) and Held, Thrun, and Savarese (2016).
In the latter, the features have been extracted from the
convolutional layers of the pre-trained CNNs in order to
improve the object tracking performance. Based on this
idea, a variety of trackers based on the convolutional
features have been proposed. For example, the spatially
regularized discriminative correlation filter with deep fea-
tures (deepSRDCF) based tracker has been proposed
in Danelljan, Hager, Shahbaz Khan, and Felsberg (2015),
where the features of the first convolutional layer are
utilized and the principal component analysis (PCA) is
employed to reduce the feature dimensionality. In Qi
et al. (2016), the hedged deep tracking (HDT) algorithm
has been designed by making full use of the features
from different layers and hedging the weak trackers into
a strong tracker.

With respect to the case of scale variation, there
have also been a large number of effective tracking
methods available in the existing literature. For exam-
ple, the discriminative scale space-based tracker (DSST)
has been proposed in Danelljan, Hager, Khan, and Fels-
berg (2014), where the translation filter and the scale
filter are trained to estimate the object position and
object scale, respectively. In Li and Zhu (2014), the
responses of seven different size samples have been cal-
culated to determine the most suitable object scale. The
object scale has been adjusted in Zhang, Zhang, Liu,
Zhang, and Yang (2014) by updating the scale parame-
ter in the weight function and the spatio-temporal con-
text tracker (STC) has been proposed. In Montero, Lang,
and Laganire (2015), an adjustable Gaussian window

function and a keypoint-based model for scale estimation
are utilized to deal with the fixed size limitation.

It is well known that the tracking performance is eas-
ily affected when the object is sheltered. When occlu-
sion occurs, the appearance of the object changes, which
leads to tracking deviations or failure. Therefore, it is
crucial for the trackers to re-find the object under the
occlusion situation. For this purpose, several object track-
ing approaches have been proposed. For example, the
multi-store tracker (MUSTer) has been proposed in Hong
et al. (2015), where the tracking task is divided into
short-term and long-term memory. In short-term mem-
ory,anintegrated correlation filter has been trained while,
in long-term memory, more additional information has
been provided by using the method based on keypoint
matching and random sample consensus (RANSAC) esti-
mation. In Wang, Liu, and Huang (2017), a multimodal
object detection technique has been exploited to prevent
model drift introduced by similar objects or background
noises and the large margin object tracking method
has been proposed with the help of circulant feature
maps.

In order to take into account both scale variation and
occlusion, the long-term correlation tracker (LCT) has
been proposed in Ma, Yang, Zhang, and Yang (2015). The
proposed LCT is decomposed into three parts: location
estimation, scale estimation and location re-detection.
For the location estimation, the KCF has been utilized and
the scale filter (Danelljan et al., 2014) has been exploited
to estimate the object scale. In order to re-detect the
object location, the online random fern classifier (Kalal,
Mikolajczyk, & Matas, 2012) has been employed. How-
ever, it should be pointed out that there have still been
much improvement space in the LCT mentioned above.
Forexample, in the location estimation in the LCT, the KCF
is trained by using the histogram of orientation gradients
(HOG) features which are not robust enough to represent
samples. Since another KCF needs to be trained to pro-
duce correlation response, the calculation of the object
appearance is time-consuming. The online random fern
classifier is not strong enough to find the optimal object
from the plentiful candidate samples.

In this paper, a visual object tracking algorithm is pro-
posed to resolve the problems induced by the scale vari-
ation and occlusion simultaneously. The main contribu-
tions of this paper are summarized as follows: (1) A KCF
is learned and the convolutional features are extracted to
strengthen the ability to represent the sample; (2) a scale
adaption strategy is employed to estimate the object scale;
and (3) a novel re-detection model is proposed by combin-
ing the the peak to sidelobe ratio (PSR) and support vector
machine (SVM) classifier to re-find the object when occlusion
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occurs. In contrast with other tracking approaches, the
proposed one seems to be more favorable in dealing
with occlusion owning to its distinctive advantages in
simplified occlusion judgment and reliable classifier. In
addition, the multilayer convolutional features are uti-
lized which improves the performance of KCF. In order to
verify the effectiveness of the proposed algorithm, some
comparison experiments are implemented. The experi-
mental results show that the proposed tracking algorithm
outperforms other existing algorithms in terms of the
precision and the success rate.

Notation Throughout this paper, F represents the dis-
crete fourier transform (DFT). The symbol ‘©" denotes
the element-wise multiplication, “*' indicates the complex
conjugate, and ‘-’ is the inner product. The superscript ‘T’
refers to matrix transposition.

2. Related works

In this section, we discuss the tracking methods closely
related to this work: (i) tracking by correlation filter,
(i) tracking by convolutional features and (iii) tracking
by re-detection model. Correlation filter-based tracking
approach belongs to the discriminative model-based
method, where the classifier is trained to distinguish
the object from the background. Representation scheme
is one of the major components in any visual tracker,
and convolutional features are used to represent sample,
which have a reliable performance. As for model integra-
tion, the re-detection model-based tracking algorithm is
capable of switching model when the tracking result is
not ideal.

Tracking by correlation filter. Visual object tracking
algorithms based on correlation filter have become a
development tendency in the last few years. Among
them, the circulant matrix of the sample is used to
reduce computational complexity of the dense sampling
in KCF-based tracker (Henriques et al., 2015). The KCF is
trained by minimizing the squared error over the sam-
ples with a cyclic structure and their two-dimensional
Gaussian labels. When the next frame comes, the corre-
lation response is obtained by the new samples with a
cyclic structure through the learned KCF. Each sample can
produce a response value and the maximum value indi-
cates the optimal object location. The DSST-based tracker
(Danelljan et al., 2014) can deal with the case of scale vari-
ation, in which the translation filter and the scale filter
are exploited to estimate location and scale of the object,
respectively. In the step of scale estimation, each sam-
ple of different sizes can produce a response value, and
the best scale is also indicated by the maximum response
value.

Tracking by convolutional features. Visual object track-
ing methods based on convolutional features have
shown the state-of-the-art performance. The parameters
of convolutional layers, which are extracted from the
pre-trained VGGNet, is used to represent sample fea-
tures in hierarchical correlation filters (HCF) tracker (Ma,
Huang, Yang, & Yang, 2015). The features of latter con-
volutional layer contain more semantic information and
are robust to the changing object appearance, which are
used to distinguish the object from the backgrounds,
while the ones of the earlier convolutional layer provide
more location information and are convenient for the
object location. In order to strengthen the robustness of
the features, the parameters of three convolutional layers:
conv5-4, conv4-4 and conv3-4 are utilized to constitute
sample features. Three KCFs are trained via the features
of each layer and then three-layer correlation responses
can be obtained correspondingly. After that, a coarse-to-
fine strategy, which follows the order of the correlation
responses from conv5-4 layer, conv4-4 layer to conv3-4
layer, is proposed to acquire the accuracy object posi-
tion.

Tracking by re-detection model. Visual object tracking
methods based on re-detection model can evaluate the
tracking results and re-find the object if tracking fails such
as occlusion. In the LCT (Ma et al., 2015), another KCF is
used to obtain the reliable object appearance result and
an online random ferns classifier is exploited to redeter-
mine the object location when the object is subject to
occlusion.

3. Proposed algorithm

Scale variation and occlusion are two common scenarios
during the tracking process. Scale variation means that
the ratio of the bounding boxes of the first frame and
the current frame is out of the range [1/6,6], 6 > 1 (e.g.
6 = 2).Occlusion means that the target is partially or fully
occluded. In the OTB, the videos including scale variation
and occlusion scenarios account for 55% and 57% of all
the test videos, respectively. In the case of scale variation
and occlusion, the object is prone to tracking drift even
tracking failure.

In order to achieve the reliability of the tracking
algorithm, the tracker should be robust to the object
appearance changes. For this purpose, we first train a KCF
by using the convolutional features to estimate object
location. Then, a scale filter is learned by using the HOG
features to estimate the object scale. Subsequently, we
calculate the PSR of total correlation responses to deter-
mine whether the SVM classifier (Cortes & Vapnik, 1995) is
used for the object re-detection in case of occlusion. The
overall flowchart is illustrated in Figure 1.
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Figure 1. The overall flowchart of the proposed tracking algorithm. The tracking method is divided into three steps: object location esti-
mation, object scale estimation and object location re-detection. PSR is used to determine whether the re-detection model is activated

or not.

3.1. Kernelized correlation filter

The aim of the correlation filter is to train a filter h such
that the correlation response g and the input image f
satisfy g = f x h where the symbol ‘* denotes the corre-
lation operator. According to convolution theorem, the
correlation in the time domain can be converted into the
element-wise multiplication in the frequency domain as
follows:

F(g) = F() o F(h* )

By considering the computational complexity of corre-
lation operation, the element-wise multiplication in the
frequency domain is adopted which can improve the
tracking speed. The position of the maximum value of the
correlation response g is employed to index the object
location.

Note that there is a common problem in traditional
correlation filter, i.e. training samples are insufficient for
thefilter training. In order to solve this problem, the dense
sampling (Henriques, Caseiro, Martins, & Batista, 2012)
has been introduced in the correlation filter. However,
the increase of training samples inevitably leads to the
increase of the computational complexity. Therefore,
in this section, the strategy of cyclic shifts (Henriques
et al,, 2015) is adopted to simplify sampling and calcula-
tion.

In this section, a KCF w is trained by using an image
patch x of M x N pixels, which is cut out from the first
frame in the video sequences. As mentioned above, we
shift the sample x, which is also called the base sam-
ple, along the M and N dimensions and generate the
cyclic shifts samples. Each sample can be denoted as
Xmn, (Mn) e{(1-M/2,...,—1,0,1,...,(M—1)/2} x

{(1=N)/2,...,-1,0,1,...,(N—=1)/2}, and we add a
Gaussian label y(m, n) = e‘(’"2+”2)/2”2,y(m,n) € (0,1]to
each sample where o is used to indicate the kernel width.
The samples of cyclic shifts and their labels are illustrated
in Figure 2. Then, we calculate the KCF w by minimiz-
ing the squared error over samples X, and theirlabels
y(m, n) as follows

w=argmin Y " (¢Xmn) - W —y(m,n) + Alw|? ()

m,n

where A denotes regularization parameter, |w| rep-
resents Euclidean norm of w, and ¢ is themapping
from a linear space to a kernel space which is a non-
linear space.ln Williams (2003), the solution w can be
expressed by a linear combination of samples,i.e. w =
Zm,n a(m,n)p(Xmn), where a is the coefficient. Accord-
ing to Rifkin, Yeo, and Poggio (2003), thecoefficient & can
be calculated as

F(y)
F = , 3
@ FlpX) - 9(x)) + 2 5!
where y ={y(m,n)|(m,n) e {1 —M)/2,...,-1,0,1,

., M=1/2} x {1 =N)/2,...,—-1,0,1,...,(N—1)/2}.
o(X) - (X) = k(%,X), where « is a kernel function such
as linear kernel, polynomial kernel and radial basis func-
tion kernel. When the new frame of the video coming,
we cut out a imagepatch z at object position of previous
frame with the same size as sample x. Therefore, thefol-
lowing correlation response f can be obtained through
the correlation filter w and thenew sample z

FE) = F(a) © Flo@) - ¢(x)). (4)

Note that x is the sample of last frame, which is called
the trained sample, and z is the sample of current frame,
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Figure 2. The samples of cyclic shifts and their labels. (a) The base sample is the middle one, and the samples of cyclic shifts are dis-
tributed around the base sample. (b) Each sample has a Gaussian label, and the closer the sample of cyclic shifts is to the base sample,

the larger the label value is.

which is called the test sample. In general, we employ
the trained sample x of previous frame to learn the coef-
ficient & and thus obtain the KCF w. Then, we use test
the sample z of current frame to obtain the correlation
response f. The location of maximum value of the cor-
relation response f is the optimal object position in the
current frame.

In order to improve the robustness of the tracker, the
trained sample x and the coefficient a are updated frame
by frame according to the following formula

Xt = (1 — B)Xe—1 + BXq,
o= (1—Bar1 + Bay, (5)

where B is a learning rate and t is the index of the
current frame. This updating strategy can maintain the
memorability of the tracker and thus avoid unexpected
interference.

3.2. Convolutional features

In order to achieve more robustness and accurateness
of the tracker, the convolutional features is used instead
of the raw image or handcrafted features to represent
the samples. We employ VGGNet-19 (Simonyan & Zis-
serman, 2014) which is trained on the ImageNet dataset
(Deng et al., 2009). The VGGNet-19 consists of 16 convo-
lutional layers which are divided into 5 groups, 5 pooling
layers, 3 fully-connected layers and 1 soft-max layer. The
detailed configuration of VGGNet-19 is shown in Table 1.

Table 1. The configuration of VGGNet-19. The convolutional
layers are denoted as ‘Conv<group number > - < serial
number > . Note that maxpool is used in this network, which is
a kind of pooling. FC and soft-max indicate fully-connected layer
and soft-max layer, respectively.

Group Layer Size
Input RGB image 224 x 224 x 3
Conv1-1 224 x 224 x 64
Group1 Conv1-2 224 x 224 x 64
maxpool 112 x 112 x 64
Conv2-1 112 x 112 x 128
Group2 Conv2-2 112 x 112 x 128
maxpool 56 x 56 x 128
Conv3-1 56 x 56 x 256
Conv3-2 56 x 56 x 256
Group3 Conv3-3 56 x 56 x 256
Conv3-4 56 x 56 x 256
maxpool 28 x 28 x 256
Conv4-1 28 x 28 x 512
Conv4-2 28 x 28 x 512
Group4 Conv4-3 28 x 28 x 512
Conv4-4 28 x 28 x 512
maxpool 14 x 14 x 512
Conv5-1 14 x 14 x 512
Conv5-2 14 x 14 x 512
Group5 Conv5-3 14 x 14 x 512
Conv5-4 14 x 14 x 512
maxpool 7x7x512
FC 1 x 1 x 4096
FC 1 x 1 x 4096
FC 1 x 1 x 1000
soft-max 1 x 1 x 1000

The size of input image in this network is fixed to
224 x 224 pixels and we get rid of the fully-connected
layers and soft-max layer to save the time of forward
propagation.
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Conveniently, the parameters of convolutional layer
can represent the image features. The features extracted
from the earlier convolutional layer store more location
information, which can be utilized to acquire accurate
object location, owing to their high spatial resolution.
However, the features extracted from the earlier convolu-
tional layer are not robust to appearance changes of the
object, because the earlier convolutional layer is far from
the classification layer. In contrast, the features extracted
from the latter convolutional layer contain more sematic
information, which are particularly robust even though
the object appearance undergoes serious changes, such
as occlusion. However, it should be mentioned that the
resolution of the features extracted from the latter con-
volutional layer is too low to obtain a precise object loca-
tion. Taking into account the robustness and accuracy, in
this section, we employ all the features extracted from
last convolutional layers of five groups to represent the
image with the hope to achieve a more extraordinary
performance.

Different from (Ma et al., 2015), in our work, the image
is represented by 5-layer convolutional features extracted
from Conv1-2, Conv2-2, Conv3-4, Conv4-4 and Conv5-4,
which are illustrated in Figure 1. In the current frame, we
first extract 5-layer convolutional features of the trained
sample x, and the features for each layer can be denoted
asx;(I=1,2,...,5).Then every layer KCF wy is trained by
using the convolutional features x; on the corresponding
layer. When the new frame comes, we extract 5-layer con-
volutional features from the test sample z, and each layer
features of zcan bedenotedasz; (/= 1,2,...,5).The cor-
relation response f; on each layer can be obtained by the
obtained z; and w;.

In order to obtain an accurate object location, we add
these 5-layer correlation responses together, which can
be written as

5
ft="> ufi (6)
I=1

where ft denotes the total correlation response and
is the weighted value of the corresponding layer. The
location of the maximum value of the total correlation
response ft is the optimal object location, which can be
expressed as (m,h) = argmax,, , ft(m,n) where (, h)
indicates the best object location.

3.3. Scale adaption

After obtaining the optimal object location by using the
kernelized correlation filter with convolutional features,
we are now ready to estimate the object scale. Similar
to Danelljan et al. (2014), we adopt the adaptive scale
strategy to estimate the object scale. Moreover, in order

to simplify the calculation, the HOG features are extracted
to represent the sample image instead of the convolu-
tional features.

In the current frame, we first train a scale filter
by minimizing the loss over the samples and their
labels. When the new frame comes, we collect S (S
is an odd number) samples of different sizes at the
object location of previous frame, which is illustrated
in Figure 1. The size of the raw sample is repre-
sented as P x Q, and the sizes of S different samples
are represented as R,P x R,Q (r=1,2,...,5) where R,
indicates the r-th element in the set R, R = {u’|v =
= =1/2], [-=(=3)/2],.... £ =9/2]....,
L(S—=3)/2], (5§ —1)/2]} and u denotes the scale multi-
plier. Then we resize all the samplesto P x Ragain.Finally,
S scale responses can be obtained by using S samples
of different sizes through the trained scale filter and the
optimal object scale can be obtained as follows

r = argmax (fs1,fs,, ..., fs,, ..., fss) (7)
r

where fs, is the r-th scale response. As such, the optimal
object scale can be expressed as R;P x R;Q. In order to
maintain the instantaneity, the scale filter and the trained
sample are updated frame by frame. The detailed process
can be referred to Danelljan et al. (2014).

3.4. Re-detection model

In order to handle the problem of occlusion, we pro-
pose a re-detection model to re-find the object position.
The re-detection model is carried out when the tracking
result is not ideal. We use PSR of the total correlation
response ft to describe the tracking effect. Before calcu-
lating the PSR, we divide the total correlation response
ft into the peak (which is the maximum value of ft) and
the sidelobe (which is the rest of ft except for 11 x 11-
pixel area centered around the peak) and the PSR can be
calculated as

Mp — Ws|

Os/

PSR = (8)
where m,, is the peak value, 1y and oy represent the
mean and standard deviation of the sidelobe, respec-
tively. Moreover, two thresholds, i.e. t; and 1}, are intro-
duced to represent the different tracking states. When
PSR > 14, it means that the tracking result is convinc-
ing. When PSR < 13, it is indicated that the object track-
ing fails and the occlusion occurs and, in this case, the
re-detection model is activated to find the object again.
We assume that the location where the object reap-
pears is near the position of object occlusion. Then, the
following SVM classifier (Cortes & Vapnik, 1995) is trained
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to find the possible object position again
g= W;rxs + b 9)

where x; denotes the candidate samples that are col-
lected in a large search window, ws and bs indicate the
weight and bias of the SVM classifier. Here, the sample
labels are determined by the Euclidean distance from the
samples location to the object location of the previous
frame. As such, the optimal object location is indexed by
the maximum value of g. Moreover, if PSR > 4, ws and b;
of SVM classifier will be updated.

Remark 1: Note that, in the location re-detection of LCT
in (Ma et al,, 2015), another KCF is required to be trained
to obtain the correlation response and an online ran-
dom ferns classifier is employed to re-detect the object
when the occlusion occurs. It should be pointed out that,
due to the training of another KCF, the calculation of the
object appearance may be more complicated and time-
consuming. In our work, we use the PSR of the total corre-
lation response ft to describe the tracking result to save
the computation time introduced by training another
KCF. Moreover, we use the SVM classifier instead of ran-
dom ferns classifier to re-find the optimal object sample
from the candidate samples.

4, Implementation details

In this section, we present the implementation details of
the proposed tracking method and the main steps of the
algorithm are illustrated in Algorithm ??. In the design
of KCF, the size of the searching window is set to be
1.8 times of object size, and the spatial size of the sam-
ple features is fixed to be one sixteenth of the searching
window. The bandwidth to generate Gaussian labels is
chosen as o = 0.1, the regularization parameter in (2) is
set as A = 104 and the learning rate in (5) is set to =
0.1. We also add a cosine widow to the sample features
to restrain the boundary discontinuities of cyclic opera-
tion. For the convolutional features, the parameters
(1=1,2,3,4,5) in (6) are set as 0.0005, 0.001, 0.02, 0.5 and
1.1 for Conv1-2, Conv2-2, Conv3-4, Conv4-4 and Conv5-4,
respectively. Because of the pooling operation, the fea-
tures extracted from earlier convolutional layer have a
high resolution, while the features extracted from latter
convolutional layer have a low resolution. Therefore we
employ bilinear interpolation to adjust the sizes of fea-
tures from five convolutional layers to be the same. In the
step of the scale adaption, we set S=33 and u=1.02. In
the re-detection model, the parameters 74 and 1}, are set
as 10 and 4, respectively.

Algorithm 1: Proposed tracking algorithm.

Input: Initial object location and scale,

Output: Estimated object state (x7, y7, rf) in frame
t, where (x{, y;) denotes the optimal
object location and r; denotes the
optimal object scale.

while tis not the last frame do
//Estimate object location

Crop out the sample in frame t centered
around (x;_,,y;_;) and extract convolutional
features of different layers;

Calculate the correlation response f; of each
layer respectively using (4), obtain the total
correlation response ft using (6);

Estimate the object location (X, J);

//Estimate object scale

Collect S samples of different sizes centered
around (X, ¥t), and calculate the scale
response fs,;

Estimate the optimal object scale 7; using (7);

re=te;

//Re-detect object location

if PSR < 15, then

Activate the re-detection model to re-find
the optimal object location (x}, y;);

else
| &y = G do)
end
Acquire the estimated object state (x}, y, rf);
//Update

Update x, & using (5);
Update scale filter and the trained sample;
if PSR > 1, then

Update w; and bs of the SVM classifier;
end

end

5. Experimental results

In this section, the tracking algorithm proposed in this
paper is evaluated and the performance of the proposed
tracking algorithm is compared with the ones of other
algorithms in the existing literature.

The tracking algorithms are evaluated on the object
tracking benchmark (OTB) in Wu, Lim, and Yang (2013)
including 50 videos called Benchmark-50. The MATLAB
platform and the computer configuration on which the
tracking algorithms is tested are given as follows: Intel
i7-7700 3.60 GHz CPU with 32 GB RAM and MatConvNet
Toolbox (Vedaldi & Lenc, 2015) with a NVIDIA GeForce
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GTX 1080 GPU (which is used to accelerate the com-
putation of forward propagation in CNNs). Our track-
ing algorithm is compared with other 10 state-of-the-art
methods which can be divided into three categories: (i)
the deep learning tracker DLT (Wang & Yeung, 2013), (ii)
the correlation filter trackers including CSK (Henriques
etal., 2012), KCF (Henriques et al., 2015), DSST (Danelljan
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etal.,2014) and STC (Zhang et al., 2014), and (iii) the track-
ers with single or multiple online classifiers CT (Zhang
etal., 2012), Struck (Hare et al., 2016), MIL (Babenko, Yang,
& Belongie, 2011), SCM (Zhong, Lu, & Yang, 2014) and
TLD (Kalal et al., 2012).

During the evaluation process, the main indices we
consider are the precision and success rate. For the
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Figure 3. Precision and success plots over 50 test video sequences using OPE, TRE and SRE. The threshold t, in precision plot is set to 20

pixels and the ranking results in success plot is uesd by the AUC.
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Figure 4. The visualization result of video sequence Woman. Our tracker is denoted with a red bounding box.

precision index, we first calculate the Euclidean distance
between the estimated and the actual object location in
each frame. Then we calculate the ratio of the frame num-
ber, whose Euclidean distance is below a given threshold
tp, to the total frame number. Then, the precision can be
drawn when the threshold t, varies from 0 to 50. The
success rate is an another index that we consider. The suc-
cess rate is characterized via the bounding box overlap
which is defined as n = |re () ral/Ire U ral with re and rg
indicating the estimated and the actual bounding box,
respectively. Here, the symbol () and | denote the inter-
section and the union of two sets and | - | represents the
number of pixels. We compute the ratio of the frame num-
ber, whose overlap is above the given threshold t;, to the
total frame number. Then, the succuss rate can be drawn
when the threshold t; varies from 0 to 1. Note that the
area under curve (AUC) of the success rates is used to
characterize the different trackers.

In this experiment, we consider the following three
evaluation methods, i.e. one-pass evaluation (OPE), tem-
poral robustness evaluation (TRE) and spatial robustness
evaluation (SRE). OPE is a traditional evaluation way,
where the tracker is tested on a given video sequence
with the initial object location and bounding box. In order
to eliminate the influence of the sensibility caused by
initialization, we change the standard video sequence
with some regular means to test the robustness of the
tracker. In TRE, we cut each sequence into 20 fragments
and we evaluate the tracking algorithm on each subse-
quence. As for SRE, we shift the given object location
and scale the given size of the bounding box in the first
frame. There are 8 shift means and 4 scale variations. Sub-
sequently, we evaluate the tracking algorithm on all 12
cases.

Our tracking algorithm and other algorithms are
implemented on Benchmark-50 (Wu et al., 2013) by using
the OPE, TRE and SRE, and the precision and success
rate for all algorithms are given in Figure 3. Note that, in
Figure 3, we set the threshold t, = 20 in precision plot
and, in success plot, the AUC is adopted. It can be seen
from in Figure 3 that our tracking algorithm has high
precision and success rate, which indicates that our track-
ing algorithm is superior over other 10 state-of-the-art

tracking methods in terms of the precision and success
rate.

In order to display the tracking results of our algorithm,
we perform our algorithm on a classical video sequence
Woman which is subjected to the scale variation and the
occlusion. The visualization result is shown in Figure 4. It
can be seen from Figure 4 that the occlusion occurs at the
380th frame and the scale variation occurs at the 576th
frame and the proposed tracking algorithm can track the
object effectively in the mixed scenario of the scale vari-
ation and the occlusion. In our further research, we will
consider integrating the proposed algorithm into other
tracking models such as the part-based model with the
hope of improving further the tracking performance.

6. Conclusions

In this paper, we have proposed a visual object track-
ing algorithm to handle the problems caused by the
scale variation and the occlusion. A KCF has been first
learned to acquire the correlation response and the con-
volutional features extracted from pre-trained VGGNet-
19 have been used to strengthen the ability to represent
the sample. Then, we have employed the scale adaption
strategy to adjust the bounding box during the track-
ing process. In order to re-find the object location when
occlusion occurs, we have proposed a novel re-detection
model by using SVM classifier. Extensive experiments
have been implemented on the OTB and the results show
that the proposed tracking algorithm has a better perfor-
mance than the other state-of-the-art trackers in terms of
the precision and success rate.
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