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Molecular Dynamics (MD) simulation is one of the most important
computational techniques with broad applications in physics, chemistry, chemical
engineering, materials design and biological science. Traditional computational
chemistry refers to quantum calculations based on solving Schrodinger equations.
Later developed Density Functional Theory (DFT) based on solving Kohn-Sham
equations became the more popular ab initio calculation technique which could deal
with ~1000 atoms by explicitly considering electron interactions. In contrast, MD
simulation based on solving classical mechanics equations of motion is a totally
different technique in the field of computational chemistry. Electron interactions were
implicitly included in the empirical atom-based potential functions and the system
size to be investigated can be extended to ~10° atoms. The thermodynamic properties
of model fluids are mainly determined by macroscopic quantities, like temperature,
pressure, density. The quantum effects on thermodynamic properties like melting
point, surface tension are not dominant. In this work, we mainly investigated the
melting point, surface tension (liquid-vapor and liquid-solid) of model fluids
including Lennard-Jones model, Stockmayer model and a couple of water models
(TIP4P/Ew, TIP5P/Ew) by means of MD simulation. In addition, some new structures
of water confined in carbon nanotube were discovered and transport behaviors of

water and ions through nano-channels were also revealed.
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Chapter 1 Introduction

1.1 Preface

The sustainable development of our society depends on the continuous emergence of
new technologies. Interface technology (ie. design of super-hydrophobic surface) and
nano-technology (ie. design of sea water desalination membrane) are two examples of
many newly developed technologies. In these fields, it is not only essential to obtain
accurate physical and thermodynamic data, but also necessary to understand the
mechanisms underlying various complex phenomena.

With the development of new computation methods and high performance
computing resources, computational chemistry has been branched out from traditional
theoretical chemistry. Modern computational chemistry now is a virtual instrument for
theoretical chemists to test their models and ideas by performing virtual experiments on
the computers just like experimental chemists doing real experiments in their labs. The
advantage of modern computational chemistry is to design, characterize and optimize the
subjects under investigation before beginning expensive experimental processes of
synthesis, characterization, assembly and testing. In some cases, simulations would
predict results not accessible by current state-of-the-art experimental instruments.

Modern computational chemistry mainly includes two categories, quantum
mechanics-based electronic structure methods (QM) and molecular mechanics-based
methods (MM). QM is usually deployed to investigate structures of small atomic clusters,

vibrational frequencies of small molecules, various molecular spectrums including



photon electron spectrum, magnetic properties, excited state properties, and calculation of
reaction path based on transition state theory. MM is typically used to study various
phase diagrams, structure factor of liquids, solvation structure of ions, various transport
coefficients (diffusion, viscosity, thermal conductivity), ensemble-based free energy
calculation, various thermodynamic properties (heat capacity, isothermal compressibility,
thermal expansion coefficient), surface/interface properties (surface tension,
hydrophobic/hydrophilic properties), distinct structure and transport mechanism of small
molecules confined in nano-channels. MM methods can be further classified into two
types, Monte Carlo (MC) simulations and Molecular Dynamics (MD) simulations. The
first type was named as MC because of large amount of random numbers used in this
method and is mainly used to obtain phase diagrams and optimize geometries of atomic
clusters. The second type can be applied to obtain not only the static properties but also
dynamic properties based on time correlation functions. Therefore, MD is a more general
method to some extent.

In this thesis MD simulations were performed to investigate the melting point,
surface tension of model fluids including Lennard-Jones model, Stockmayer model and
two water models (TIP4P-Ew and TIPSP-Ew). In addition, some new structures of water
confined in carbon nanotube were discovered and transport behaviors of water and ions

through nano-channels were also revealed.
1.2 Introduction of MD simulation

1.2.1 A short history of MD simulation
The basic idea of MD simulation is to solve the classical equations of motion

(Newtonian mechanics) for a many-particle system. This was first implemented by Alder



and Wainwright in 1957 for a system of hard spheres!!). Since the first successful
simulation of Lennard-Jones (LJ) particles by Rahman in 1964, the properties of LJ
model have been comprehensively investigated. After the initial work on atomic system,
MD simulation has been extended to investigate linear diatomic molecules™, non-linear

4 small rigid molecules like methane!™, flexible hydrocarbon

molecules like water
molecules like butane!®, even large molecules such as polymers and proteins'’). In 1980
Andersen proposed a method for constant pressure MD, which extended the available
MD ensembles from the natural NVE (constant particle number, volume and energy)
ensemble to NPH (constant particle number, pressure and enthalpy) ensemble'®). In 1984,
Nose introduced a thermal reservoir method to maintain constant temperature, which
further supplemented MD ensembles with NV7*! (constant particle number, volume and
temperature) and NPT''"! (constant particle number, pressure and temperature) ensembles.
1.2.2 Typical procedure of a MD simulation

A typical MD simulation consists of three stages: initialization, equilibration and
production (Fig. 1-1). During the initialization stage, all particles are assigned with initial
coordinates and velocities, and all simulation parameters (potential function parameters,
cut-off distance, time-step, equilibration steps, production steps, etc.) are set. Then the
simulation is carried out for a number of equilibration steps and a certain number of
production steps. Each equilibration step and production step is basically the same except
that properties of interest are only calculated in the production stage. One unique data
generated by solving MD equations of motion is the trajectory recording the time

evolution of coordinates, velocities and even forces of all particles. A large amount of

useful information can be obtained from analysis of the trajectory after the simulation is



completed.

Fig. 1-1 Schematic illustration of a MD simulation

1.2.3 Key issues of MD simulation
1.2.3.1 Potential energy

Potential energy is the first of thumb issue in MD simulation. The accuracy of
potential energy calculation directly determines how particles move with time and the
reliability of simulation results. In principle, potential energy of a system can be
accurately obtained from quantum mechanics-based calculations, which is also the basic
idea of the so-called ab initio MD. However, the system size to be investigated in a
classical MD simulation can be up to ~10® particles, which is far beyond the limit of QM
simulations. Since the potential energy and force calculation will be performed millions
of times in a classical MD simulation, constructing a suitable potential function is the

only way to make classical MD simulation feasible.



In general the potential energy of a molecular system includes three parts,
intramolecular potential, intermolecular potential and external potential. Intramolecular
potential mainly contains bond potential, valence angle potential and dihedral angle
potential, which are used to describe bond vibration, bond bending and bond torsion
interactions within a molecule, respectively.

Intermolecular potential depends on coordinates of atom pairs, triplets, etc.

Vier zzsz(ri,rj)+ Zz ZV3(1;,rj,rk)+ (1-1)

ij>i i i>ji>j>k
The first term, also called the pair potential, depends only on inter-atomic distance
and accounts for most of the total energy. The second term, also called three-body term,
and the rest of the terms are non-additive contributing up to 10 per cent of the total
energy''!. The calculation of these non-additive terms is very time consuming. Usually
the average effects of these non-additive terms can be implicitly included by defining an

effective pair potential:

Vi = 2 208 (17, (1-2)

i i
However, the explicit calculation of three-body term is still necessary to maintain
some special structures like tetrahedral structure for bulk silicon and carbon even if the
effective pair potential is used.
External potential is used to describe the effect of external field on the system

particles, which only depends on the coordinates of individual atoms:
Vextern = zvl (rl) (1'3)

Common external fields are electric field, magnetic field, gravitational field and wall

potentials.



1.2.3.2 Periodic boundary condition (PBC)

In order to use relatively small number of molecules to simulate bulk properties,
PBC should be introduced. Otherwise, molecules on the surface will experience different
forces from molecules in the bulk. In PBC the simulation box is replicated throughout the
space to form an infinite lattice. Minimum image convention states that as the molecule
leaves the central box, one of its images will enter through the opposite face. Thus, the
molecules at the boundary of the central box will experience the same local environment
as they were in the center of the box. Use of PBC will suppress any density fluctuation
with a wavelength greater than the box length!''). Therefore, the simulation near the phase
transition should be performed in a large box because the critical fluctuations usually
occur at long wavelengths. Transitions known to be first order often exhibit the
characteristics of higher order transitions when simulated in a small box"". PBC may
also affect the nucleation rate when the system is rapidly cooled. If the external field is
present, then either it has the same periodicity as the simulation box, or PBC must be
abandoned in the respective direction!""). Despite the above limitations, PBC has little
effect on the equilibrium thermodynamic properties and structure of fluids away from
phase transitions. Usually effects of PBC should be tested by increasing the system size.
1.2.3.3 Solution of equations of motion

Many-particle equations of motion can be written as either a second order
differential equation or a pair of first order differential equations. In principle, they can be
solved by the usual finite difference methods like Runga-Kutta. However, these methods
require several times of force calculation in each MD step, which is quite inefficient for

MD simulation since force calculation is the most time-consuming step in MD simulation.



Two main numerical algorithms were developed specially for MD simulation, Gear
predictor-corrector method and Verlet method!'!). Usually Verlet method could allow
relatively larger time step and use less arrays. However, the method should be modified
to deal with non-Newton equations of motion. Gear method is more accurate in smaller
time step and can be directly used to solve any form of equation of motion!"".

There are two implementations of Gear predictor-corrector method, Adams-Gear

12 The former uses position,

implementation and Nordsieck-Gear implementation
velocity, acceleration of current step and accelerations of previous steps as main variables
to integrate equations of motion. The latter uses position and successive time derivatives
of position as main variables and is more commonly seen in MD codes.

In Nordsieck-Gear implementation, the time-step scaled successive time

derivatives of position 7, (Note: all vectors will be represented with an underscore) are

actually used, i.e. scaled velocity 7, = ot - 7;, (Note: one dot means the first derivative with

. . : 1 . .
respective to time), scaled acceleration 7, =E5t2 -7, (Note: two dots designate the

second derivative with respective to time), scaled third derivative 7, = 8&3 -7 etet',

Take the six-value Nordsieck-Gear method as an example, the predictor step takes the
form:

T S ¥R Fn AL AL AT

1, =1 +2r, +3r, +4r, + 575
r, =1, +3r, +6r, +107; (1-4)
ry =ry +4r, +10r

Py =1+ 57y

The corresponding corrector step takes the form:



Ty =r_0+c0AK
rn=r +cAr
r, =r, +c,Ar
- (1-5)
r, =1, +C,Ar
r, =r, +c,Ar

s =15 +CAr

Both correction coefficients and Ar depend on the order of the differential equation.

corrected __ _, predicted

For first order differential equation 7 = f (5), Ar=r, n . For second order
differential equation 7 = f (,_,) , Ar = ot —ppredeed - The corresponding correction
coefficients can be found in the appendix of reference [11].
Another two integration methods often coded in MD programs are variants of
Verlet algorithms, Leapfrog Verlet method and Velocity Verlet method.
Leapfrog Verlet method updates the velocities at half time-step. The velocities at

current time-step can be obtained from the average!':

\_/(t + lé‘t] = \_/(t - lé‘t} +dtalt)
2 2

r(e+ot)=r(t)+ 5ty(t + %&j (1-6)
\_/(t+15tj+1_/(t—l5tj
2 2
v(r) = :

The Velocity Verlet method proceeds in two steps. First, it updates the velocities to

the half time-step and updates the position to the full time-step. Second, it updates the

velocities to the full time-step after the force calculation!'".



y(t + %&j =v(t)+ %é‘tg(t)

r(t+ot)=r(t)+ &‘y(t + %&J (1-7)
1 1

v(t+6t)= \_/(t + 5&} + Eétg(l +6t)

1.2.3.4 Equations of motion for rigid molecules

The motion of each atom within a rigid molecule is not independent, which is
subjected to the shape of the molecule. Two main strategies have been developed to keep
the molecular shape during MD simulation, constraint strategy and rigid body
approximation. The former strategy proceeds in two steps. First, all molecules are
decomposed into their constitution atoms and move independently as if the system only
consists of a bunch of atoms without any constraints. Second, constraints are introduced
to correct the coordinates of atoms so that relative positions of some atoms can be fixed
to form molecules with a certain shape. The latter strategy ignores the internal motion of
atoms within each molecule and each molecule is treated as a rigid body. Thus, the
equations of motion include two parts, the translational motion of the center of mass for
each molecule and the rotational motion of each molecule about its center of mass.

Three methods have been developed to implement the constraint strategy, matrix
method, SHAKE method and RATTLE method"'!.

Matrix method directly constrains the distance between two atoms to be a predefined
value by introducing an undetermined multiplier into each constraint equation. After
tedious manipulation of these constraint equations, a set of linear equations about those
undetermined multipliers will be obtained. The coefficients of undetermined multipliers

formed a cxc matrix, where c¢ is the number of constraints within the molecule. The key
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step in this method is to inverse this matrix in order to solve undetermined multipliers.
For large molecules with many constraints like proteins, this step could be very time-
consuming.

A special algorithm called SHAKE is developed to avoid inversion of large matrix in
each MD step. The idea is to go through each constraint, cyclically, adjusting the
coordinates so as to satisfy each in turn. Therefore, the SHAKE algorithm is implemented
in iterations. Usually, 3-4 iterations are enough to satisfy all constraints. However, it is
hard to converge when rigid triangulated units like water are involved. Therefore, water
molecules are usually constrained by the matrix method.

The original SHAKE method can be only used with Verlet integration algorithm. The
Velocity Verlet version of SHAKE is also developed and given the name RATTLE. The
major difference of RATTLE from SHAKE is that besides the constraints applied to
positions, constraint forces also correct velocities to ensure that the derivatives of
constraint equations are also satisfied.

When molecules are treated as rigid bodies, the focus is turned to the rotational
equations of motion since the translational part can be solved in the same way as an
atomic system. The orientation of a molecule can be uniquely defined by three Euler

angles (49,¢,1//). In principle the rotational equations of motion should be expressed in

terms of Euler angles. Singularity issue appears if expressed in this form. Therefore, the
actual rotational equations of motion coded in MD programs are often expressed in terms

of four quaternion numbers. The quaternions ¢ = (qw,qx,qy,qz)are defined in terms of

Euler angles!'"):
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q, :coslecosl(¢+w) q, =Sin19COSl(¢—‘//)
22 “ 22 (1-8)
N U | 1.1
q, —51n59s1n5(¢—w) q. _COSEQSIHE(¢+W)

with the restriction ¢ +¢; +q. +q- =1.
Two different coordinate systems, body-fixed frame and space fixed frame, are

introduced to manipulate rotational equations. Any vector in body-fixed frame can be

related to the corresponding one in space-fixed frame by e’ = A-e’ (Note: All matrix are

expressed with two underscores), e’ = 4™ -¢” = 4" -€”, where 4 is the rotation matrix

defined in terms of quaternions[“]:

i+ - -¢* 2q.9,+9.9.) 209.9.-9.9,)
4=| 2q.9,-9.9.) - +i*-qa> 2q9,9.+4.9.) (1-9)
2q.q.+9.9,)  29.9.-9.9.) @ -4 -0+

Rotational equations are usually solved in body-fixed coordinate system with two

sets of first order differential equations!'":

i o’ o’
a‘)b [xx Ixx g
x b
T, -1
CO: — _}+( zz xx)a)fa): (1_10)
d)b [}1 [yy
: T_+(Ixx_lw)a)fwb
IZZ IZZ y
1
| 5(— 4,0! -q,0) q.0!)
qw 1
1 b b b
0. |_| 2 (0.0 -g.0] +q,0!) (1-11)
% %(qzwﬁ +q,00 —q,0)
1 1 b b b
E(_ qya)x + qxa)y + quz




12

, where @” and 7" are angular velocity and torque in body-fixed frame, / is the moment
of inertia for three principle axis and dot means the time derivative.

The torque is usually calculated in space-fixed frame. For non-linear rigid

molecules 7, = Z(rw _’”,-)X fia= Zdw X f.a » Which can be converted to body-fixed

frame by 7/ =A4-7,.

Rotational equations (1-10) and (1-11) can be directly solved by Gear predictor-
corrector algorithm using correction coefficients for first-order differential equations. If
Leapfrog Verlet or Velocity Verlet method is used, some modifications must be made to
the original algorithm.

For linear molecules special rotational equations are developed since equations

(1-10) and (1-11) contain too much redundant information. The distance between atomic

site and center of mass (COM) of a molecule d;, =7, —r’ can be simplified to be

d',=d, e’ , where d, , is the one dimensional coordinate of each site along the

ia ia

molecular axis and e’ is the unit vector along the molecular axis. In other words, we can

completely determine the atomic coordinates from molecular COM coordinates and e’

s

by r’ =r’+d’, =1’ +d, e . Therefore, rotational equations of motion for linear

molecules must be expressed in terms of e’ . A special vector g* can be defined by

rewriting the torque for linear molecules!'':

T_iszzdi,aéxﬁfa =ze_s><di,af;',sa zéxzdi,af;fa =ixg_s (1_12)

a

Finally, the rotation equation in form of second order differential equation for use with

leapfrog algorithm can be written as!''):
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&' (¢)

(1-13)

In general constraint strategy is more realistic and flexible since large molecules
like proteins and polymers cannot be simply approximated as rigid bodies. However, it is
hard to apply constraints to mass-less sites like the charge site in TIP4P water model. In
this case quaternions-based method would have a clear advantage. If any molecule can be
reasonably approximated as a rigid body, quaternions-based method should be the
preferred choice.
1.2.3.5 Time-saving techniques in MD simulation
1.2.3.5.1 Verlet neighbor list

In order to save time on the force calculation, we can construct a neighbor list

(r<r +0r) for each particle at the beginning of simulation, where o is a parameter

representing the width of the neighbor lists and 7, is the original cutoff §jgtance. The lists

can be kept for a certain number of steps before necessary update. In each step, for each
particle i, we only need to check the distance between i and all its neighbors within the
list instead of scanning from i+1 to N. One way of constructing the neighbor lists is to put
all lists into one big array LIST(N*NMAX) and use another array POINT(N) to specify
the beginning and ending position of each particle’s neighbor list in the array LIST. For
example, the neighbor list of particle 1 ranges from LIST(POINT()) to

LIST(POINT(I+1)-1). Usually the neighbor list is updated automatically. Once the list is

)> 0.50r,

constructed, we record the positions of each particle asr, ,, . If max(jri — 7 o

then the neighbor list will be updated. dr controls how often the list will be updated,
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usually & = 0.087,in LJ units''".

1.2.3.5.2 Cell-based linked list
For large system, Verlet list array LIST(N*NMAX) becomes too large to store easily.
An alternative  method ! i1s to divide the simulation  box into

int(L, /7, )x int(Ly / rc)xint(Lz /r,) cells. The number of cells in each direction must be

equal or large than 4 to make this method efficient. Then we sort all particles into their
appropriate cells and construct a linked list array LIST(N). This process is fast and may
be performed every step. The potential and force calculations are performed by looping
over cells. For each cell, we only consider interaction from its nearest 26 (3x3x3-1)
neighbor cells (reduce to only 13 cells with Newton’s third law). For a given cell, a
particle also interacts with all particles in the same cell that are further down the list.
During the sorting process an array HEAD(NCELLS) is also constructed to specify the
first particle in each cell. The advantage of this method is that the particles in each cell
formed a linked list. For example, the first particle in cell i is HEAD(i). The second
particle in cell i is LIST(HEAD(i)), the third particle in cell i is LIST(LIST(HEAD(i))),
and so on. The last element in cell i will be a virtual particle with index 0. Therefore,
there are NCELLS zero in the array LIST(N) with each indicating the ending of each cell.
The array HEAD was initially assigned with NCELLS zero. Once a certain particle i is
sorted into a certain cell icell, we can assign LIST(I)=HEAD(ICELL) and
HEAD(ICELL)=I. For example, if the first particle 1 is sorted into cell 5, then LIST(1)=0,
HEAD(5)=1 and we have a two elements linked list in cell 5 as HEAD(5)=1->LIST(1)=0.
If the third particle 3 is also sorted into cell 5, then LIST(3)=HEAD(5) and HEAD(5)=3

and we have a three elements linked list in cell 5 as HEAD(5)=3->LIST(3)=1-
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>LIST(1)=0.

Usually the above two techniques are combined together in MD codes!'?. The
combination idea is to use cell based linked list to construct and update the Verlet
neighbor list instead of the regular all-pair method. Whenever the Verlet neighbor list is
to be constructed or updated, the simulation box will be divided into

int(L, / r,)xint(Ly/ rl)xint(Lz/ 7,) cells. Then we can find each cell’s 27 neighbors

including the central cell itself. After that each particle is sorted into cells. To find each
particle’s neighbor list, the first step is to check which cell the selected particle i is
located in. Then we can find its all 27 neighbor cells. After that we check the distance
between the particle i and its possible neighbor j from all 27 cells (make sure j>i or j<i to

meet the Newton’s third law). If the distance is less than 7, then the particle j is counted

as a neighbor of particle i. The current neighbor list is being used in potential energy and
force calculations until the next neighbor list update.
1.2.3.6 Calculation of long range Coulomb force

If the system under investigation involves charge-charge interaction, then the
calculation of long range Coulomb force is inevitable. Special techniques should be
employed since the simple spherical cut off cannot conserve total energy very well.
1.2.3.6.1 Ewald Sum

Ewald Sum is a technique originally developed for calculation of electrostatic
energy in ionic crystals!''!. It has been adapted and accepted as an accurate and general
method to calculate any electrostatic interactions, including charge-charge, dipole-dipole,
charge-dipole, etc.

It is necessary to introduce the concepts of real space lattice and reciprocal space
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lattice since Ewald Sum includes contributions from both spaces.
The real space lattice (the simulation cell) is defined as (Q,Q, g), where a,b,c are
three vectors defining three edges of the simulation box.

The volume of the simulation cell can be calculated as vol = |g -bx g| .

. . bxc
Then the reciprocal space lattice!'*! can be defined as (g, v, v_v), where u =27 _b —,
a-bxc
cxa axb
vV=2r—"— , Ww=21r—"-—.
a-bxc a-bxc

The reciprocal space lattice vector®! can be expressed as k=k u+k,v+k. w,

wherek ,k ,k_ are three arbitrary integers.

Take a general rectangle box as an example:

270 o
L, 0 0 L,
Real space lattice=| 0 L, 0 |; Reciprocal space lattice =| 0 i—” 0
0 0 L, g o
0o 0 —
L

. | ko k, ok
Reciprocal space lattice vector k =27 —,—,—=|.
L, L, L,

In the following equations V' represents potential energy, &, denotes dielectric
constant of the surroundings, ¢ means charge, » denotes position or distance, f means

force, P represents pressure, vol means system volume and ¢ means dipole moment.

For charge-charge interaction in the ionic system:

The contribution to potential energy can be calculated ast'"'*!:
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Zq, n

(1-14)

3vol

Vie,=0)=V, +V, ~V, (1-15)

real recip

real -

> > 2 erfelar) (1-16)

47z50 T by

. . 2 o .
, where erfc(x) is the complementary error function, erfc(x)= I edr, ais

Nl
the parameter determining the width of additional charge distribution.

2
k% /4a?
1 e “

z k2

2vole, =

N

que

J=1

_111.2

(1-17)

recip

, where k* =k -k, the sum over k is performed through three loops over three
components k, = (— k;“a",k;““) , k, = (— k;na",k;mx) , k= (— kzmax,kzma") with the
restriction k # (0,0,0). In principle, k™ = k™ = k™ =o. However, the summation is

converged quickly. The parameters k™ ,k™ k™ depend on a and the length of cell

a}, |bl,[c|-
Vi =ﬁﬁq? (1-18)
The contribution to forces for MD simulation can be expressed as!'*:
L= (1-19)
et _ 4 N4 201y o
i = i, ;E(erfc(aryﬁ N e Jrl (1-20)

fi’“’P =_q—2real(l e *qu _lk'rjje k (1-21)

volg, =



18

, where the function real(x) returns the real part of a complex number.

The contribution to the pressure tensor can be calculated as!'*:

P-vol = P .yol + P -vol (1-22)
1 q,9 ; 2ar, _z
P .yol = —L| erfelar, |+ ——=e " R, 1-23
ST aplon )2 ey
, where matrix element R; @ = =7 rf
1 e—k2/4a2 N

PP .yol =

’ 11
(;—2(4a2+k—2)£j (1-24)

, where matrix element K% = kakﬁ , k,,k,are components of the vector k, 1 is the

ik,
Zq_/e -

J

vole, =k’

unit matrix.

In the case of a molecular system including partial charges!"!:

The contribution to potential energy also includes three terms!'"*"*:

zzzz%%%¢m> (1-25)

4'71.‘90 i j> a

real -

, where r,, is the distance between site a in molecule i and site b in molecule j.

—k%/4a*
1 e

>

2vole, 17

N 2
ik,
22 qe "

i=l a

(1-26)

recip

Yt = e (ZZ g+ XY T e, )j (127)

i i a b>a ab
, where erf ( ) is the error function and r,, is the distance between site a in molecule
1 and site b in the same molecule.

The contribution to forces can be expressed as''™:

l J self
Jia =Lid t 1~ Jia (1-28)
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4, L—9qip 201, .02
real i,a J> ab acr,
S = erfclar,, )+ e’ |r 1-29
ﬁ,tl 472'80 ;; ragb ( f( ab) \/; J ab ( )
rect ql a ikr; o ik e_kz e
P _ - kZ;real(z e *ZZq/be ] E k (1-30)
0 k=
qi a ql b 20”/' —a*r?
self __ ab a’r,
o erflar, e’ |r 1-31
f;,a 472'80 ; Vab [ f( ) \/; J ab ( )
The contribution to the atomic pressure tensor can be calculated as!'*!:
P-vol = P*" -yol + P*” -yol — P* .yol (1-32)

[
P™ yol =

Zzzzq’“q’b(erfcm) e jR (1-33)

47T80 i j> a
, where matrix elementR” =r%r” and r, is the distance between site a in molecule i

and site b in molecule j.

1 —k*/4a?

oci e
PP .yol =
— 2volg, kzﬂ; K’

’ 11
[1—2(4a2+k—2j£J (1-34)

i,ali, 2 70!2’,2
Lyyyh qb( ar,,)- j‘;e JR (1-35)

47780 i a b>a ab

N .
—ik-n,
PN
j b

P vol =

, where matrix elementR% =r%r” and r, is the distance between site a in molecule i

and site b in the same molecule.

For dipole-dipole interaction in the dipolar system!'"'?!:

The contribution to potential energy can be expressed as!'"*'%:

Vie,=1)=V B 5 1(& ,uj) (1-36)

i j>i

Vie, =)=V, +V,. —V

real recip self

(1-37)
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i i i

= ; L . erﬁ:(arzj ) 20 g2
g T T e

(1-38)
L5 g 2, 2 (g, 3
4”‘90 i G LMD rz‘js \/;’”sz ”1‘1‘2
1 eik2/4a N —l(lgr ) ?
= -k - 1-39
recip ZVOZEO ; k2 ;(ﬂ —} ( )

Vi = Z( 1) (1-40)

The contribution to forces can be expressed as''>:

sz;real +f;recip (1_41)

3erfc\a gt
fre = ZL f )+ 20{2 2042+i2 e
472'80 I \/;r r —

i 7

ISerfc ) 2a 100 15 .22
Z(& Uij _{ 5 +\/; 4ot +——+—= " |, (1-42)

J#i if v.. }”

1 & 3erfelar, 3
B e ) NS

Zreal(z e' ZN:(,u_ )e j_l k e k (1-43)

vole, i% k?

47&90

frecip _
; =

The special vector related to torque for linear moleculez = #° x g can be calculated

asm]:

g =g +g (1-44)



rea 1 s e’fc(ari‘ ) 2o —azrf
g == z[ T +\/;rij2e ]/‘.f

3erfc(ar ) 3 ) o )v
i dre, Z[ r \/;rz (20{2 +—2Je ](ﬂrii

_];tl

g = Zreal( ZL ﬂ,)e J <y

Vo 80 k=0

The contribution to the pressure tensor can be calculated as!'*:

P — Preal +Precip

Define the real space pair force as

1 ( 3erf0(ar-- ) 2a 3] e
real Y 2 i
et = — -, + 2" +— e "7 |,
f;j 47780 luz &{ I"..5 1/7[;#2 rz Y

1Serfe(ar ) 2a [, o 102’ 15] o
Ty 7 dor 2 e T
L S N <

bt 360[0(0%)+ 26 |50 3 et [( 'r) L ) ]
4re, r Jrr? r’ AN A ALY o

i i i

M- lj

real nal
Then volF, ap ZZ Tia uﬂ
i j>i

S, )

j=1

reci, 1
volP ;" = Z{Blaﬂ

2vole, i7

e—k2/4a2
+ BM =

L 2kky ki

,where B, ,

i=1

is the kronecker-delta function!'.

1.2.3.6.2 Switching function

21

(1-45)

(1-46)

(1-47)

(1-48)

(1-49)

(1-50)

N N
af k2 2 2 4 20!ﬁ =2Z#iakﬁreal( Z( > jand §aﬂ
i=1

Another simple technique is to use some form of switching function to smoothly turn
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off interactions over a range of distance (7,, <7 <r,,) so that the total energy can be well

cut
conserved with dramatically reduced computation cost. Actually switching function can
be applied to short range interactions as well.

One example is the switching function used in Cerius® package!"!

1.0 r<r,
2
S(i"): (rcut —I") (rcul + 2: _3ron) ro<r<r, (1_51)
(rcut ron)
0.0 r>r

cut

The total interaction energy now can be expressed as U(r)=U,(r)-S(r), where
U, (r) is the original interaction energy without switching function.

The magnitude of force between a pair of particles

10)=~2 - {s) 20,15 <)1) -0 0B s

, where f (r) is the original force without switching function.

The force vector f(r)= f (,,)é
r

In the case of the above switching function,

dS(f") 6(7" B rcut )(I" B ron ) 1
- .53
" (ar,) (=9

For a point dipole the special g vector should be modified accordingly:
g =V U ers0)=5s0 v, Uler)=stlgs 059
, where g, is original g vector without switching function.

1.2.3.7 Thermostat and barostat

1.2.3.7.1 Temperature control in NVT ensemble



23

The first Hamiltonian-conserved method to control temperature in NVT ensemble
is the one proposed by Nosel”. A fictitious coordinates is introduced as an extra degree

of freedom to represent a thermal reservoir. Two time units are introduced, the real time
t' and virtual time 7, they are related by dt = s(¢')dt', ¢ = J.s(t')dt' (2,

In terms of virtual time ¢, the dot is used to denoted /dt. The translation equations of

motion for use with Gear method are!'!:

i=(f/m,)s? 250 /s (1-55)
0.§ :Zmiizs—(f+1)kBT/s (1-56)

The reservoir has a thermal inertia O, (fictitious mass). Real particle velocities are
related to time derivative of positions by v, =s7, . Similarly, a, = s*# . The potential
energy associated with s is ¥, =(f +1)k,T'Ins. f is the number of degree of freedom in

the original system (f=3N if the system consists of N atoms). The kinetic energy

associated with s is K =0.50,s° . The extended system Hamiltonian
H, =0.55>m7,’ + K, +V +V, is conserved.

In terms of real time #', the dot is used to denoted / dt'. In this case v, =7, , a, =7, .

The translation equation of motions for use with Gear method are!'*':

i o= [l m=si s (1-57)
QS§:Zmiizs—(f+l)kBTs+QS$2/s (1-58)

K. =0505"/s* , V.=(f+1)k,TIns . The extended system Hamiltonian
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H, = O.SZ m,7.> + K +V +V, is conserved.

[16,13]

Hoover further improved Nose’s method by removing the fictitious

coordinate s : The equations of motion become

iz&,\}izﬁ/mi—;(&,j(:(temp/T—l)/rﬁ (1-59)

, Where temp is the instantaneous temperature, y is the friction coefficient and 7, is the

time relaxation constant to control temperature.

The conserved quantity is H,,, = H,,, + /T (rﬁ 712+ J.Ot;(dt) , where f'is the number

of degree of freedom in the system.
1.2.3.7.2 Pressure control in NPH ensemble

Andersen™ proposed an effective method to control pressure in NPH ensemble
using the similar extended system idea. Here the variable V' is redefined as the system

volume and is treated as a fictitious coordinate to represent a piston. The piston has a

fictitious mass Q, and is associated with a kinetic energy K, = 0.50,7*and a potential
energy U, = PV

Scaled coordinates, velocities etc. are usually used. 7 =r"/ yie i=v,/ i
#=a,/V'"7sothat U=U(V'"r,), kK = 0.5V % m,i’

The translation equation of motions for use with Gear method are!''l:

i= £y )= @3V v (1-60)

V2/3Zm[i2+V1/3zzi.&

L -P|/Q, (1-61)

V= (press - P)/ 0, =

3V
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, where press is the instantaneous pressure.
The extended system Hamiltonian H, = K + K, + U +U,, is conserved.

The above method changes the box size isotropically which only controls the total
pressure to the preset value. The three diagonal components of pressure tensor may not be
exactly equal to the preset value in the case of solid phase.

For anisotropic change of box size we can treat three edge lengths as extra degrees of
freedom. This method allows three box lengths to change independently so that all three
diagonal components of pressure tensor will be equal to the preset value. This method is

particularly useful for solid simulations.

rz,x /L\"rty :r'i,} /L)’riz:r" /Lz
Py =V, /an”,y v, /Ly,rlz =v,./L,
L =050,02.K, =050, K, =050,1 (1-62)
U, =PV =PLL,L,K= O.SZm (272 + 1272 + 1272
The equation (1-59) can be rewritten for x direction as:
= fi. (mL,)~(2/3)i VIV (1-63)
. \ L, L, L
cwhere /7 =| (L p ) (eLr)=te s 2 e
dt v g L L L,
i o= fi MmL,.)-27 1 i+L—}+£ =1, /(m,L)- 27 £ for cubic box
x i,x i x i,x 3 Lx LZ LZ i,x i i,x L °
Therefore, the equation (1-59) can be generalized to be:
zf;',x /(ml x) 27‘1va /L
io=f mL,)=2k L /L, (1-64)

=f../(mL.)-2F L /L,

1,z z

If we consider the pressure acting on x direction, then P =F_/ ( JL. ), F_ 1s the external
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force acting on the area of L, L_, so F, = PL L_, the internal force f, acting on the area

of L,L is f, = press L, L., where press is the instantaneous pressure. The equation (1-

x Ty Tz

60) can be generalized to be:

I, =(press,L,L.-PL,L.)/Q, (1-65)
Lzzm, FLALY D r [
, where press, = LS
: LLL,

Then we can derive the following equations:

L = LZm”x+—ZZrW fin LLPJ/Q
x i j>i

L =L Zm”y+—Zer fi LLPJ/QV (1-66)
y >

L. = LZm”Z+—ZZrljZ . LLP]/Q
z i j>i

The extended system Hamiltonian H, =K+ K, +K,  + K _+U+U, is conserved.

It is straightforward to further extend the above case to control three main components of
pressure to be three different values or only control one component of pressure to be a
fixed value.

Hoover!'®" further improved the above method by avoiding scaled coordinates:

EZ‘QJH](Q_&)’ &:L/m[ AR/ :V(press—P)/(NTrf,), V=3V (1-67)

, where 7 is the barostat friction coefficient, R, is the system center of mass andz, is the

time relaxation constant to control pressure.

The conserved quantity is H ,,, = H,,, + PV +3NTn’c, /2.

1.2.3.7.3 Combined temperature and pressure control in NPT ensemble
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It is straightforward to combine Nose’s temperature control method” and
Andersen’s pressure control method®! together to control both temperature and pressure

in NPT ensemble!'?),
Scaled coordinates are introduced 7, =7,/ ys
In terms of virtual time 7, the dot is used to denoted /dt. The combined equations of
motion for use with Gear method are!'?!:
i=(f, /m.)/(s2V1/3)—(2$/s+2V/3V)i
Qs—VmSZm il = (f+1k,T/s (1-68)

QVV:press—PZ?’;—mZmi’@ VEE ZZ Ty fu -P

ioj>i

The extended system Hamiltonian:

H,py =05V s 2Z:mr +K, +U(")+U, +K ,+U, is  conserved,  where

K, =050V?* U, =PV, K, =050s5", U, =(f +1)k,TIns

In terms of real time #', the dot is used to denoted /dt'. The combined equations of

motion for use with Gear method are!'?:

B= (im0 )-(s/s+20 /30 )
0.5=0,5" /s+(V2/3Zm 72— (f + 1)k, Tj (1-69)

QVV QSV (2/32711,, +V”3ZZ —3PVJS 13V

i j>i
The extended system Hamiltonian:

HNPT—OSVMZmr +K, +U(r)+U, +K, +U, is conserved, where

K, =050V%/s*, U, =PV, K, =0.50s/s*, U, =(f +1)k,Tlns.
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[16,13]

Hoover improved the above method by removing fictitious coordinates and

avoiding scaled coordinates:

£=&+77(Q—&),&=L/mi —(;(+77)ﬁ,;'(=(temp/T—l)/rﬁ

: (1-70)
n= V(press—P)/(NTrf,lV =3nV

, where R, is the center of mass of the system, 771is the barostat friction coefficient to

adjust velocities, forces and volume. 7, is the barostat relaxation time constant. press is
the instantaneous pressure while P is the expected pressure. The conserved quantity is
H,,, =H,,, +PV+3NTn’c} /2.

For anisotropic change of box size, we can treat three edge lengths as extra degrees of

freedom.
rl,x /Lx,r”= /L}»FIZ—F,Z/LZ
e /an’”,) =v, /L},rlz vi,z/Lz
vx :O'SQvLi/S ,KV ZOSQVLi/SZ K =05Q LZ /SZ (1_71)
U, =PV = PLxLyLZ,K:()jZm (2272 + 1272 + 1272

0.5=05/s +[Zm (2272 + 232+ 272 )= (f + 1)kBTJs (1-72)

. /(m,.Lx )—- (S/s +2L /L, )r”
MmL,)-(5/s+2L, /L), (1-73)
Mm L)~ (§/s+2L. /L. .

- - -
N < =
TR T

L=L s/s+(L Zm”x+—22rux UX—LLP}S /0,

xl/>l

L =L s/s+{L Zm”y+—22rw UV—LLPJS /0, (1-74)

vl/>l

L Ls/s+(L Zm,”+—22rw UZ—LLPJS /0,

zl/>l
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The extended system Hamiltonian

Hypr =K+K,+K, +K, +U(M)+U, +K, +U, is conserved, where

K, =050s"/s* U, =(f+1)k,Tlns

[16,13]

Hoover improved the above method by removing fictitious coordinate s and

avoiding scaled coordinates:

P = Vi A0, = Ro by = vy + 1, = Ro ML = v+l =R,

Ve = ot m =G n Wby = foy = (em, Wy v = £ dm = (g +

7 =(temp/T -1)/72 L, = nxLx,L}, = n},L},,L'Z =n,L, (1-75)
N, = V(pressx —Px)/(NTTIZJ),ﬁy = V(pressy —P},)/(NTT,%),??Z = V(pressz -P )/(NTZ';)
The conserved quantity is

Hypppr = Hyyy +(P+ P+ P I3+ NT(p? + 72 + 72 )2 /2.

1.2.3.8 Analysis of MD simulation results

The methods to analyze MD simulation results highly depend on personal
preference and what specific quantity one wants to measure based on the simulation
trajectory. However, general methods have been developed to obtain commonly
interested information from MD simulation.
1.2.3.8.1 RMS fluctuation and fluctuation-based analysis

The RMS (root mean square) fluctuation can be defined by!'!

O-(A)z - <5A2 >ensembl€ - <A2 >ensemble B <A>jnsemble (1-76)

2 Where 5(14) = A - <A>ensemble '
The fluctuation can be used to calculate not only the error bar of a measured quantity but

also several commonly used thermodynamic quantities, such as constant volume heat

capacity C, , constant pressure heat capacity C,, thermal pressure coefficient y, ,
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isothermal compressibility f,, thermal expansion coefficient «,.

For example, C, can be determined from the fluctuation of potential energy under NVT

ensemble!':

3 < 2>NVT
C, ==—Nk, + — % 1-77
o k,T? (1-77)

C, can be obtained from the fluctuation of enthalpy under NPT ensemble!'!):
— . 2 2 -
C, = <5(K +V + press -vol) >NPT kT (1-78)

1.2.3.8.2 Pair distribution function and structure factor

Pair distribution function is one of the most important quantities revealing how atoms are

organized in a system, which is defined as!''!:

Z25(r <r < r+dr)

g(r)=‘]’v—of<2225(r—r,j)>=% 255 (1-79)

i i p37z((r+dr)3—r3)

I, r<r,<r+dr N
, where 5(r<r[j<r+dr)= T , p=—o0.
0, otherwise vol

Basically it tells one the probability of finding a pair of atoms with a separation of r. In

addition, it can be used to calculate the static structure factor:

S(k)=1+47p| 7’ Slz—r"” g(r)dr (1-80)

, where k = |lg| and k means a reciprocal space lattice vector. S (k) can be also obtained

from X-ray diffraction experiment. Therefore, calculation of g(r) allows one to directly

compare the simulation result with the experiment result.

1.2.3.8.3 Time correlation function-based analysis
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By considering 4 and B to be evaluated at two different times, the time correlation

function is defined:

¢ ()= (4(0)B(0))

(1-81)

If 4 and B represent the same quantity, then auto-correlation function is defined as:

C a4 (t) <A(t)A(O)>

=" (1-82)
(A6Y)
The general transport coefficient » based on Green-Kubo relation is defined as:
y = [ ar{ 4(e)4(0)) (1-83)
The general transport coefficient y based on Einstein relation is defined as:
Alt)- 4(0))°
| _ato)-40y) s

2t
Several commonly seen transport coefficients can be calculated based on time correlation
function.
The average diffusion coefficient in three dimensions is defined through velocity

autocorrelation by!':

D= % [ at(vi(e)-v,(0)) (1-85)

The x component of diffusion coefficient is defined by D, zjowdt<vl. (t)viﬂx(0)> with

WX

similar expression for y and z component. Therefore, D = l(D +D +D )
3 x y z

The average diffusion coefficient in three dimensions based on Einstein relation is'''):
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The x component of diffusion coefficient is defined by D=

I . 1
similar expression for y and z component. Therefore, D = —(D +D +D )
3 x ¥ z

In practice, the above ensemble average should be calculated for each of N particles, the

results are added together and divided by N.

N

YO0 3(e0-0F)

So, D:lj“’d il or D =12
3% N 6IN

In order to improve the statistics, the above mentioned correlation functions are

actually calculated using a multiple time origins rule!'". Say we have 7z, frames of

velocity numbered as (0,7,,, —1)saved during the simulation.

Then velocity autocorrelation function at ¢ = 7 is

Ty —1—T

ZV z,)- v, (7, +7) (1-87)

<Vi (t) Vi (O)> = <Vi (T)'Vi( >

The statistics for long-time correlation function will be poor due to the decrease of the

number of terms z_—7 in the summation. However, the correlation function should

decay to zero in a time which is short compared with the complete run time. In practice,
not every successive data point is used as a time origin. Instead, the summation will be
over every fifth or tenth point as time origin. Of course, the number of terms in the

average will not be 7, — 7 any more.

1.3 Lennard-Jones model
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The most famous effective pair potential in MD simulation is probably the
Lennard-Jones (LJ) 12-6 potential"":

v (r)= 45'_(0'/1/)12 —(O'/r)6J (1-88)

, where ¢ and o are energy parameter and length parameter, respectively. The LJ

potential shows the typical features of intermolecular interactions. There is a steeply

rising repulsive wall at short distance (0 <7 <2"°c) due to overlap between electron

clouds. The potential equals to zero when » = o and reaches its minimum value —¢&

when 7 =2"%c . After that, the potential will gradually increase and asymptotically
approach zero, generating an attractive tail at large 7. The LJ potential can be used to
describe atom-atom interactions for various atom types with appropriate chosen & and o .
Usually the initial guess of & and o would be based on the polarizability and vdW
radius of the selected atom type, respectively. Further adjustment of ¢ and o would be
fitted to reproduce experimental data of the interested molecules. Therefore, ¢ and o are
not only dependent on the atom type but also affected by the local environment where
atom resides. For example, the carbon atom in graphite may have a different ¢ and o
from that in diamond. If we use ¢ and o as the basic energy unit and length unit in our
system, then the difference between various atom types disappears and all correspond to

the same so-called LJ particle:

v (r)=4l1r)? =1/ r)) (1-89)
Use of LJ reduced units is very useful for investigating general properties of liquids,
solids, etc, which is why LJ potential is the most thoroughly investigated model in all
MD simulations. So far various data including complete phase diagrams, liquid structure,

interface properties, various transport coefficients and thermodynamic properties have
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been reported in MD simulations of LJ model. Most importantly, any newly developed

MD simulation method will be usually tested using LJ potential.
1.4 Stockmayer model

Although the attractive tail of LJ potential could account for correlation between
the electron clouds surrounding the atoms (vdW interaction or London dispersion), it is
not enough to represent interactions between charged species or neutral molecules with
dipole. During his PhD (1937-1940) at MIT, Stockmayer introduced a potential which

describes the interaction energy between two dipoles!'®!

DD(Q’&’&) 3 {ul Hi~ (’ti JIX’UJ _l):l (1-90)
Jji

PP means the potential energy between two dipoles g, and u Iz

, where v

The complete Stockmayer potential also includes the LJ potential part:

M (rl&#_j): vuq

Thus a Stockmayer particle can be constructed by putting a point dipole on the

&)-FVDD(Q,&,&) (1-91)

center of a LJ particle. In principle any polar molecule (especially linear geometry) can
be modeled using Stockmayer potential. Similar to LJ model, Stockmayer model can be
used to investigate general properties of polar molecules. So far Stockmayer model is
mainly used as polar solvent in the study of ion solvation dynamics. It was also involved
in the study of mixture of polar and non-polar fluids. As far as its own properties
concerned, the main properties investigated include the dielectric properties, phase
diagrams (mostly liquid-vapor equilibrium) and interface properties.

1.5 Common water models
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Despite the fact that sometimes Stockmayer model has been used to simulate
certain properties of water, it is seldom employed in MD simulation of water because of
strong hydrogen bonding interfaction among water molecules. Also, water is a non-linear
molecule consisting of three atoms and it can be too rough to use a point dipole to
represent a reasonable model of water. So far at least 46 different water models have been
developed. Based on their geometry definitions four categories can be classified as shown

in Fig. 1-2.

Fig. 1-2 Four geometries of water models

Among them, only a few were commonly employed in MD simulations of water,
such as SPC'"), SPC/EPY, TIP3PPY, TIP4P, TIP4P-Ew!™, TIP5PP* and TIPSP-Ew®!.
The common form of potential function for various water models includes LJ interaction

between oxygen atoms and electrostatic interaction between charged species.
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proer = $ 5 dads 45[(£J12 _Liﬂ (1-92)

Aci Be; V4B Yoo Too

For type A geometry, charged species are same as atoms with oxygen carrying negative
charge and hydrogen carrying positive charge. For type B and C geometry, the negative
charge is not located on oxygen atom but on a massless charge site instead. For type D
geometry, the negative charge is further split in half and distributed evenly on two
massless charge sites, respectively. The potential parameters for various water models are
shown in Table 1-1.

Table 1-1 potential parameters for common water models

Geom & .
Model (o) (A) 11 (A) 12 (A) q, (e) q, (e) 0 (0) ¢ ( )
-etry (kcal/mol)
spct’ a  3.166 0.155354 1.0 0410 -0.820 109.5
SpC/EP” a  3.166 0.155354 1.0 0.424 -0.848 109.5
TIP3PP! a 3.151  0.152103  0.957 0.417 -0.834 104.5
TIP4P!%? c 3.154  0.154876  0.957 0.15 0.520 -1.04 1045 523
TIP4P-Ew'>] c 3.164  0.162750 0.957 0.125 0.524 -1.048 1045 523
TIP5P™4 d  3.120 0.159990 0.957 0.70 0241 -0241 104.5 109.5
TIPSP-Ew™!  d  3.097 0.178011 0.957 0.70 0241 -0241 104.5 109.5

1.6 Two popular Silicon models

Even if ¢ and o of LJ model can be adjusted to reproduce experimental data of
various single-atom molecules, not all of them can be modeled using LJ potential.
Although LJ potential is an effective pair potential which implicitly includes the three-
body interaction, it is not sufficient to stabilize the tetragonal structures present in
semiconductors like Si and Ge. Two non-additive potentials have been proposed for this

purpose.

The first one is called Stillinger-Weber (SW) potential*®’. It consists of a pair
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potential term and a three-body term:
VW= vz( )+ v3t, 1T, ) e;fz(r., /0')+6f3@/o,ﬁ/a,r_k/a) (1-93)

, where ¢ and o are energy parameter and length parameter for SW potential.

In terms of reduced units the pair potential term can be written as:

1 (r) _ {A(Br"’ —r )exp[(r — a)ﬁll r<a (1.94)

0, r=2a
In terms of reduced units the three-body potential term includes three cyclic terms.
fsta Ry ) hz(’”zja”zkaejik)+h (rjt’rjk’eyk)+hk(rki’rkj90ilg') (1-95)
The form of each cyclic term is equivalent except the permutation of the triplet. Take

i

h, (r 7,0 ﬂ.k) as an example, it has the following form:

Vi »

h, (r

-1 2
. gﬁk) {lexp[yr —a)" +y(r, —a) Kcos@_ﬁk+1/3), r, <aandry <a (1-96)

0, otherwise

) A ="7.049556277, B = 0.6022245584, p = 4,
Seven function parameters are
q=0,a=180,1=21,y=1.20

Two reduced unit parameters for Silicon are ¢ =50kcal/moland o =0.20951nm.
The second one is called Tersoff potential®”). The potential is modeled as a sum of
pair-wise interactions. However, the coefficient of the attractive term depends on the

local environment, resulting in a many-body effect:

VTersUjf — zvij’ Vij = fC (l"y ka (rij)+ biij (rz] )]

J>i

fR(rlj)=Aexp(—/”tn.),fA(lg/)z—Bexp(—,urlj)

L, . <R

>y

felry)=105+05codzlr, ~R)/(S-R)| R<r, <5 (1-97)
0, r,>S

b ’/

by =) =S fulr g0, ) 20,)=1+¢*a? = ]a* + (h=cos,, ]

k#i,j
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The eleven parameters for Silicon are:

A=1.8308x10%ev, B=4.7118x10%ev, 1 =24.799nm™, £ =17.322nm™, B =1.1x10"°,
n="7.8734x10",¢=1.0039x10°,d =16.217,h =-5.9825x10"", R = 0.27nm, S = 3.0nm
1.7 Introduction of carbon nanotube

In 1991 Tijima'* discovered a new allotrope of carbon, carbon nanotube (CNT),
which initiated a wave of research on CNTs and related carbon nanostructures. CNT can
be classified into single-wall CNT (SWCNT) and multi-walls CNT (MWCNT). As far as

SWCNT is concerned, its diameter and chirality can be determined by defining a chiral

vector R =ma, +na, (m=n and m,nare non-negative integers) as shown in Fig. 1-3.

”ﬁT(TE:}IémI(O GEMGO/(O ﬁl

41/({51} 61} 73 [s1

[ ’ / 14 2j(5 ﬂl\i (\T/fﬁz ﬂj

Y Tkl q o
00800

Fig. 1-3 Chiral vector R and chiral angle 8 of 2D graphite sheets

a,,a, are two unit vectors of hexagonal cells in graphite. Chiral angle @ is the angle
between a, and R . Usually SWCNT is described by a pair of integers (m,n), whose

structure can be obtained by rolling up a graphene nanoribbon layer along the chiral
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vector R. When m=n >0, it is called armchair CNT. If m >n =0, it is called zigzag

CNT. Both armchair CNT and zigzag CNT are achiral. The rest CNTs with m > n > Qare
all called chiral CNT. Typical structures of armchair, zigzag and chiral CNT are shown in

Fig. 1-4.
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Fig. 1-4 Structure of (a) armchair (b) zigzag (c) chiral SWCNTs with similar diameters

Finally the diameter and chiral angle of (m, n) CNT can be determined as™*”:

3 aC_C\/Bv(m2 +mn+n’)

d (1-98)
V2
6 = arctan( 3n (1-99)
2m+n

, where a___ is the carbon-carbon bond length in a graphite sheet, approximately 0.142

nm.

The driven power of so many CNT-based research is of course coming from
CNT’s extraordinary properties for various applications. For example, CNT can be used
to make complex materials®”), gas storage materials®®'! and nanowires for conducting
electricity?. One property concerned in this thesis is its hydrophobic 1-D nano-channel

which can serve as a simplified model of ion-channels for mimicing their critical features
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(hydrophobic inner surfaces, high selectivity and fast flow rates).
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Chapter 2 Calculation of melting point for Stockmayer

model and four water models

2.1 Introduction

Melting point is one of the most important thermodynamic data for a given substance.
Determination of melting point at different pressure is indispensable for constructing a
complete phase diagram. Since melting point is the temperature for liquid and solid
coexisting at equilibrium, it is therefore the prerequisite of many surface/interface
properties involving liquid-solid equilibrium, such as surface roughness, anisotropic
crystal growth, surface tension/interface free energy. Although it is quite simple to
directly measure the melting point at moderate pressure by performing real experiments,
it is usually very difficult to obtain experimental data of surface/interface properties even
with current state-of-the-art instruments. Therefore, scientists have to resort to modern
computational chemistry methods, particularly MD simulation. However, MD simulation
is a model-based method. The investigated subjects in MD simulation are not real
substances but models representing real substances. Although models are constructed to
resemble the real substances as much as possible, so far no model can reproduce all
experimental data of a certain substance. For example, it is known to all that the melting
point of real water at atmospheric pressure is 273.15K. However, the calculated melting
points of many water models have different values from this experimental data. Therefore,
in order to investigate properties of liquid-solid interface we have to obtain accurate

melting point of the investigated molecular model in the first step.
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2.2 Computational Methods

Many different approaches have been developed to calculate melting points from
classical force-field-based simulations. Free energy method!"? is the first one proposed to
calculate melting point. Later a direct two-phase coexistence approach was also

d®4. A special void creation method” was proposed to overcome the

develope
overestimated melting point obtained from incremental heating a single solid phase. A
phase switch technique!® designed for Monte Carlo simulations was also created. More
recently a superheating-undercooling method”! was developed to estimate the melting
point from maximums of superheating and undercooling.

However, the study of melting point by MD simulation has been based on two main
approaches, namely the free-energy approach and the coexistence approach. The first
approach locates the melting point by requiring equality of free energies for solid and
liquid phases™, where free energies are usually calculated by the thermodynamic
integration method"!. The second approach simulates a system containing solid and
liquid in coexistence under different ensembles. For example, constant volume and
energy ensemble (NVE) will directly give a point (T, P) on the melting curve!*!. Constant
pressure and enthalpy ensemble (NPH) generates the melting temperature at a certain
pressure”’. If the system initially containing coexisting solid and liquid is simulated at
constant pressure and temperature ensemble (NPT), the system will finally become pure
solid or liquid, which defines upper or lower limit of melting point!'®’. Therefore, a series
of simulations is required to find the melting point. Although the melting point could also
be estimated using the simple superheating-undercooling method'”), generally this method

is believed to be less accurate than previous two methods.
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In this work, the coexistence approach is deployed to locate the melting point. One
difficulty of employing the coexistence approach in MD simulation is due to the
limitations of applying periodic boundary condition (PBC). As mentioned in Chapter 1,
use of PBC will suppress any density fluctuation with a wavelength greater than the box
length. However, critical fluctuations of coexisting liquid-solid usually occur at long
wavelengths. Therefore, a relative large system size is required to obtain stable coexisting
liquid-solid. Another difficulty of calculating melting point by coexisting method is that it
takes a long time to allow the simulation system to reach the final equilibrium
temperature under NVE/NPH ensemble or form single phase near melting point under
NPT ensemble. These two difficulties made this work tougher and more important.

Two different protocols are used to search the melting points for Stockmayer model
and water models. For Stockmayer model which does not have any information about its

melting point at the investigated dipole moment £, a tedious protocol is adopted. First, a

[7,11] -

superheating-undercooling scan is performed to get a rough range of melting point

for each 1" . Then the coexistence approach under NPT ensemble is deployed to obtain

more accurate estimated interval of melting point for each z . Finally, the coexistence

approach under NPH ensemble is employed to determine a specific value of melting
point.
For water models with melting points estimated from previous simulations by free

energy method!®'*"°!

, a relative simple protocol can be used. Two initial temperatures are
chosen, guided by free energy method, to start two independent simulations under NPH

ensemble which can directly give the final equilibrium temperature, melting point.

2.3 Simulation details
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2.3.1 Stockmayer model
Reduced units are used throughout this study. The LJ part of Stockmayer model is
modified as below to be consistent with the definition in the later mentioned cleaving

wall method!'®! for interfacial free energy calculation.

12 6
4{(% _(1j }cl, r<23
r r
1 12 1 6 1 2
u,,(r)= CZ(;J +C3(;j +C4(;J +C,, 23<r<25 (2-1)
0, 25<r

,where C, =0.016132 C, =3136.6,C, =-68.069, C, =—-0.083312 C; =0.74689.

Due to the appearance of long range dipole-dipole interaction, simple spherical cut
off can not assure the total Hamiltonian is well conserved. Standard Ewald sum with
“tinfoil” boundary conditions (external region has a dielectric constant of infinity) is used
to deal with the long range dipole-dipole interaction. The details of using Ewald sum
technique in the dipolar system can be found in section 1.2.3.6.1 of Chapter 1.

For the present study, we choose to calculate melting point at P=0 with reduced
dipole moments " =1, V2, \/3 . The (111) interface is chosen to merge the liquid phase
and solid phase together. The cell linked list and the Verlet neighbor list!'”"'® are used to
save time on force calculation. The equations of motion are integrated using Leapfrog
Verlet algorithm[17] with a time step df =0.001. The moment of inertia / is set to 0.025.
The Ewald convergence parameter « =1.23 is chosen large enough to assure that the real
space contribution to the dipole-dipole energy can be safely cut off at 2.6. Due to the use

of Ewald sum we select a relative small system consisting of 1584 solid particles. The
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rectangular box size is L, =12.582,L =11.887, L, =11.207 depending on the initial
density. The maximum reciprocal lattice vector k, =12,k , =12,k =12 is chosen large

enough to converge the dipole-dipole energy.

The superheating-undercooling scan is started with an ideal crystal configuration
under NPT ensemble. The temperature is gradually increased until the solid is melted.
After that the melted structure is cooled down step by step until the system crystallized
again. The temperature is increased or decreased by 0.025 reduced units every 50000 MD
steps, corresponding to a heating/cooling rate 0.0005 or 0.0125K/ps (1K/ps~0.04 LJ
unit'").

The coexistence approach under NPT ensemble is performed in the following way. (1)
The initial solid configuration resulting from previous superheating process is relaxed
under NPT ensemble to get well equilibrated solid system for each test temperature. In
order to be consistent with the later applied cleaving wall method!'®), a special protocol is
used to prepare the liquid system. (2) We first melt 1584 solid particles at high
temperature (usually 4.00 in reduced unit) under NV'T ensemble and cool the system
down to the test temperature. The system is further relaxed under NPT ensemble to find
actual liquid density at the test temperature. (3) Next, we randomly remove a certain
number of particles from the prepared solid system in (1) to reduce the density to the
liquid density obtained in (2). We then melt and re-cool the system to reach the test
temperature in the NVT ensemble. (4) We merge the solid obtained in (1) with the liquid
obtained in (3) and relax the combined system in the constant z-component of pressure
and constant-temperature ensemble (NP.T) which allows the box length in z direction to

change. This can lead to a seamless merge of solid and liquid system in z direction. An
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initial interface width of 0.25 is added to prevent overlap of solid and liquid particles
during the merge of solid and liquid systems in (4). At each step of the above protocol an
equilibration run of 20000 steps is followed by 30000 steps. (5) Finally the merged
system is relaxed under NPT ensemble at the test temperature. At each test temperature
the system continues to evolve until obvious crystallization/melting is observed or solid-
liquid equilibrium is maintained all the time (usually 150000 production steps after 50000

equilibration steps). Note, the maximum reciprocal lattice vector k_ should be doubled

after the merge of solid and liquid system. Nose-Hoover thermostat!'” with both
themostat and barostat time constant of 0.5 is used to retain a constant value of
temperature and pressure.

The coexistence approach under NPH ensemble is performed in a similar way, but
the final merged solid-liquid system is relaxed under NPH in stead of NPT.
2.3.2 Water models

Four different water models are investigated in this work, TIP4P, TIPSP, TIP4P-

Ew and TIPSP-Ew. The latter two models are just two variants of previous two models
which are supposed to give better results for use with Ewald-sum technique. Melting
points for four water models are all determined at P=1 bar. The initial configuration of
proton-disordered ice is constructed to meet the Bernal-Fowler rule so that the entire ice
has zero total dipole moment*”).

Two different protocols are used to prepare equilibrated coexisting solid and liquid
systems. For TIP4P and TIP5SP models, the initial solid structure is equilibrated under
NPT ensemble. Then the liquid phase is obtained by melting the solid phase at a high

temperature under NVT ensemble followed by cooling the liquid to the original
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temperature under NV7T ensemble and equilibrating the liquid under NP.T ensemble. Next,
the well-equilibrated solid and liquid phases are brought into contact at the (001)
interface of ice with a gap of 1A to prevent overlap of solid and liquid. Then the entire
two-phase system will undergo another brief NP.T equilibration prior to the final
production run under NPH ensemble.

For TIP4P-Ew and TIP5P-Ew models, the initial solid structure is first duplicated
along the direction normal to the merging interface to generate two solid phases. Then
one of them is melted at a high temperature and cooled to the initial temperature under
NVT ensemble while immobilizing the other. The resulted two-phase system will be
equilibrated under NPT ensemble for a while before the final production run under NPH
ensemble.

The total number of water molecules in the two phase system is 12288. The
dimension of the system is about 53.9x62.3x115.6A%. A combined cell linked list and
Verlet neighbor list technique'™ is used to save time on force calculations with a
neighbor list width of 1A. The quaternion technique is employed to solve the rotational
equations for rigid bodies. The equations of motion are solved with a time step of 1 fs by
Gear predictor-corrector algorithm in the case of TIP4P and TIPSP and Leapfrog Verlet
algorithm in the case of TIP4P-Ew and TIP5SP-Ew. For TIP4P and TIP5P models

d"® while those for

temperature and pressure are controlled by Nose-Andersen metho
TIP4P-Ew and TIP5P-Ew are adjusted by Nose-Hoover method!'”!. The LJ part of water-
water interaction is truncated at 9A. Two different techniques are deployed to calculate

long range electrostatic interactions. For TIP4P and TIPSP models a simple switching

function is used to smoothly shift the Coulomb potential function to zero from 7A to 9A.
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For TIP4P-Ew and TIPSP-Ew the electrostatic interactions are calculated by the
smoothed-particle-mesh-Ewald (SPME) technique which is implemented in the parallel
version of DL_POLY?2 MD program"*',
2.4 Results and Discussion
2.4.1 Stockmayer model

In the case of " =1 a superheating-undercooling process is started at T=0.617
(See Fig. 2-1). From the sudden jump of potential energy, the maximum of undercooling
T and maximum of superheating 7', are found to be 0.400 and 0.800, respectively. Our

calculated 7, 0.800 is already lower than the triple point 0.964 from the DFT

(22]

calculation”™. It seems that DFT calculation overestimates the melting point of

Stockmayer fluid. However, the pressure at the triple point from the DFT calculation!®”!
should not be zero because at P=0 vapor must be thermodynamically more favorable than
either liquid or solid phase. Next, a number of test temperatures within 0.4 — 0.8 are
selected for the coexistence solid-liquid simulation in the NPT ensemble. From Fig. 2-2,
we can clearly see a step-by-step crystallization process occurred at T=0.617 since the
potential energy is supposed to decrease after crystallization. Complete melting takes
place at a higher temperature (T=0.675). At T=0.656, no obvious melting or
crystallization is observed during the entire simulation period and the system maintains
solid-liquid equilibrium. Partial crystallization and melting is observed just slightly below

(T=0.655) and above (T=0.657) the equilibrium temperature, respectively. Our data

indicated that 0.655-0.657 is the best interval in which the true melting point should be
located. In fact, T = 0.656 is likely the best estimated freezing temperature at u =1.

Finally, two independent NPH searches are started at T=0.645 and T=0.665, respectively.



49

As shown in Fig. 2-3, both simulations end up with the same melting point
Tm=0.656+0.001, consistent with the prediction from the NPT simulation. Compared to
the melting point of LJ (T=0.617) at the similar condition (P=-0.02)!"%! the increased
melting point seems entirely due to the added long-range dipole-dipole interaction.

Following the same procedure we found 7" and 7', to be 0.475 and 0.875 (See

Fig. 2-4) in the case of " =~/2 while T and T, for 1" =+/3 are 0.600 and 0.950 (Sce
Fig. 2-7), respectively. Further NPT coexistence search narrows down the possible range

of melting point to be 0.725-0.727 (See Fig. 2-5) in the case of x" = V2 and 0.834-0.836
(See Fig. 2-8) in the case of x4 = V3. Finally, NPH coexistence searches found the
melting point T,,=0.726+0.002 (See Fig. 2-6) for 1~ = 2 and T,=0.835+0.005 (See Fig.

2-9) for u" =+/3.

In general, the melting point increases with the dipolar strength, which is in
accordance with the DFT calculation. Different methods of melting point calculation
have their pros and cons. A simple superheating-undercooling scan may give a rough but
accurate estimate of upper and lower limit of melting point. A series of NPT coexistence
search can narrow down the melting point into a small interval, but a large amount of
uncertainty may exist within this interval. A stable equilibrated solid-liquid system can be
generated under NPH ensemble. However, too large deviation of initial temperature from

the true melting point can also lead to complete crystallization or melting.
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2.4.2 Water models

For TIP4P and TIP5P models, we run two independent simulations with different
initial temperatures. Two initial temperatures T=225K and T=235K are chosen for TIP4P
model while T=265K and T=275K are chosen for TIPSP model. Fig. 2-10 (a) and Fig. 2-
10 (b) showed the instantaneous kinetic temperature T versus the MD time t for the
TIP4P and TIPS5P systems, respectively. One can see that the kinetic temperature of the
two systems gradually converges to nearly the same value at t~3500ps. We then used the

next 500ps to compute Ty,. For TIP4P model, the calculated T,=229.3+1.0K, while for
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TIP5P model, T,,=272.2+0.6K. These values of T,, are in very good agreement with
Tm=22949K and T,,=268+6K calculated based on the free energy method for the TIP4P
and TIP5P models, respectively®!. Interestingly, these values are also very close to
Tm=232+5K and T,,=273.9K calculated based on a different free energy method using
Ewald technique for long range interactions''”). These results suggest that Ty, of TIP4P
and TIP5P models are not very sensitive to the inclusion of Ewald summation.

To calculate Ty, with the improved TIP4P-Ew and TIP5P-Ew models, we used
identical system size and the similar simulation procedure as for TIP4P and TIPSP
models. Since we had no priori information on their values of T,,, except the location of
the density of maximum (close to 274K), we first examined five initial temperatures
within 240-280K with 10 K interval, for each model. We monitored the evolution of the
system temperature, typically for about 200ps for the five independent simulations, from
which we determined that the proper temperature range to locate Ty, is from 250K to
260K, for both models. In Fig. 2-11 (a), we plot the instantaneous kinetic temperature
versus MD time for the two independent TIP4P-Ew systems, one with 250K and the
other with 260K as the initial temperature. Once the temperatures of the two independent
systems converge to nearly the same value, we view that both systems reach the full
equilibration. Then we used the next 50ps to evaluate the melting temperature, which is
Tm=257.0+£1.1K. This value is much closer to the measured value (273K) than the
original TIP4P model, namely, another major improvement over the TIP4P model.
However, this equilibration at T=257K is only metastable for short 350ps simulation time
since further 1ns long time simulations under NPT ensemble showed that solid and liquid

phases can only exist at T=244K (See Fig. 2-12). This result is in good agreement with a
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recent free energy calculation T=245.5K!"]

and a two-phase NPT coexistence calculation
upon a small system T=242K>]. In Fig. 2-11 (b) we plot the temperature versus MD time
for two independent TIPSP-Ew systems. Again, once the two systems reach equilibration,
we used additional 50ps run to calculate the melting temperature, which is
Tm=253.9+1.1K. This value, however, deviates from the measured value by 20K. Clearly
some reparametrization to the TIPSP-Ew model is needed in order to reproduce the
measured Tp,. Further 1ns NPT coexistence simulation confirmed that the solid and liquid
TIP5P-Ew model can stably coexist at T=254K even for a long time (See Fig. 2-13). This
result is about 16K lower than the recent two-phase NPT coexistence calculation upon a
small system T=270K!**!. We believe this discrepancy is due to the difference in system

size (12288 molecules vs. 870 molecules). As we emphasized before, a large system size

is required for phase coexistence simulation due to the limitation of using PBC.
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(a) T=257K (b) T=244K
Fig. 2-12

(a) T=270K (b) T=254K
Fig. 2-13
2.5 Conclusions

2.5.1 Stockmayer model
To the best of our knowledge the melting points (7, = 0.656, 0.726, 0.835) of
Stockmayer fluids corresponding to three different dipole moments (" =1, V2,43 ) at

zero pressure were obtained from coexisting-phase MD simulations for the first time. As

expected melting point increases with dipolar strength, which is due to the fact that
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dipole-dipole interaction energy increases with dipolar strength and melting a polar solid
needs to overcome the dipole-dipole interaction energy between lattice sites. The melting
data obtained in this work laid down a good foundation for further investigation of liquid-
solid interface properties of Stockmayer model.

2.5.2 Water models

Melting points (7, = 229K, 272K, 244K, 254K ) of four water models (TIP4P,

TIP5SP, TIP4P-Ew, TIPSP-Ew) at P=1 bar were obtained from coexistence-phase MD
simulations for very large systems (12288 water molecules). Large system size ensured
that solid and liquid can exist stably since it allows the density at the interface to fluctuate
with long wave length which is important for measuring many interfacial properties. The
obtained melting points are in good agreement with those obtained from the free energy
method but with smaller error bars. Apparently TIPSP model is the best model to
reproduce the experimental value of melting point. However, it may not be the best one to
reproduce other properties of water. For example, the normal ice 7, phase for TIPSP
model is not thermodynamically stable at 1 bar and the actual equilibrium solid phase of
TIP5P model is ice II**. The latest ab initio MD simulation'*! even obtained a much
higher melting point of water (>410K) which is quite different from the experimental

value 273.15K.
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Chapter 3 Calculation of liquid-solid interfacial free energy
for Stockmayer model, SW/Tersoff silicon models and
TIPAP-Ew/TIP5P-Ew water models by means of

superheating-undercooling method

3.1 Introduction

The free energy of the interface (y) at a given pressure is one of the fundamental
thermodynamic properties of interfacial systems. For example, the liquid-vapor surface
tension is relevant to capillary rise, and the solid-liquid interfacial free energy plays an
important role in understanding the mechanism of nucleation and crystal growth. Despite
its key role in interfacial systems, y is difficult to measure experimentally. In most cases y
can be measured either indirectly from measurements of crystal nucleation rates or
directly by contact angle measurements''). The former one is limited by the fact that
nucleation primarily occurs heterogeneously while the latter method has been used to
study only a few materials to date due to the difficulty of such experiments.

Theoretically, density-functional theory has been a primary choice to evaluate y.
However, previous studies have been primarily focused on simple model systems (hard-
sphere and Lennard-Jones models) and calculations of solid-liquid interfacial free
energies are not fully consistent in the literature”™. Accurate y can be also obtained
through atomistic simulations such as using molecular dynamics (MD). To calculate

liquid-vapor surface tension, four types of MD simulation techniques can be selected,
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including the Kirkwood-Buff mechanical relation, thermodynamic free energy difference,
finite-size scaling, and thermodynamic free-energy perturbation™. In the case of solid-
liquid interface, however, the mechanical relation method only gives the excess surface
stress, rather than the interfacial free energy y. Two simulation methods have been
developed to compute solid-liquid interfacial free energy y, namely the fluctuation

d'®” examines the

method and the cleaving potential technique. The fluctuation metho
fluctuations in the height of the interface and performs a Fourier transform to compute
the interfacial stiffness which can be fitted to obtain y. The fluctuation method is able to
distinguish the weak anisotropy of a system since the anisotropy of the stiffness is an
order of magnitude larger than that of the free energy, but less accurate in determining y
due to the fitting process involved. The method cannot be used to resolve facetted
interfaces because the fluctuation of interface height is too small. Broughton and
Gilmer"” proposed the cleaving potential technique which consists of four reversible
steps: cleaving solid phase, cleaving liquid phase, merging solid and liquid interfaces and
removing the fictitious cleaving potential. The total work obtained through
thermodynamic integration in the four steps is directly related to y. Davidchack and
Laird!"""'?! later proposed to use cleaving walls instead of cleaving potential which
resulted in accuracy sufficient to resolve the anisotropies of interfacial free energy. More
recently, Mu and Song!"’! further improved the efficiency of the cleaving potential
technique with a multistep thermodynamic perturbation method.

Although both the fluctuation and cleaving potential methods can yield accurate

values of solid-liquid interfacial free energy, the simulations are computational expensive

even for simple fluid systems such as hard sphere and Lennard-Jones. An efficient
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simulation approach to obtain orientation averaged value of solid-liquid interfacial free
energy is the superheating-undercooling hysteresis method developed by Luo et al.l"¥.
These authors demonstrated that this simulation method can give fair estimation of the

[15]

solid-liquid interfacial free energy for the Lennard-Jones (LJ) system" ™. They also

estimated the interfacial free energy of liquid water/ice system based on experimental

(161 Moreover, a direct comparison of solid-liquid interfacial free

undercooling data
energy for LJ system resulting from the hysteresis method and the fluctuation method or
the cleaving potential technique was also made!'®’. The excellent agreement demonstrated
the accuracy of the hysteresis method. Here, we employed such a superheating-undercooling
hysteresis method to estimate the orientation averaged solid-liquid interfacial free energy
of Stockmayer model, two silicon models and two water models.

3.2 Computational Methods

The principle of superheating and undercooling method is based on classical

nucleation theory!"” where the highest temperature achieved by superheating a solid (T,)
or the lowest temperature obtained by undercooling a liquid (7 ) depends on a

dimensionless nucleation barrier parameter (f) and the heating rate (Q). f can be

calculated by the equation''*),

f=(4, ~blog,, 0)6.(1-6,) (3-1)
, where A4, and b were fitted to be 59.4 and 2.33, respectively, for a number of elements
and compounds. The heating/cooling rate QO is normalized by 1 K/s. In principle, the
dimensionless temperature ¢, can be obtained either as 6 =7, /T, or 0. =T /T, ,

where 7, is the melting temperature. However, 7 is usually much more difficult to
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determine due to the possible formation of amorphous solid under the fast cooling rate in
MD simulations. Hence, we calculate § by using only the superheating temperature 7,

and the melting point 7, of respective models. Once S is obtained, solid-liquid interface

free energy (y,,) can be calculated by,

3 13
ys[ = (EﬂkBTmAHrivj (3-2)

, where k, is the Boltzmann constant and AH , , is the enthalpy change per unit volume

v

y

between the solid and liquid phase at the melting point. In practice AH , , is normalized

to the average volume of solid and liquid at the melting temperature.
3.3 Simulation details
3.3.1 Stockmayer model
Three different dipolar strengths (" =1, V2,43 ) are considered in this work. The

superheating-undercooling scan is started with an ideal (111) crystal (reduced size
12.4x11.7%11.0) consisting of 1584 (11x12x12 unit cells) Stockmayer particles at P=0
under NPT ensemble. The temperature is gradually increased until the solid is melted.
After that the melted structure is cooled down step by step until the system crystallized
again. The temperature is increased or decreased by 0.025 every 50000 MD steps with a
reduced time step df=0.001, corresponding to a heating/cooling rate 0.0005 or
0.0125K/ps (1K/ps~0.04 LJ unit''). Standard Ewald sum technique is used to calculate
long range dipole-dipole interactions. Other simulation details can be found in section
2.3.1 of Chapter 2.

3.3.2 Silicon models

We deployed both Stillinger-Weber (SW)!'” and Tersoff-89!"*! models to compute yy;



61

of silicon. The reduced units of energy (¢) and length (o) for SW model are ¢ =
3.4739x10™" J and o = 0.20951 nm while for the Tersoff-89 model they are ¢ =
1.6022x10™"° T and ¢ = 0.1 nm. Each MD time step corresponds to 0.5 fs. The simulations
started with crystalline silicon structures of 5x5x5 cell units, which contain 1,000 atoms,
and a temperature of 1,000K for SW model and 2,000K for Tersoff-89. Two heating rates
are applied to the structure. The heating rate of 1x10"" K/s increases the temperature of
the system by 12.5 K every 50,000 steps while that of 5x10'" K/s increases the
temperature by 12.5 K every 250,000 steps. The first 5,000 steps after the heating are
used for equilibration, and thermodynamic data is measured during the remaining steps
until the next temperature increase. The cooling process is performed when the
temperature of the system reaches 3,000K for SW and 4,000K for Tersoft-89 model. The
structure is then cooled down to 500K (1,500K for Tersoff-89) using the same rate as the
heating. Potential energy and volume are recorded during the process in order to observe
the superheating/undercooling temperature. The systems are run in isobaric-isothermal
(NPT) ensemble by using the Nose-Andersen method. Pressure of the systems is set at
zero for all simulations.

3.3.3 Water models

41 4

We adopted a procedure similar to that reported in the original paper

determine the highest temperature 7', achievable in a superheated solid, and the lowest
temperature 7 achievable in an undercooled liquid, before a phase transformation
occurs. First, a proton-disordered hexagonal ice 7, is equilibrated at an initial

temperature (153.6K for TIP4P-Ew!'” and 150.5K for TIP5P-Ew*”) in the MD

simulation with the isobaric-isothermal (NPT) ensemble. The temperature and pressure (1
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bar) are controlled by using Nose-Hoover?! technique. Standard periodic boundary
conditions are applied in all directions of the orthorhombic box containing 768 water
molecules. Both TIP4P-Ew and TIPSP-Ew water molecules are treated as rigid bodies in
the MD simulations, and the corresponding rotation equations are solved by using
Quaternion algorithm with a time step of 1.0 fs and 0.5 fs, respectively. Next, the solid
(ice) phase is subjected to incremental heating until it melts. Thereafter, the melt (liquid
water) is subjected to incremental cooling. Thermodynamic properties are calculated
within every 50 ps heating/cooling step after another 50 ps system equilibration. At the
end of each heating/cooling step the temperature is increased or decreased by 3.8 K,
corresponding to a heating/cooling rate of 0.076 K/ps. All MD simulations are performed
using DL POLY?2 package!®?. The long-range charge-charge interactions are treated with
the smooth-particle-mesh-Ewald (SPME) technique.

3.4 Results and Discussion
3.4.1 Stockmayer model

As shown in Fig. 2-1, Fig. 2-4 and Fig. 2-7 in Chapter 2, the maximum of
superheating 7, can be clearly determined to be 0.800, 0.875 and 0.950 for
uo=1, V2, 43, respectively from the sudden increase of potential energy. In order to
obtain AH,  another independent MD simulation is performed at exactly the melting
point (determined from previous two-phase coexistence simulations) during both heating

and cooling process for u' =1, /2, /3 , respectively. The obtained AH, , and

orientation averaged },; are shown in Table 3-1. In general, ¥,; does not show a simple

increase or decrease trend with the dipolar strength. Although both A, and 7, increase
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with z", the nucleation barrier # decreases with 4 instead, which leads to the complex

behavior of ¥, with respect to s .

Table 3-1 Physical properties of Stockmayer model in the superheating process

T T, g 5 V. 14 AH,, Yo 0
(¢/ky)  (s&lky) ¢ (o) (o))  (g/0’)  (ero?) (K/ps)

4 =1 0803) 0656(1) 1224) 2.1(33) 1032) 1.162) 111(33) 0472) 0.0125

4 =v2  0883) 0.726(2) 121(3) 1.82) 0.9942) 1.13(3) 1.36(4) 0.53(2) 0.0125

4 =3 0953) 0.835(5) L1.14(4) 0.78(4) 0.9653) 1.093) 149(4) 0.44(3) 0.0125

3.4.2 Silicon models

Silicon crystal undergoes superheating during the heating process and the structure
melts at a temperature higher than the melting points (Table 3-2). The melting points of
the structure are determined by the coexisting solid-liquid phase method®). The melting
point of Tersoff-89 model is 2567K, which is higher than both experimental value and the
SW model. A potential energy of the system versus temperature curve shows the system
undergoes a phase transition at the superheating temperature (7") (Fig. 3-1). The ratio of
superheating temperature to melting temperature is quite high due to the strong covalent
bond in silicon crystal. During the cooling process, the potential energy and volume of
silicon do not show a sudden change as observed in superheating due to the use of rapid
cooling rates. The volume of the system with increasing temperature is shown in Fig. 3-2.
Similar to potential energy curves, a sudden drop of volume is observed when the
crystalline structure of silicon breaks down. However, in the cooling process, the volume
increases gradually with decreasing temperature during the transition. A larger fluctuation
is observed with the Tersoff model (Fig. 3-2 b), likely due to the much higher starting
temperature used than the SW model [note that the melting temperature of Tersoff model

is about 900 K higher than that of the SW model (Table 3-2)].



64

Once we calculated the nucleation barrier parameter (f3), we can determine the solid-
liquid surface tension (yy) by Eq. (3-2). Since the simulation is carried out at zero
pressure, the enthalpy change at melting point is equal to the change of internal energy of
the system. We calculate the difference of enthalpy between the solid and liquid state at
the melting point. We then divide the values by the average molar volume of the solid and
liquid to obtain the enthalpy change per unit volume at melting point. The average yy ~
0.413 J/m* (Table 3-2), which is in good agreement with measured results, ranging from
0.34 — 0.4 J/m*. Moreover, the two silicon models give very close values of yy, even
though the two models give dramatically different melting point. This suggests that the
value of yy is less sensitive to the model. Using a different heating rate also does not
affect the final result of yy, as shown in Table 3-2. Finally, we note that the y; of SW

silicon is about half the value of the liquid-vapor surface tension (~ 0.8 J/m*)*¥.

Table 3-2. Physical properties of silicon in the superheating process. Heating rate (Q), superheating
melting point (7"), melting point (7,), ratio of superheating melting point to melting point (6,),
nucleation barrier parameter (), average volume per atom (), enthalpy change per unit volume
between solid and liquid state at melting point (AH,,) and solid-liquid surface tension (yy) are

displayed. The first two rows are results of Stillinger-Weber model and the last two rows are those

of Tersoff-89 model.
0 T T, 14 AH,, Vsl
6. B
(x10" K/s)  (K)  (K) (m’)  (x10°Im?)  (J/m?)
SW 1.00 2338 1678 139 7.28 0.0196 2.64 0.412

5.00 2388 1678 1.42 8.18 0.0196 2.64 0.429

Tersoff 1.00 3260 2567 1.27 3.13 0.0206 3.31 0.417

5.00 3220 2567 1.25 2.60 0.0206 3.31 0.392
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3.4.3 Water models

Although homogeneous nucleation has been demonstrated in undercooling
experiments, accurate superheating data for ice is rarely reported because heterogeneous

melting renders measuring the correct superheating limit 7, difficult. Conversely,

homogeneous crystallization of liquid water is rarely reported in MD simulations except

one work?’!. This is because ice nucleus formation is a rare event in the MD simulation

1.12%1 reported that recrystallization of complex

of undercooled water. Similarly, Zheng ef a
molecules by cooling the liquid is very difficult to achieve in MD simulations. Although

it is challenging to determine the limiting value of 7" from MD simulation, # and y, can
still be deduced from 7' for a given 7, . The equilibrium melting temperature 7, for

TIP4P-Ew and TIP5P-Ew water models have been determined using the two-phase

27-28

coexistence approach reported previously”’ 2%, AH ,, can be calculated from the enthalpy
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difference between the solid and liquid at 7, , while AH,  is normalized to the average

volume of solid and liquid at the melting temperature.

As expected, upon superheating, the volume of solid ice gradually increases with
increasing the temperature before a sudden reduction of the volume (due to the collapse
of ice structure) (Fig. 3-3). This behavior is unique in heating tetrahedral structure
materials!*’). Near the superheating limit, there is an obvious potential energy jump (Fig.
3-4) as well as one order-of-magnitude increase of diffusion coefficient (Fig. 3-5). These
observations confirmed that melting occurs at 321K for TIP4P-Ew and 314K for TIP5P-
Ew. Moreover, additional constant stress-constant temperature (NS7) simulation and a
NPT simulation with 2592 water molecules are also performed to demonstrate that the
superheating limit is not sensitive to system size, box shape (Fig. 3-7 and Fig. 3-8).
Although the diffusion coefficient of liquid water can decrease to the same magnitude as
that of 7, ice below 210K upon undercooling (Fig. 3-5), no ordered structure was
observed from the analysis of configuration snapshots at the low temperatures. A stiffer
undercooling curve of volume change is obtained for TIPSP-Ew (Fig. 3-3), but still not
sufficient to locate 7_due to the continuous decrease of potential energy (Fig. 3-4). The
volume of liquid water eventually fluctuates near a constant after a slow increase from
280K to 230K (Fig. 3-3). Based on the temperature dependence of radial distribution
function (Fig. 3-6) the liquid water may undergo a continuous transformation toward an
amorphous ice upon undercooling.

The calculated interfacial free energies y, with two different heat/cooling rates

for two water models are shown in Table 3-3. It appears that the heating/cooling rate has

little effect on the calculated y, . Overall, the calculated y, are consistent with a previous
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MD simulation result’®® (39 mJ m™), as well as within the range of measured values!'®!

(25~44 mJ m™). Conversely, both TIP4P-Ew and TIP5P-Ew models give rise to higher

v, compared to the result (28.0 mJ m )" and the accurate direct measurement' (29.1

mJ m?). The discrepancy is probably due to the empirical TIP4P-Ew and TIP5P-Ew
models of water employed in this work. For example, both models underestimate the

melting temperatures of water, which renders the material dependent parameter S larger

by a factor of four (two for TIP5P-Ew) compared to the reported value!'® (1.0).

Table 3-3
T+ Tm 0+ ﬂ VS K AHmﬁ" 7/51 Q
(K) (K) ¢ (A% Ay (X10%/m*)  (mI/m®)  (K/ps)
TP 316) 244(1) 1323)  4509) 3200) 302Q)  2405)  37(3) 00762
T_Ié’v“vp 317(7) 244(1)  1304) 4.1(9) 32.0(1) 302Q2)  240(5)  36(3)  0.0200
TP 3146 2540 1243) 24 31401) 2909(3)  390(7)  424) 00762
TP 3146 25400 1243) 25(7) 314D 299G)  390(7)  42(4)  0.0200

Extensive quantities are presented per molecule. Numbers in parentheses indicate the estimated
error on the last digit(s) shown.
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size and shape of the box.
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Fig. 3-8 Superheating process performed on a large system including 2592 molecules

3.5 Conclusions
3.5.1 Stockmayer model

Orientation averaged y, for Stockmayer model at zero pressure are found to be

0.47, 0.53 and 0.44, respectively, for u" =1, V2,43 based on superheating-

undercooling MD simulations. In contrast with melting point, y, does not simply

increase with x°. The much smaller nucleation barrier 8 for x" = V3 offsets the effect
due to larger melting point and a#,  and reduces its y,; significantly. However, this trend

is not observed in the more reliable calculations by the cleaving-wall method and the
fluctuation method as shown in Chapter 4.
3.5.2 Silicon models

In this work, we have deployed the superheating method of Luo et al'¥ to
compute the solid-liquid interfacial tension of silicon. Since there is no other computer
simulation report on yy of silicon, we hope this piece of data can provide a useful

benchmark on the interfacial properties of the two models of silicon. The obtained y,
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(0.41-0.43J/m?) is consistent with a recent obtained value 0.37 J/m* by means of time-

consuming cleaving wall method, although the latter is able to distinguish y, between

different interface orientations.
3.5.3 Water models
We employed the Luo et al.’s method'¥ and superheating/undercooling data

directly from MD simulations to estimate the solid-liquid interfacial free energy y,of
liquid water/ice interface with two water models. With the melting temperature 7,
obtained from independent simulations™”’ ", the calculated y, are consistent with a

previous direct MD simulation™"), but appreciably higher than the results obtained based
on experimental undercooling data!'®. More accurate values of the liquid water/ice

interfacial free energy for the two model systems can be computed by using either the

[32]

fluctuation or cleaving potential method. A recent study”~ using the cleaving wall

technique has investigated the 7, of TIP4P model and obtained values around 24 mJ/m’,

which is closer to the accurate experimental value 29.1 mJ/m*”". However, they did not

employ Ewald sum technique to deal with the long range electrostatic interactions.
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Chapter 4 Calculation of liquid-solid interfacial free energy
for Stockmayer model using cleaving wall method and

fluctuation method

4.1 Introduction

Although the superheating method is able to estimate a rough orientation

averaged liquid-solid interfacial free energy y,,, it can not tell the difference of y,

between different interface orientations (anisotropy) which determines the stability of
dendrite growth. According the classical nucleation theory, interfacial free energy creates
the barrier to form a nucleus. As shown in Eqn. 3-2 in chapter 3 a higher interfacial free
energy means a higher nucleation barrier if the anisotropy of melting temperature and

AH ,  are negligible (usually this is true). Therefore, the interface orientation with the

lowest y, will have the lowest nucleation barrier and the crystal would like to grow in

that specific direction.

Two simulation methods have been developed to compute solid-liquid interfacial
free energy y with enough accuracy to show the difference between various orientations, namely
the fluctuation method and the cleaving potential technique. The fluctuation method!*!
examines the fluctuations in the height of the interface and performs a Fourier transform
to compute the interfacial stiffness which can be fitted to obtain y. The fluctuation method

is able to distinguish the weak anisotropy of a system since the anisotropy of the stiffness

is an order of magnitude larger than that of the free energy, but less accurate in
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determining y due to the fitting process involved. The method cannot be used to resolve
facetted interfaces because the fluctuation of interface height is too small. Broughton and
Gilmer"! proposed the cleaving potential technique which consists of four reversible
steps: cleaving solid phase, cleaving liquid phase, merging solid and liquid interfaces and
removing the fictitious cleaving potential. The total work obtained through
thermodynamic integration in the four steps is directly related to y. Davidchack and
Laird!®" later proposed to use cleaving walls instead of cleaving potential which resulted
in accuracy sufficient to resolve the anisotropies of interfacial free energy. More recently,
Mu and Song™ further improved the efficiency of the cleaving potential technique with a
multistep thermodynamic perturbation method.

The Stockmayer (SM) fluid with its long range dipolar interaction is particularly
interesting because it is a reasonable model to represent molecular fluids with particles
carrying a permanent dipole moment, such as water. Previous studies of the SM fluids
can be briefly summarized. First, the SM fluids can be used to study ion solvation
dynamics in polar solvents”®'®\. Second, dielectric properties of the SM fluids have been

d"21. Third, SM/LJ binary fluids can be used to study mixtures of polar and

reporte
nonpolar fluids™?*?*. Fourth, SM clusters can be used to study effect of dipole strength on
structures of polar clusters!’>2%1. As for the thermodynamic properties of the SM fluids
such as phase equilibria and surface tensions, most previous studies have focused on the

liquid-vapor equilibria®*’>*

while only a few studies have considered solid-liquid phase
equilibria®***. The only systematic study of the liquid-solid phase equilibria of SM

fluids was based on the classical density functional theory (DFT)P*. As for computer

simulation of the liquid-vapor interfacial tension of SM fluids, we are aware of only two
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reports'*%! but none for the solid-liquid interfaces.
In this work both cleaving method and fluctuation method are deployed to

calculate y, for Stockmayer model with three different orientations and three different

dipolar strengths.
4.2 Computational Methods

4.2.1 Cleaving wall method

In this work the cleaving wall method developed by Davidchack and Laird'” is
deployed to calculate y. The method consists of four reversible steps: cleaving solid phase,
cleaving liquid phase, merging solid and liquid phases, and removing the fictitious
cleaving potential. The total work required in the four steps divided by the area of the

interface is y.

The same cleaving potential used to cleave LJ system!” is retained in this work.
12 6
A(2) (3] erren -2
P(r) = r r (4-1)

We designated the planes at the periodic boundary and normal to the z axis as the
cleaving planes. For each cleaving plane, two cleaving walls (One left, one right) are
constructed to “sandwich” the cleaving plane in the middle. In order to assure that the
system on one side of the cleaving plane interacts only with the cleaving wall on the other

side, the cleaving potential is defined as the minimum of the two wall potentials'”.

4,(r) =min(g,,, 4,,) (4-2)
6, () =200 =7, ) (4-3)
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¢i,2 (r)= Z¢(’Q - rj,wallz) (4-4)
J
x, x<y-o8(x+y)

min(x, y) =<y, X2y+ 5(x + y) (4-5)
p(x, y), otherwise

x+y(2_5 _ (X—J/)z

p(xa)’) = 4 m

(4-6)

, where index 1 means particles in the system while index j represents particles on the

wall. The function p(x, y) is introduced to remove discontinuity of the gradient of ¢, (r)
at the points where ¢,, = ¢, , . The parameter ¢ is still set to be 2.5 in this work.

The reversible work in steps 1, 2, and 4 is calculated via the following integral'”:

Zr P
Wi, = —I<—¢>dz (4-7)

The integrand —<Z—¢> is actually the z component of the force between the system
z

particle and wall particle. z,,z, are initial and final positions of the cleaving wall,

respectively.
In step 3, the boundary conditions are gradually rearranged with three systems,
namely liquid-liquid (LL) system, solid-solid system (SS) and liquid-solid (LS) system.

The total interaction energy in step 3 is given by!”!

U(ﬂ):(l_ﬁ“) Z”(rzj)"'/ﬁt Z”(’?/)+Z¢(’37Zf) (4-8)

i<j,LL,SS i<j,LS
, where A is a coupling parameter gradually varied from 0 to 1. The work done in step 3

can be calculated from the integral'”’
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1
W, = j<a—U>dﬂ (4-9)

WSl Tl @10

i<JLS i</,LL,SS
When A = 0 the main contribution to total energy comes from a purely liquid-liquid
system + solid-solid system while it comes from a purely liquid-solid system when A =1.
In between all three systems will partially contribute to the total energy.
Finally the interfacial free energy can be calculated as

W+ w, +wy +w,
= 4-11
/4 24 (4-11)

, where A is the area of one interface (while two interfaces are created).
4.2.2 Fluctuation method
The unique feature of fluctuation method is to directly measure the so-called

interfacial stiffness 7 instead of interfacial free energy y for a certain interface orientation.

The advantage of this feature is due to the fact that the anisotropy of the stiffness is an
order of magnitude larger than that of the free energy, which makes it easier to distinguish
the difference between orientations.

The interfacial stiffness 7(6) is related to interfacial free energy 7(9) by

7(0)=7(0)+ 4110) (4-12)

, where @ is defined as the angle between a chosen short direction axis (i.e. [001]) and

the direction normal to the interface. To the lowest order y(@) can be approximated as'”!
7(0)=y,(1+ £cos46) (4-13)

, where ¢ is the anisotropic parameter and y, is the orientation averaged free energy.
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Then the corresponding 7(6) can be derived as'™
7(0)=y,(1-155cos46) (4-14)
Therefore, the interface stiffness (49) anisotropy is an order of magnitude larger than

that of interface free energy 7/(9) and is much easier to compute accurately by MD

simulations.

Another way to represent anisotropy of y is to express it as a function of the
normal direction unit vector n = n, (1,0,0)+ n, (0,1,0)+ n,(0,0,1) , where {nl,nz,n3} are
Cartesian components of the unit vectorn normal to the interface plane. For example, to

the second order }/(Q) may be expanded as!”!

y(n)=7, (1 +é (Z n'— gj +&, (32 n' +66nlnin; —%D (4-15)

, where &, and &, are two anisotropic parameters and y, is the orientation averaged free

energy.

In the case of (100) interface with (n1 =1,n, =0,n, = 0) , we have
}/(100):7/0(1+%81 +§g2j (4-16)
In the case of (110) interface with (n1 =1/42, n, = 1/+/2, n, = 0), we have

1 13
y(llO)zyO(l—Egl _ﬁgzj (4-17)

In the case of (111) interface with (nl =1/4/3, n, = 1/4/3, n, = 1/\/5), we have

4 64
y(lll):yo(l—ggl+agzj (4-18)
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If n is measured around [001] axis such as interface (100) in this work, then
n=(cos®,sin6,0). By substituting (1, = cos@,n, =sin @, n, = 0) into Eqn. (4-15) we can
express ¥ as a function of :

7(0)=7, (1 + & (cos4 0 +sin 0 —%j +é&, (3(0054 0 +sin’ 6’)— gj} (4-19)

Using Eqn. (4-12) we can also derive ¥ as a function of 4:

7(0)= ;/0(1—3(51 + 3¢, )(0054 0 —8cos” @sin’ @ +sin* 6’)—%51 —%gzj (4-20)

Or we can express 7 as a function of 7:

7(n)= 7/0(1 —3(g, +3s, )(Zn;‘ —8n12n22j—§gl _ﬂgzj (4-21)

7

In the case of (100) interface with (n1 =1n, =0,n, = O) measured around short direction

[001], we have
7(100) = 70[1 —Egl _@EJ (4-22)
5 7
For n measured around [1-10] axis such as interface (110) and (111) in this work,

,sin@j. By substituting (nl _ cosd =M,n3 =sin 0] into Eqn.

n_(cos@ cosd .
pid \/5 s Ien \/5

V22

(4-15) we can express ¥ as a function of &:
7(6)= 7’0(1 +(g, +36¢, )(%cos4 0 +sin* 0) —%51 +e, (%cos4 Osin” O — %D (4-23)

Using Eqn. (4-12) we can also derive 7 as a function of &:
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1+ (g, +3e, {—%cos4 6 +18cos’ Osin’ @ —3sin* Gj—%gl

7(0)=7, (4-24)

+%52 (2cos6 6 —21cos* @sin® @ +12cos” Osin* 6’)—17752

In the case of (110) interface with (nl = 1/\/5,112 = 1/\/5,113 = O) or (sin@ =0,cos0 = 1)

measured around short direction [1-10], we have

- 21 365
7(110)=%(1—E<91 +W‘92j (4-25)

In the case of (111) interface with (nlzl/\/g,nzzl/\/g,m:l/\/g) or

(sin@ =1/4/3 ,cosd = V2743 ,) measured around short direction [1-10], we have

- 12 12
}/(111):7/0(1+?81 —%gzj (4-26)

Summary of 7 and y expressed in terms of y,, &, and &, is shown in Table 4-1.

Table 4-1 Summary of interfaces simulated including the short direction

Interface Short direction Interfacial free energy Interfacial stiffness
2 4 18 80
100 001 Yo 1+§6‘1+752 Yo 1—?51_752
1 13
70(1__81__82j _2 365
110 1-10 1 & +——¢
10 14 Yo 054 &
4 64
-— — 12 1280
11 1-10 70(1 15€1+63€2J 70(1"‘?51_ 63 52)

The number of independent stiffness measurements to determine  depends on the
order of the expansion. For the lowest order, two orientation stiffness measurements are
enough to obtain the two parameters y,and ¢. Usually y is expanded up to the second
order. In this case at least three orientation stiffness measurements are required to get the

three parameters y, , & , and &, . However, four or more orientation stiffness
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measurements are recommended to get a better fit of y,, &, and &,.

Now the question we have is how to calculate the interfacial stiffness y for a certain

interface orientation, which is the key issue of fluctuation method. The answer is
implicated in the name of this method, fluctuation. The fluctuation of interface height can

be used to determine 7 .

The success of this method depends on the fact that the solid-liquid interface at the
melting point is usually rough instead of faceted. Note that the fluctuation method can not
be applied if the interface obtained is faceted.

In order to obtain a rough interface in MD simulation, special shape of the simulation
box is required. We need to set the cross section of the interface as a special rectangle
(one very long direction and one very short direction) in the fluctuation method in order
to generate rough ribbon-like interfaces with large fluctuations of the interface height

because the mean square height of the interface scales proportionally to the length
of long direction L if the cross section of the interface is a rectangle while it only scales
as In L if the cross section of the interface is a square!'’. A typical simulation box for use
with fluctuation method is a rectangular box with an extremely long y axis with length

L, and an extremely short x axis (short direction) with length L . The xy plane is
parallel to the investigated interface. The z axis with length L_which is normal to the
interface should also be chosen long enough (L.=1~2 L) to avoid entropic interactions
between two interfaces generated due to PBC. Usually L is chosen not much more than
twice the major interaction range of the potential function. L, ~10L , L_ ~2L,. This

requirement usually means the system size of MD simulation will be very large for use
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with the fluctuation method.
In order to calculate interface height, we need to determine which atoms are liquid
atoms, solid atoms or interface atoms. To do so, we need to calculate a local order

parameter for each atom. For this, we choose a set of N, wave vectors (reciprocal space
vectors) k; such that exp(iki -rl.)z 1 for any real space vector 7, connecting nearest

neighbors in a perfect fcc lattice. For fcc lattice each atom has 12 nearest neighbors. We

omit one of each pair of antiparallel wave vectors such that N, = 6. Then the local order

parametery, for an atom i can be defined as'*!:

11 Z 6 ( 2
Vi= 6722 ’k—m'i} (4-27)

Jj=1 m=1

11&d
Ve, | -

Jj=1 m=1

, where the sum on 7, runs over each of Z neighbors found within a distance r, of atom i.

r, 1s chosen to be between the first- and second-neighbor shells in the perfect fcc lattice.

Usually an average local order parameter is used to determine interface atoms'!,

_ 1 z
L S 7 4-28
v, ZH(% ;W’j (4-28)

Under this definition, the typical order parameter for a solid atom is >0.1(1 for perfect
lattice atom), the typical order parameter for a liquid atom is <0.05, and the typical order
parameter for an interface atom is in the range 0.05~0.1.

For a macroscopically flat interface, the interface height can be defined as the
deviation of z coordinate of each interface atom from the average z coordinate of all
interface atoms. The interface plane (xy plane) can be divided into grids with grid points

separated by Axand Ay . Each interface atom can be sorted into a certain grid (i,j) with
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height 4, .
Then Fourier Transform of h!./. can be defined as'

AxAy

= m Zhu exp(lk 7y ) (4-29)

, where k= 27{ x 2 J, ko,k,=0+1%2,.. for a rectangular plane.

Ty = iAx-x+ jAy-y, xand y are unit vectors along x and y axis, respectively.

If L, >> L, then we have

2 k,T
(ole)’) == (4-30)
where k= k| [h(k)’ = H(W(~k). (k)=S0 5 expl-ik -1, )

R

If we plot ln<|h(lﬂz> against In k , we can obtain a straight line with the slope -2 and the

4.3 Simulation details

4.3.1 Cleaving wall method

Ewald sum is used to deal with long range dipole-dipole interactions for use with
cleaving wall method. The detailed implementation of Ewald sum can be found in section
1.2.3.6 of Chapter 1.

Given the freezing temperature and solid-liquid equilibrium densities for

u =1, V2, V3at P = 0 from the coexistence solid-liquid approach in Chapter 2, we
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selected T =0.656 p, =0.980 p, =0.869 as the state point for u =1 |,
T=0726 p, =1.009 p, =0887 as the state point for u’ =2

T=0.835 p, =1.039 p, =0.923 as the state point for gz~ = V3. The cleaving wall

method is performed in the NVT ensemble. The remaining simulation parameters are the
same as those used in the coexistence solid-liquid simulations in Chapter 2. To prepare
the liquid system for step 2, we removed a certain number of particles at random from

solid system obtained at the end of step 1 to reduce density from p_to p, and melt them at
a high temperature (T=4.00). The resulting liquid system was cooled down to 7, . For

step 3 and 4, the maximum reciprocal lattice vector k_ is doubled after the merge of solid
and liquid system because the same Ewald-sum convergence parameter & was used in all
four steps. The cleaving wall is constructed using the same strategy used for a LJ

system!”). The initial position of cleaving wall z,1s always set to 1.2 for all three interface
orientations while the final position of cleaving wall z, is chosen to be 0.62, 0.50 and
0.56 for (111), (110) and (100), respectively, to assure that no particles will cross the

cleaving plane at the end of cleaving process. In step 1 and 2 the cleaving wall position z

is varied from the initial z; to final z, with a typical increment of 0.02. In step 3 the

parameter A is varied from 0 to 1 with different length of increments. In step 4 z is

increased fromz, to z, with a typical increment of 0.01. At each z or 4 an equilibration

run of 20000 steps was followed by 30000 steps used to calculate average 0¢/0z or

oU / 04 . The thermodynamic integrations Eqn. (4-7) and Eqn. (4-9) are calculated using

the trapezoidal rule. All error bars are calculated using the block average technique®®.

4.3.2 Fluctuation method
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The melting points were computed again with the switching function being used to
treat the long-range dipole-dipole interaction since the system size is very large. The
detailed implementation of switching function can be found in section 1.2.3.6 of Chapter
1. We followed the same procedure used in Morris and Song’s work!” to generate MD
trajectories required for the fluctuation method. To create a rough interface, one direction
of the simulation box is made extremely short. Three interfaces (100), (110) and (111)
with respective short directions [001], [1-10] and [1-10] are investigated. For each
interface three different dipolar strengths ,u* =1, \/E , \/g are considered. Therefore, nine
independent simulations were performed. Here, the x axis was set as the short direction, y
axis was the corresponding long direction, and z axis was the direction normal to the
interface. The corresponding geometries are summarized in Table 4-2. The initial solid
structure was created based on the respective ideal crystal lattice with the initial density
determined from previous melting point calculations. Then the solid structure was relaxed
under NPT ensemble for 50000 MD steps to prepare the pure solid phase at P=0. Next,
the prepared solid was melted at a high temperature and cooled to reach the freezing
temperature in the NVT ensemble for 50000 MD steps. Subsequently, the liquid was
relaxed in the NP.T ensemble for another 50000 MD steps to obtain the pure liquid at P,
= 0. In this way the prepared pure solid phase and pure liquid phase contain the same
number of particles with identical cross sections. Thereafter, the solid and liquid was
joined together to create two solid-liquid interfaces, each with an initial gap of 0.5 to
prevent overlap of solid and liquid particles. Then the merged system was briefly
equilibrated under NP.T ensemble for another 50000 MD steps to relax the system at the

melting point and P.=0. Finally the merged system was again equilibrated for 600000
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MD steps under NVE ensemble, after which the production run was continued for two
million MD steps for data collection. During the production runs, coordinates of all
particles were stored every 1000 steps. In order to remove the high frequency interface
height fluctuation, the coordinates were averaged every 200 steps to smooth the trajectory,
which is important for accurate calculation of interfacial stiffness!*. Additional analysis
was undertaken in the 9 trajectory files. First, the local order parameter was calculated for

each particle in order to find interface particles. To do so six wave vectors are selected

(B (o) (E ), (g )
— 22 — 2 2 — 2 2 — 2 2
ks = O,—g,—g] N [O g —£] for (100) interface. The cutoff distance 7, to

2
find neighbors of a particle is chosen to be 0.825 a, within 7a0~a0. The interfacial

particles have intermediate values (0.05~0.1) of the local order parameter and can be

utilized to calculate the interface height. The interface plane (xy plane) is divided into

1x16 grids. For each frame of the trajectory we can calculate |h(l_cj2 = h(l_c)h(— l_c) as a

function of k. The ensemble average <|h(lg]2> can be obtained by averaging all frames of

plot 1n<|h(lg)|2> vs. Ink .
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Table 4-2 Summary of simulation geometry

Interface Short direction Geometry Number of particles
100 001 6.419%51.349x68.875 20480
110 1-10 6.811x38.527%87.685 20736
111 1-10 6.810%58.976x59.642 21600

4.4 Results and Discussion

4.4.1 Cleaving wall method

Using the cleaving-wall method together with the Ewald sum technique, we
computed y of (111), (110) and (100) interfaces for u" =1, V2,43, respectively (See

Table 4-3). Take (100) interface as an example, typical integrands for thermodynamic

integration in steps 1, 2, 3 and 4 are shown in Fig. 4-1. Orientation averaged y for

1 =12, 3 are estimated to be 0.348+0.002, 0.412+0.003 and 0.476+0.005,

respectively. Similar to the trend of melting point, the interfacial free energy y also
increases with the dipolar strength. Except " =1, an obvious anisotropy in » can be
seen, that is, 7,,, > 7,10 > 711, - This anisotropy becomes stronger with the increase of

dipolar strength. It is interesting to compare the relative strong anisotropy for the SM
fluids to the weak anisotropy for the nonpolar LJ fluid'".

In Fig. 4, some hysteresis in step 2 and 4 can be observed. This may be due to our
particular choice of the cleaving potential as used to cleave LI system!”. Here, the
particles on the wall were treated as LJ particles without adding any dipole moment.
Although this simple cleaving potential was strong enough to prevent particles from
crossing the cleaving plane at the end of step 1 and step 2, it may be more sensible to

[7]

have the cleaving wall constructed out of the same type of particles as in the system"".

Further investigation is necessary to resolve this hysteresis issue.
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Table 4-3
T, 7100 Y110 VETH Vavg
(g/kg) (e/6?) (e/0?) (e/0%) (e/0?)

U =1 0.656(1)  0.354(2) 0.333(2) 0.356(2)  0.348(2)

=2 0.726(2) 0.461(4) 0.392(4) 0.383(2)  0.412(3)

u =3 0.835(5) 0.572(5) 0.443(7)  0.413(4)  0.476(5)

4 — 4 —
Step1(100) Step2(100)

b 4 —&— dipole moment = 1.000 N —&— dipole moment = 1.000
—1 - - M- - dipole moment = 1.414 A= - dipole moment = 1.414
3 — 4 — dipole moment = 1.732 3 A\ — a— dipole moment = 1.732

A-l<dd/dz>
[N
|
A-l<dd/dz>
[N
|

1 1
0 0
0.4 0.4
(b)
120 8 —
Step4(100)
Step3(100) § 4 | e dipole moment = 1.000
—&— dipole moment = 1.000 - - m-- dipole moment = 1.414
80 - - m- - dipole moment = 1.414 6 — i — 4 — dipole moment =1.732
— 4 — dipole moment = 1.732 *
- ‘\‘

A-l<du/dar>
A-l<dd/dz>
Iy
\

(d)

Fig. 4-1
4.4.2 Fluctuation method
Due to the large system size required by the fluctuation method, the long range

dipole-dipole interaction was treated with a simple switching function. With this change
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the newly obtained melting points are 0.665(2), 0.734(3) and 0.842(3), respectively, for

i =1,+/2, \/3 . After nine independent trajectories were generated, further post-
simulation analysis was performed. Plots of 1n<|h(1112> vs. Ink for u" =1, V2, 3 are

shown in Fig. 4-2 (a-c), respectively. By linear regression the obtained interface stiffness
and fitted interfacial free energy for u" =1, 2, \/3 are shown in Table 4-4, Table 4-5
and Table 4-6, respectively. The fitting process was based on the relation between 7 and
y as shown in Table 4-1. Compared to the results obtained from cleaving wall method, a
major difference is that the interfacial fluctuation method suggests a smaller anisotropic
effect on different interface orientations, particularly for larger dipole moment.
Nevertheless, the trend of anisotropy is the same as that predicted from the cleaving-wall
method, i.€. ¥, > V110 > V111> €XCept for p° = /3 with which Yoo ~ V110 Was predicted
from the interfacial fluctuation method. In general, the interfacial free energy y also

increases with the dipolar strength. Overall, the fitted orientation averaged interfacial free

energy y, is comparable to (or slightly smaller than) that from the cleaving-wall method.

[37]

Moreover, Turnbull” " suggested that the interfacial free energy scale with the latent

-1/3 [2]

s

heat [specifically, y=C,L,p , where C, = Turnbull coefficient, L, = latent
heat/volume, and p, = solid phase density (atoms/volume)]. The latent heat L, can be

obtained from the enthalpy change between the solid and liquid phase at the freezing
point during our superheating-undercooling scan in Chapter 3, which are 1.11+0.03,
1.36£0.03 and 1.49+0.04, respectively, for u" =1, V2, /3. The increased latent heat

with dipole strength also supports our conclusion that melting point increases with dipole

strength: as u* increases, the enthalpy difference between the solid and liquid phases
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increases. Assuming the corresponding entropy change due to the change in x" is small, a
higher melting temperature will be required to compensate for the additional change in

enthalpy. Based on the equilibrium solid phase density and the orientation averaged y

obtained from the cleaving-wall method and the fluctuation method, the effective
Turnbull coefficient can be estimated as 0.31+0.01 from the cleaving-wall method and
0.2940.02 from the fluctuation method, which are very close to the Turnbull coefficient
for water (0.32)""! and in contrast with typical value 0.45 for most metals”®”). Therefore,
our results not only support Turnbull’s conclusion but also indicate that SM model is a

reasonable model to describe some common properties of polar fluids such as water.

—e— 100

In<h(K)h(-k)>
In<h(K)h(-k)>
&
|
In<h(K)h(-k)>

- -1
Ink Ink

(@ u' =1 ® 4 =2 ©u =3
Fig. 4-2

Solid line represents original data while dash line denotes fitted straight line.

Table 4-4 11” =1

Interface Short direction Interfacial free energy Interfacial stiffness
100 001 0.340(5) 0.283(3)
110 1-10 0.333(5) 0.213(7)
111 1-10 0.324(5) 0.443(4)

, where fitting parameters are &, = 0.0678,&, =—0.00825 and y, = 0.333
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Table 4-5 11" =+/2

Interface Short direction Interfacial free energy Interfacial stiffness
100 001 0.385(3) 0.306(2)
110 1-10 0.375(3) 0.243(4)
111 1-10 0.365(3) 0.497(2)

, where fitting parameters are ¢, = 0.0741, ¢, =-0.00724 and y, = 0.375

Table 4-6 11* = /3

Interface Short direction Interfacial free energy Interfacial stiffness
100 001 0.461(4) 0.467(1)
110 1-10 0.462(4) 0.326(3)
111 1-10 0.452(4) 0.572(8)

, where fitting parameters are &, = 0.0245,¢, =-0.00918 and y, = 0.459

4.5 Conclusions
4.5.1 Cleaving wall method

The interfacial free energy of Stockmayer model with u" =1, V2, 43 for (111),
(110) and (100) interface orientations has been calculated by the cleaving wall method
with Ewald sum to deal with long range dipole-dipole interactions. In general, y,
increases with dipolar strength and the anisotropy is also enhanced at higher dipole

moment.
4.5.2 Fluctuation method

The interfacial free energy of Stockmayer model with x" =1, V2, /3 for (111),
(110) and (100) interface orientations has been calculated by the fluctuation method with
a simple switching function to deal with long range dipole-dipole interactions. In general,
results are consistent with those obtained from the cleaving wall method. The major

difference is that fluctuation method tends to give a smaller anisotropic effect, which may
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be due to indirect measurement of interfacial free energy. Overall, both methods are
effective for determining the anisotropic effect. The trend of anisotropy predicted by the

fluctuation method is similar to that resulting from the cleaving wall method, namely
Yioo > V1o = Vi -
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Chapter 5 Calculation of liquid-vapor Surface Tension for

LJ model and SPC/E water model

5.1 Introduction

In previous two chapters we discussed several methods to calculate liquid-solid

interfacial free energy y,. Actually another important interface, namely liquid-vapor

interface, has also been the subject of computer simulation for a long time. A detailed
understanding of liquid-vapor interface is crucial to many technological processes, such

as adsorption, separation. The liquid-vapor interfacial free energy y, , also called surface

tension, is one of the most important interfacial properties. In thermodynamics, the
surface tension is defined as the work to create a unit surface area. It is the liquid-vapor
surface tension that accounts for the spherical shape of a stand-alone liquid drop since the
spherical shape has the smallest ratio of surface area to volume. For the same reason the
liquid surface in a capillary tube usually exhibits a curved shape to minimize the surface
area.

A statistical mechanics definition of the surface tension was introduced by
Kirkwood and Buff''! in 1949. This definition states that the surface tension can be
determined by the difference between the pressure normal to the interface and that
parallel to the interface (KB method). The KB definition laid the foundation for later
widely used mechanical approach for computing the surface tension. A year later, Irving
and Kirkwood™ proposed another method to compute the surface tension, which is based

on the local profile of pressure components that are normal and parallel to the interface
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(IK method). A major advantage of the IK method is that only in the interfacial region the
difference between pressure component normal and parallel to the interface is non-zero,
while the difference is zero in the bulk liquid and vapor region. For the definition
involving local pressure, a controversy arose after Hasasima' introduced a different
definition (the H method) in 1958. A major difference between the IK and H definitions is
the expression for the pressure component parallel to the interface!!. Nevertheless, both
definitions lead to the same expression for the surface tension (KB formula!!) with
integration over the direction normal to the interface. However, the so-called surface of
tension (the position where the surface tension acts) is still dependent on the definition of
local pressure!”. Both IK and H methods have been used to compute the surface tension,
for which the IK method has been mostly used for systems described by pairwise-
additive potential whereas the H method has been used for systems with non-pairwise
additive (e.g. the reciprocal-space part of Ewald sum®™).

Overall, the LJ fluid and water are the two mostly studied systems and are
commonly viewed as the benchmark systems for developing and testing new simulation
methods.

Thus far, more than 30 papers have been published on computation of liquid-
vapor interfacial tension of the LJ fluid. In summary, with a special long range correction

]

(LRC) technique!®'"! or using a very large cutoff distance!'?!, similar surface tension

[6-15]

results y =1.1,0.85,0.6,0.45,0.3 for the approximate non-truncated LJ were obtained

at T=0.7,0.8,0.9,1.0,1.1, respectively. In addition, similar surface tension results!>16-%%)

y =0.58,0.40,0.23,0.08 for the truncated LJ subjected to a cutoff of 2.5 were also

obtained at T=0.7,0.8,0.9,1.0, respectively. In general, an increase of the cutoff distance
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will cause increased surface tension and decreased vapor density.

Surface tensions of water have also been subjected to intensive studies over the
past three decades. Summarizing, previously predicted good match between calculated y
values and experimental values with the SPC/E-FA model, as shown in Ref. [5], may not
be sufficiently accurate due to inadequate simulation time'**. Correct y values with the
SPC/E model have been reported asy = 61, 58, and 53 mN/m at 300, 325 and 350 K,
respectively®°]. The best water model to reproduce experimental values appears to be
the TIP4P-2005%). The calculated y values based on TIP4P-2005 are y= 71, 67, 52,
and 31 mN/m at 300, 328, 400 and 500 K, respectively!>=° -1,

In this chapter, we present our results of y, for LJ fluid and SPC/E water model

using both KB and IK methods. Although the two benchmark models have been

investigated by many researchers, the obtained y, values were scattered because many
factors can affect calculated y, . Another main goal of this chapter is to summarize

previously reported surface tension values and to examine effects of simulation ensemble,
box dimension, particle number, method of pressure calculation (atomic pressure. vs.

molecular pressure) on the calculated surface tension.

5.2 Computational Methods

5.2.1 Kirkwood-Buff (KB) method
In computer simulation of a liquid-vapor interface, typically, a system is set up*”

such that a liquid film is sandwiched between two vapor phases in a rectangular box as

shown in Fig. 5-1. With the KB method, the surface tension y can be calculated using the

following formula:
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_Lz
4 2

, where L_ is the length of simulation box in the direction normal to the interface (z axis).

Py~ P )> (5-1)

P, = P_ is the pressure normal to the interface while P, = l(P +P_,) is the pressure
2 xx y

zz

parallel to the interface which is also called tangential component or transverse

component of pressure. P_,P ,P_ are instantaneous diagonal elements of the pressure

xx?% yy?
tensor. The bracket< > means an ensemble average. The factor 1/2 in Eqn. (5-1) stems

from the presence of two interfaces in our simulation setup. In a constant-volume

ensemble (NVT or NVE) with liquid-vapor coexistence, Eqn. (5-1) can be simplified as:

7= L—;(<Pz -5 () <Py_v>)j (5-2)

VAPOR LiQuUID VAFOR

F4
Fig. 5-1 Schematic illustration of the system used to simulate liquid-vapor coexistence™”!
For molecular fluids such as water there are two different representations of the

pressure tensor, namely atomic pressure tensor and molecular pressure tensor.

In the case of pair-additive potential, the elementaf of atomic pressure tensor

can be written as:

vol(zzmm zaa laﬂ +ZZZZ lajba 1a1/),8 +zzz mzba zmhﬁj (5_3)

i J> a i a b>a
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, where m,, and v,, are mass and velocity of atom a in moleculei. vol is the system
volume. 7, , is the distance between atom a in molecule i and atom b in molecule ;.

r., 18 the distance between atom a in molecule i and atom b in the same molecule.

1

Sia 18 the intermolecular force due to LJ potential. f,,, is the intramolecular force due

to constraints from intramolecular potentials (bond, angle, dihedral, etc.) or SHAKE
algorithm. The first term is the contribution to the pressure tensor from kinetic energy.
The second term is from intermolecular interactions while the third term is from
intramolecular interactions.

In the case of pair-additive potential, the elementaf of molecular pressure tensor

can be expressed as:

Zmz"za"zﬂ +ZZ Viali s zmzvzavlﬁ +ZZZZ ey

P i j>i i j> a 5_4
@ = vol vol >-4)

, where m; and v, are molecular mass and center-of-mass velocity of molecule i.7; is

the distance between center-of-mass of molecule i and center-of-mass of molecule ;.

Eqn. (5-3) and Eqn. (5-4) are completely equivalent due to the equalities

szm zaa zaﬂ Zmz za 1,5 (5-5)
222 2 s = D22 L vt ¥ LU D iawa Sy (56)

i j>i a i j>i a i a b>a
However, in the case of non-pair-additive potential such as calculation of
reciprocal space contribution to pressure tensor from Coulomb (electrostatic) interactions
by Ewald sum, the expression of atomic pressure tensor is slightly different from that of

molecular pressure tensor.
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The contribution to the pressure tensor from electrostatic interactions calculated

by Ewald sum can be written in the same form:
P, =Py +Py" - P (5-7)

In terms of atomic pressure tensor:

R D 30 AN 3o TN BT

i j>i a

, where the intermolecular Coulomb pair force is
2k,
] 9.9 ab  —Kr . .
Sy =——3— erfc( mjb) —=e " " |ru, . K is the convergence parameter in
4 gorza]b T

Ewald sum and erfc(x) is the complementary error function. f,, is the intramolecular

constraint force from intramolecular potentials or SHAKE algorithm.

1 1
P = o ,—2 +—|h_h 5-9
@ 2vol2 ZQ { @ (41{2 h? J_a_ﬁj (5-9)

g() h#0

—h? /4K

, where Q(h)="—s—, S()=3 3 q.e" . Sh)=Y Y a.e " . b is the

reciprocal space lattice vector and &, 1s the Kronecker delta function.

Sel/ z z z lalb a ujleli/ﬂ (5- 1 0)

VOI a b>a

. A 2K, s
, where the correction force f 5= 4q’;q:’ [erf (Kriaib)—ﬁ”’e i erb, » and erf (x)

iaib
is the error function.

In the expression of molecular pressure tensor:

=—ZZZZ Fyatihs (5-11)

i j>i a
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P is as same as Eqn. (5-9).

Py ——Zzpm pSia (5-12)
, where p,, =r, —r, and [P = Zreal(z e ))Q(h)@ is the total reciprocal
vole, im

force acting on atom a in molecule i. The function real(x) returns the real part of a

complex number. Alternatively f/“” can be written as — ql’“ Zlmg( ﬂhr*S(h))Q(h)ﬁ ,
VOLE ) 10

where the function img(x) returns the imaginary part of a complex number.

Comparing Eqn. (5-11) with Eqn. (5-8) we can see that the contribution from real

space in two representations is actually equivalent due to the equalities shown in Eqn. (5-

6). Since Pa’;”’p is same in two different representations, so the major difference between

the two representations is the P;;lf term. This term is actually inherited from the same

zzz iy erf(xr,;,) in the total Coulomb

47[80 i a ba 1

iaib

intramolecular correction term

interaction energy expression. However, it leads to two completely different expressions
in atomic pressure tensor and molecular pressure tensor, one expressed in real space
while the other expressed in the reciprocal space.

5.2.2 Irving-Kirkwood (1K) method

In the case of simulation setup consisting of two interfaces, the surface tension y can

be calculated using the following formula based on the IK method.
1 ¢
y = ELO [P, (2)- P, ()= (5-13)

Since the IK method involves the calculation of local normal pressure P, (z) and local
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tangential pressure P, (z), we need to divide the rectangular simulation box into many

slabs along z axis and calculate the local pressure in each slab. However, there is no
unique definition about the way how the contribution to the pressure from the interaction
between atom 7and atom j is distributed to each slab, which brings the famous ambiguity
between Irving-Kirkwood’s definition and Harasima’s definition.

In the case of atomic system with pair-wise additive potential, the local normal and

tangential pressure based on Irving-Kirkwood’s definition can be written as:

p;«(z):<p(z)>kgr+ﬁ<zzzy /. NL H(z;ziJe[z,-—zD 51

i j>i s ij

i i s Zy

K 1 XjJyu ¥ Vil 1 fz-2,|(2,-2
P/ (z)=<p(z)>kBT+E<ZZ — 79{ - j@( J> (5-15)

0, x<0 . . .
, where the unit step function 6(x)= {1 0 is introduced to evenly distribute the total
, X2

contribution to the surface tension from i— j interaction into each slab which contains
the line connecting atom 7 and atom j . Periodic boundary condition in z direction should
be considered when choosing N slabs “between” atom iand atom j. Az is the width of

each slab.
In the case of atomic system with pair-wise additive potential, the local normal and

tangential pressure based on Harasima’s definition can be written as:

P (z)=Pf(2) (5-16)

H(\_ 1 Xi Sy ¥ VT . i
P (2)=(p(2))k,T + AAZ<ZZ : S(z, )> (5-17)

, where the Kronecker delta function &(x) is introduced to distribute the total
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contribution to the surface tension from i— j interaction into the slab which contains
atom i .
In the case of molecular system with pair-wise additive potential, the local normal and

tangential pressure based on Irving-Kirkwood’s definition can be written as:

RO (AT ST ST T 22} s

i j>i a b>a s ij Zg,‘

(5-19)

z.—Z

1 Xy Sigpx + ViSipy 1 [ 22, j
e 2222 2 N, 9( ]GL J

i j> a b
,» where £, s fi, s fup- @€ X, y and z component, respectively, of the pair force

between atom a in molecule i and atom b in molecule ;.

In the case of water with Ewald sum, both the contribution to surface tension from LJ
interaction and that from real space Coulomb interaction can be calculated using Eqn. (5-
18) and Eqn. (5-19). However, the contribution from the reciprocal space Coulomb
interaction is non-pair-wise additive, which can not be handled in a similar way. In 1995
Alejandre et al.”! proposed a method to calculate such contribution based on Harasima’s

definition of local pressure tensor. As mentioned, the reciprocal space contribution to the

pressure tensor in terms of molecular representation includes two terms P;Z"i” and

a,a

-1 i : 0
P;;lf = Ezz Piaptia - Calculation of the contribution from the second term based

on Harasima’s idea is relative easy since it is straightforward to decompose it upon each
atom. Thus, the contribution to the local normal and tangential pressure from the second

reciprocal space term can be written as:
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Pt (z) = ﬁ<z > P L)z, - Z)> (5-20)

2

PTrm.pz (Z) _ ﬁ<z Z Piax (_ fiff;"f’ )+ Piay (_ fu’ze}cl" )5(2[ _ Z)> (5-21)

However, the calculation of the contribution from the first term is not trivial. Alejandre et
al.”l used a simple strategy: To calculate the first term contribution as a function of z, the
contribution to the surface tension of each molecule is the same for all molecules and is
given by the component divided by the number of molecules. Based on this strategy, the
contribution to the local normal and tangential pressure from the first reciprocal space

term can be written as:

reci 1 Pzgeap Z
P ()= <Z - 6(zi—z)> (5-22)

mol

P Pyol + P™*Pyol
i 2 5z, - z)> (5-23)

recj, 1
e <Z 2N

i mol

, where N, , is the number of molecules in the system.

However, a serious problem occurs when applying the strategy used in Ref. [5]. Since the
contribution to surface tension from each molecule is the same, so the surface tension
contribution to each slab only depends on the number of molecules in each slab.

Therefore, the generated profile P, (z) — P, (z) must have a similar shape as that of the
density profile. In other words, the difference P, (z)— P, (z) does not fluctuate around

zero in the bulk liquid region and vapor region, which does not make sense in physical
meaning because the source of contribution to surface tension only comes from the

interface region.
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Recently (2008) Ghoufi et al.*” proposed a new method to calculate the contribution to
local pressure from the first reciprocal space term, which solved the problem in Ref. [5].

The idea of the new method is similar to that used for calculation of local pressure from

the second reciprocal space term. That is to decompose the stress tensor a’;‘”’ = P’“’” vol

upon each atom in order to use Harasima’s definition. The key point is how to decompose
it upon each atom. It is difficult to make a good decomposition if we write the stress

tensor in the following form:

lectp _ 1 1
= ZQ hlS X ( (F‘Fh—zjhahﬂ] (5—24)

2vol<9O 20

Eqn. (5-24) is equivalent to Eqn. (5-9) due to the identity|S(k) = S(k)S(-~ &). Eqn. (5-24)

is the usual convenient form for us to calculate the contribution to the total stress tensor.

The only decomposable term in Eqn. (5-29) is |S ‘zz%em . However, we

. 2
note that qiae'ﬁ'r’i‘ . Therefore Eqn. (5-24) is not appropriate for

2
ihr,
Z Z 9ia€
i a

T3

decomposition upon each atom.

On the contrary the Eqn. (5-9) is suitable for the decomposition because the

decomposable term S( Zqu = ZZS g.,e . Based on this

strategy the stress tensor for atom a in molecule i can be written as:

Ieu 1 1 —ihr,
Ol 0!1,; = ZQ { (41(2 +h_2JhahﬂjS(h)qiae o (5_25)

2V0180 770

Then the local stress tensor at z can be written as:
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5-26
2volg, (5-26)

Finally the contribution to the local normal and tangential pressure from the first

reciprocal space term can be written as:

gel) 1 recij
Pe)=— (el () (5-27)
recip recip
Prt(z) = AIAZ<G’“ (Z);U” (Z)> (5-28)

Based on Eqn. (5-27) and Eqn. (5-28), the difference P}“?'(z)— P;*?'(z) will fluctuate
around zero in the bulk liquid region and vapor region.
5.3 Simulation details
5.3.1 LJ model

Our surface tension calculation source codes were based on the modification of
dl poly 2.15 MD simulation package. Since the DL POLY 2.15 does not support LJ
reduced units, we select a set of L] parameters ¢ and o as the basic energy and length
unit for conversion between LIJ reduced units and realistic units. Nevertheless, the
calculation results are not dependent on the choice of LJ parameters and all final
quantities presented are in the reduced units. For convenience, we select the LJ
parameters used for describing LJ interactions between oxygen atoms in the SPC/E
model water, namely, ¢ = 0.155406kcal/mol and & =3.165555A. We only consider the
reduced temperature 7~ = 0.8 in our simulation since many published simulation data are
available at this temperature. The surface tension calculated in this study is based on a

spherical cutoff = 2.5 without any special LRC to the inhomogeneous system. The
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MD simulation was performed in either NVE or NVT ensemble with a time-step
At" =0.001. The system was first equilibrated for 200000 steps before collecting data of
the local stress tensors every 10 steps in another 1000000 steps. Totally 8 systems are
examined, each with different particle number, initial lattice structure, or box size. Two
different strategies to set up the equilibrium liquid-vapor phases were considered: (1)
directly establishing equilibrated liquid-vapor phases from an initial solid lattice by
running 200000 steps equilibration simulation, or (2) indirectly establishing the
equilibrated liquid-vapor phases from an equilibrated bulk liquid slab (obtained by first
melting the solid lattice at a high temperature and then cooled to 7™ = 0.8) followed by
extending the simulation box along the z direction to create two vapor slabs. Verlet
neighbor list technique was used to accelerate the force calculation with a neighbor width
of 0.2. The surface tension is calculated using both KB and IK methods. Six source
subroutine files (dl params.inc, dlpoly.f, forces.f, result.f, srfrce.f, sysinit.f) in the
DL POLY 2.15 package are modified with a newly added subroutine file sur ten.f to

perform final average of collected local stress tensor, to compute the profile
. L,/2 . . .
P, (2)— P,(z) and to evaluate the integral LL /z(PN (z) — P,(z))dz . Major modification is

in the subroutine srfrce.f for the short-range force calculation, in which additional lines of
FORTRAN codes for calculating the local stress tensor from LJ interaction are added into
the loop where the pair forces are calculated.
5.3.2 SPC/E water model

We used rigid SPC/E model in this work. Most simulation parameters are similar to
that used in Ref. [5]. The equations of motion are solved by Leapfrog Verlet algorithm for

systems of 512 molecules. The geometry of water molecule is fixed by two methods. One
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is to treat a molecule as a rigid body and solve the rotational equations by Quaternions
method with a small time step of 1.25 fs in order to keep the total Hamiltonian well
concerved. The other is to use SHAKE algorithm to constrain all bond lengths of water
molecule to be desired values with a large time step of 2.5 fs. The initial dimension of the

simulation box are (19.7Ax19.7Ax39.4A) and L. was later extended to 100 A. The

initial water molecules are located at (4x4x8x4) FCC lattice sites with random
orientations. PBC 1is applied in all three directions. The electrostatic interactions are
calculated with two methods, the conventional Ewald sum and the SPME Ewald sum.

Different Ewald precision levels with different convergence parameter x and maximum

reciprocal lattice vectors 2™, A ,h™ are used. We chose T=328K in order to directly

compare results with Ref.[5] and other reported simulation data. Both LJ interactions and
real space part of Coulomb interactions were truncated at 9.8 A without any special LRC
for inhomogeneous system. The simulations were tested using both NVE and NVT
ensembles. In the case of NVE the temperature was kept constant by scaling velocities at
every 10 steps during equilibration run. In the case of NVT the temperature was
controlled by Nose-Hoover thermostat with a relaxation time of 1 ps. Different lengths of
simulation time (0.75ns~2ns) were tested in this work. The surface tension was obtained
from both IK method based on molecular pressure tensor and KB method based on
atomic pressure tensor. In addition to the seven subroutine files in DL POLY 2.15
package (dl_params.inc, dlpoly.f, forces.f, result.f, srfrce.f, sysinit.f, sur_ten.f) as in the
case of LJ fluid, additional two subroutine files (ewaldl.f, ewald2.f) for computing
conventional Ewald sum or three subroutine files (ewald2.f, ewald spme.f spme_for.f)

for computing SPME sum are modified. The calculation of contribution to surface
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tension from real space Coulomb interaction is implemented in ewald2.f using Eqn. (5-18)
and Eqn. (5-19). The calculations of both the first term based on Ghoufi’s strategy[m] and
the second term, reciprocal-space contribution to the surface tension is implemented in
ewaldl.f for computing conventional Ewald method. For the SPME method the
calculation of the first term reciprocal-space contribution to the surface tension based on
Alejandre’s strategy'™ is implemented in ewald spme.f while calculation of the second
term reciprocal-space contribution to the surface tension is implemented in spme_for.f.

5.4 Results and Discussion
5.4.1 LJ model

Previously reported liquid-vapor interfacial tensions y of the LJ fluid at 7" = 0.8
(with cutoff = 2.5) are summarized in Table 5-1. Notable differences in the reported y
values can be seen. Larger system sizes (N > 7000) appear to give converged y = 0.39.
Smaller system sizes (N < 2700) result in » > 0.4 except that reported in Ref. [33]. With
the error bar, the y value ranges from the least 0.37 to the largest 0.426. Many factors

can affect the calculated surface tension and associated error bar (see below).

We have studied 8 different cases to examine effects of the chosen ensemble
(NVE/NVT), initial lattice structure (FCC/SC), box sizes, particle number on the obtained
surface tension. The simulation parameters and corresponding results are shown in Table

5-2.
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Table 5-1 Summary of reported y values for LJ subjected to cutoff=2.5

Ref. No N Ly L, L, ensemble Y

16 768000 120 120 120 NVT 0.396

23 12432 33.01 33.01 33.01 NVT 0.388+0.004
18 10390 29.1 29.1 29.1 N/A 0.39+0.01
34 7200 12.8 12.8 127 NVT 0.39+0.01
20 7100 N/A N/A N/A NVT 0.391+0.002
22 2700 12.5 12.5 75 NVT 0.403+0.007
13 2048 13.41 13.41 39.81 N/A 0.408+0.018
21 1372 11.896 11.896 35.688 NVT 0.409+0.005
17 1372 11.8959  11.8959  35.6877 N/A 0.404+0.005
33 512 7.0 7.0 28.0 N/A 0.39+0.02

, where N/A means that the reference did not mention the relevant information. N is the number of particles

in the system.

Table 5-2 Simulation parameters and results for LJ model in this work

Case N Li=Ly, L, ensemble lattice equilibrium 7 .

1 1372 11.896 35.69 NVT FCC indirect 0.403(9) 0.403(9)

2 2048 1341 3981 NVT  FCC  indirect  0.406(11) 0.406(12)
31000 12 24 NVE SC direct  0.393(10) 0.393(12)
41000 12 24 NVT SC direct  0.404(6) 0.403(6)
5 1000 12 24 NVT SC  indirect  0.404(7) 0.404(9)
6 512 7 28 NVT  FCC  indirect  0.411(25) 0.411(26)
7 8000 2154 64.62  NVT SC direct  0.398(6) 0.399(8)
8 8788 2223 6669 NVI  FCC  direct  0.396(7) 0.397(7)

, where FCC is Face Centered Cubic lattice while SC means Simple Cubic lattice. Indirect and direct are
two different strategies to set up liquid-vapor phases in equilibrium. ¥ % is obtained based on Eqns. (5-13),

(5-14) and (5-15) while is calculated based on Eqn. (5-2). The error bar is obtained by repeating the same
simulation 10 times with the initial configuration of new simulation obtained from the last configuration of
previous simulation, which make these 10 simulations independent of each other and give a better estimate

of the error bar.
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We first tried to reproduce the reported y values using small system sizes to

make sure that our surface tension calculation code is correct. Case 1 and case 2
employed the same simulation box and the same number of particles as that used in Ref.
[17] and Ref. [13], respectively. We can see that the calculated results in both case 1 and
case 2 are in excellent agreement with those in Ref. [17] and Ref. [13], respectively.

Then we attempted to examine the effect of ensemble by simulating the same
small system under NVE ensemble (case 3) and NVT ensemble (case 4). The NVE
ensemble gives a slightly lower surface tension and larger error bar. However, the
average temperature in NVE ensemble (case 3) is 0.812, slightly higher than 0.8. With the
NVE ensemble, the temperature was controlled by rescaling velocities every 10 steps
during equilibration run. However, the temperature cannot be controlled during the
production run in the NVE ensemble. Indeed, in another independent NVE simulation, we
obtained an average temperature of 0.795 for which the surface tension is 0.406 (which is

slightly greater than the surface tension from the NVT ensemble). It is known that y

decreases with the increase of temperature. Hence, the NVT ensemble is more convenient

to compare y at a given temperature.

Next we examined the effect of using different strategy to obtain the equilibrated
liquid-vapor system. Instead of the simple direct method (the equilibrated liquid-vapor
coexisting system is obtained directly by performing the simulation in the final
rectangular box 12x12x24 at T=0.8 under NVT) used in case 4, we performed the
simulations in case 5 using the indirect method, where the initial cubic solid box
12x12x12 was first melted at T>>0.8 and cooled down to T=0.8 to build a bulk liquid

box which was then extended to be a rectangular box for setting up the final equilibrated
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liquid-vapor system under NVT. Our results show that the difference resulting from two
strategies is negligible. The indirect method is a normal way to set up the equilibrated
liquid-vapor coexisting system. However, the direct method simplified the process as
long as the desired temperature is higher enough than the melting point.

Since the results obtained in Ref. [33] is an exception for small system size
(N<2700), we tried to give some explanation by performing the simulation under the
same condition in case 6. In contrast with Ref. [33] we obtained a much highery value

and slightly larger error bar. Actually this is an expected result since Chen!'”!

already
showed that the surface tension increases with the decrease of the interface area when

L. =L, <10 Later Orea et al P! further found that y at T=0.8 only converges when

L, =L, =8. Therefore our results supported their conclusions.

Finally we also examined the system size effects by performing simulations in
two large systems (case 7 and case 8). Our results confirmed our previous observation
based on reported y values in the literature that large system size tends to give y values
less than 0.4 while small system size will lead to y values larger than 0.4.

Overall we can see that our calculated y values all fall within the range
(0.37~0.426) reported in the literature. We did not see much difference in y values
obtained from IK method or KB method. This is expected because we calculated the
pressure in terms of the same atomic representation for LJ model in both methods. For
KB method we calculated the total pressure tensor while the local pressure tensor is
calculated in IK method. Integration of local pressure tensor along the z direction will
give the same total pressure tensor. Therefore, the simple KB method is reliable to

determine y values. However, the advantage of IK method is to allow us assure that real
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liquid-vapor equilibrium is established and the source of surface tension really comes

from the interface regions. The typical profile of P,(z)—F, (z) and

J:ZL /z(PN (z2)- P, (z))dz in case 4 are shown Fig. 5-2.
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Due to so many factors affecting the obtained y values, several rules must be
obeyed to obtain consistent, reliable surface tension at a certain temperature. First, NVT is
the preferred ensemble since it gives the average temperature exactly at the desired

temperature. Second, the interface area should be large enough (L, = L, >10). Third,

L. >2L_in order to assure that two interfaces will not affect each other due to PBC.

Fourth, the initial density of solid box should be appropriate (a little bit higher than the
coexisting liquid density). Too high initial density will lead to abnormal results. Fifth, the
center-of-mass (COM) for the whole system should be fixed by removing total
momentum every a few steps. Serious drift of COM for the system has been observed in

our simulations without any constraints on COM. The drift will not affect y calculated

by KB method. However, it does make y calculated by IK method difficult to converge
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and bring a large error bar. Any constraint applied to COM should be checked if the total
Hamiltonian is still conserved.
5.4.2 SPC/E water model

Since the amazing match between calculated y values for SPC/E model and

experimental values was found in Ref. [5], SPC/E model became the most popular and
widely investigated water model for liquid-vapor surface tension calculation of water.
However, the obtained results are highly scattered and the real surface tension of SPC/E
model is still a controversial issue. The value reported in Ref. [5] was once confirmed by

two later studies™®>”!

, which made many people believe that SPC/E is really the best
model to reproduce experimental surface tension of water. However, such belief was

completely overthrown in Ref. [24] which stated that the y values reported in Ref. [5]

were highly overestimated due to the short simulation time (~375ps). Nevertheless, the
values obtained in Ref. [24] were also much lower than those reported in later
references!”*""). Summary of reported y values excluding LRC contribution are shown
in Table 5-3.

In this work we would like to investigate the actual surface tension of SPC/E model at
T=328K subjected to a cutoff of 9.8A without applying any special long range correction
(LRC) technique. In particular we examined the effects of ensemble, type of Ewald
technique, method of keeping molecular shape, method of pressure calculation, the
number of maximum reciprocal lattice kmax, strategy of obtaining liquid-vapor
coexisting system on the calculated surface tension. The simulation parameters and

obtained results are shown in Table 5-4.
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Table 5-3 Summary of reported y, values for SPC/E model

Cutoff ¥
Ref. No T(K) ensemble coulomb constraint r LRC
(A) (mN/m)
5 328 NVE Ewald SHAKE 9.8 60.5+3.0  Blokhuis
38 323 NVT direct SHAKE 9.0 58+2 No
36 328 NVT Ewald SHAKE 9.8 60" Blokhuis
37 325 NVT PPPM SHAKE 9.8 61.5 PPPM

24 325 NVT Ewald SHAKE 10 42.9°+3.0  Blokhuis

25 325 NVT SPME SHAKE 13 56 +1.0  Blokhuis

27 325 NVT PME SETTLE 98 53.6+1.5 Blokhuis

29 325 NVT SPME SHAKE 9.5 54.1"+1.3 SPME

* The values were obtained from tables, figures in corresponding references or taken from the interpolation
between T=300K and T=350K if the value at T=300K is not directly available. }, is surface tension value
directly obtained from the difference between normal and tangential pressure tensor. The long range
correction contribution from LJ part to surface tension is not included in ¥, by assuming ¥, = ¥, — 3 -

Table 5-4 Simulation parameters and results for SPC/E model in this work

Case kmax ensemble equilibrium coulomb constraint y y e

1 auto NVE direct SPME  SHAKE 53.742.0 53.0+£2.1
2 auto NVT direct SPME  SHAKE 52.843.2 51.94£3.2
3 auto NVE direct Ewald SHAKE 52.1+0.9 51.2+1.0
4 auto NVT direct Ewald SHAKE 52.5£2.8 51.943.0
5 auto NVT indirect Ewald SHAKE 54.1+£2.4 53.34+2.6
6 auto NVT indirect SPME  SHAKE 53.34+2.2 52.542.4
7
8
9

auto NVT indirect Ewald rigid 53.9+1.7 53.3+1.6

auto NVT indirect SPME rigid 53.4+£1.9 52.84€2.0
manual NVE direct Ewald SHAKE 57.2+1.9 52.34£2.0

10 manual  NVE direct SPME  SHAKE 57.7£2.4 53.442.6
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We first examined the effect of ensemble by performing several pair simulations
at the same condition except that one is under NVE ensemble (case 1, case 3) and the
other is under NVT ensemble (case 2, case 4). The results showed some differences in

average y values. However, these differences are small considering the obtained error

bars. Then we tested the effect of equilibration strategy by performing another two
simulations (case 5, case 6) using the indirect method to obtain liquid-vapor coexisting
system. The results showed that the differences all fall within the obtained error bars. By
comparing case 1, case 2, case 6 with case 3, case 4, case 5, we can see that the
differences resulting from different Ewald methods are also small. Therefore, the SPME
method is the preferred choice since it runs much faster than conventional Ewald method.
However, we have to employ Alejandre’s simple strategy™ to deal with the first
reciprocal space term contribution to the surface tension in case of SPME method, which
will lead to an unreasonable profile of P, (z)— P, (z) in the bulk liquid region. On the

other hand, the conventional Ewald could allow us to deploy Ghoufi’s strategy"" to

obtain reasonable profile of P, (z)— P, (z) Next, we performed another two simulations

(case 7, case 8) by treating water molecules as rigid bodies. The results showed that the
differences resulting from different molecular shape maintaining methods (SHAKE/rigid
body) are small compared to the error bars. So, the SHAKE method is the preferred
molecular shape maintaining method since it allows us to use a longer time step in
simulations. In the case of rigid body method we have to reduce the time step to 1.25fs in
order to maintain a well conserved Hamiltonian. In all these cases, we let the
DL POLY2.15 program to automatically select proper Ewald parameters with the

precision 1.0E-6. With the conventional Ewald method, the program chooses a
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convergence parameter K = 0.32765 A-! and the number of maximum reciprocal lattice

in three directions A =7 h™ =7  hI™ =33 _ For the SPME method, the

corresponding parameters are K = 0.32765 Al h™ =8 h™ =8 h™ =64 1n the

next last two cases, we investigated the effect of reducing these Ewald parameters. In

case 9 we manually set these parameters ask =0.284 A1 7™ =5 h™ =5 h™ =20

with conventional Ewald method. Actually these parameters are as same as those used in

Ref. [5]. In case 10 we manually set these parameters as& =0.284 A1 h™ =8 h™ =8

h™ =32 with SPME method. The results showed that the reduced Ewald parameters
greatly affect the obtained 7 values. Obviously, reduced Ewald parameters lead to
overestimated 7 values. This may also explain why Ref. [5] obtained an overestimated 7

compared to more recent calculations!?’*”. We also monitored the movement of COM for
the system in all above cases and did not find serious drift of COM. Therefore, we did not
apply any COM constraint in our case studies. In addition, we also compared? values
obtained from IK method and KB method. Interestingly systematic small difference
between IK and KB method has been observed. It seems that IK method will lead to”

values 0.6~0.9 mN/m larger than those obtained from KB method. This can be explained
by the difference of pressure calculation between two methods. With the IK method, we
chose the molecular pressure definition, whereas DL POLY2.15 uses the atomic pressure
definition with the KB method. This difference disappears in the case of LJ fluids since
LJ fluid is an atomic fluid. However, it does exist in the case of molecular fluid like water.
The exception appears when we reduced the Ewald parameters (case 9, case 10). In these

cases the difference of 7 values between 1K and KB methods has increased to 4.3~4.9
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mN/m. This exception is unexpected because both IK and KB methods use the same
reduced Ewald parameters. The cause of this exception deserves further investigation.
Overall, our obtained 7 values are 52.1~54.1 mN/m with an error bar of 3.0 mN/m. These

[25,27,29

results are consistent with more recently reported values 1. Actually the relative

large error bar is the result of difference between two large numbers. In Table 5-5 we
showed various components of 7 ™ due to different interactions. Apparently the
contribution from LJ interaction? "~ is a very negative value while the contribution from

the real space Ewald sum7 s a very positive value. Both 7 “and 7™ have a very

large error bar. Although the error bars of contributions from the first reciprocal space

recip 1 ip

term and the second reciprocal space term 7" ? are much smaller, the error bar of

7™ s mainly determined by its main contribution 7 Y+ 7" which still has a relative
large error bar. One interesting result is that 7 " became a very negative value in the case
of water while 7" is a small positive value in the case of LJ fluid. The reason behind thig

is the fact that oxygen-oxygen distances between different water molecules are much
smaller than those between LJ particles. In other words, the oxygen number density in the
case of water is much higher than the number density of LJ particles. The closer oxygen-
oxygen distance is caused by the strong electrostatic interaction between water molecules.

The typical profiles of various components of P, (z)—PF; (z) and
fL /2(PN (z)-P; (z))dz in case 5 are shown in Fig. 5-3. In case 5 we used conventional

Ewald sum and Eqn. (5-32), Eqn. (5-33) were deployed to calculate the first reciprocal
space contribution to surface tension based on Ghoufi’s strategy®®. In case 6 we used

SPME method and Eqn. (5-27), Eqn. (5-28) were employed to calculate the first
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reciprocal space contribution to surface tension based on Alejandre’s simple strategy!’. In

Fig. 5-4 we showed the profile of component P"'(z)— P/ (z) and
rL . (P,\j“"”1 (z)— P! (z))dz in case 6. Profiles of other components in case 6 are similar
—rz

to those in case 5. By comparing Fig. 5-3 g, h with Fig. 5-4 a, b we can clearly see that

Ghoufi’s  strategy® gives a reasonable profile of P,(z)-P; (z) and
fL /z(PN (2) — P, (2))dz which shows that the source of surface tension only comes from

interface region. On the other hand, Alejandre’s simple strategy™ will lead to a profile of
P,(z)-P; (z) similar to the density profile. However, two strategies still give the same

average surface tension from the integration of P, (z) — P, (z)

Table 5-5 Decomposition of »* based on contribution from different interactions

}/ LJ + }/ recipl +
real recip 2
/4

1K

v

LJ y real recip 1 recip 2

Case 14

1 -280+12 330+13  49.842.0 -8.9+0.1 12.9+0.2 3.93+0.23 53.7£2.0

274.1+6.6 323.1£6.4 49.0£3.1 8.89+0.08 12.7+0.2 3.79+0.20 52.8+3.2

277.949.6 326.249.7 48.3+1.0 8.87£0.08 12.7+0.4 3.82+0.35 52.1+0.9

271.6+£8.1 320.24£9.5 48.6£2.8 8.85+0.06 12.7+0.3 3.82+0.33 52.5+£2.8

277.146.3 326.4+7.6 49.4+2.3 8.85+0.04 12.840.2 3.9+0.2 53.3£2.2

-278+11 329+11  50.2+1.8 8.86+0.10 12.5+0.3 3.69+0.32 53.9+1.7

276.9£5.8 326.5+5.4 49.7+£1.9 8.90+0.08 12.6+0.2 3.71+0.21 53.4£1.9

2
3
4
5 -274+11 324411 50.3+£2.5 8.85+0.09 12.6+0.2 3.75+0.18 54.1£2.4
6
7
8
9

-280+11 334+11  53.8£2.0 8.05+0.06 11.4+0.2 3.35+0.21 57.2+1.9

10 -283+11 33711  54.1£2.5 7.89+£0.07 11.5+0.2 3.6+0.2 57.7£2.4




119

100 —

[edi] (2)*c1d-(2)"end

, , , , ,
o o o o o o
o o o o o o
< Y D ¥ D ©
L N
[w/Nw] [(2)'erd-(2)"d]wins
, L L B L B BN B
o o o o o o o o o o
o o o o o o o o o o
= 4 8 9% F 5 9 K & 9

60

40

20

-40 -20

-60

40 60

20

-40 -20

-60

z[R]

700 —

600 —

I I
o o
=] =]
<5 5]

100 —

I I
o o
S S
o «

[w/Nw] [(2)*eaid-(2)"ead]wins

-100

1000 —

900 —

I
o
S
@

I
o
S
™

FrT T
o o o o
S & & ©
~ © b %

[edIN] (2)*raid-(2)Veaid

-100

40 60

20

-40 -20

-60

60

40

20

-20

-40

-60

z[R]

z[R]

[edN] (2)*rasscrd-(2)Meorrend

[T T T T T T T T T T T

O 9O O 9 O 9 Q O Q9 © O O o
4 & &6 ®@ K © b ¥ ® & o =1
— o ]

n N
[w/Nw] [(2) rorerd-(@) Nessserd g

I

o o o o o o o o o
< « =) @ @ <5 « Y
~ — =1 )

40 60

20

-40 -20

-60

40 60

20

-40 -20

-60

Z[R]



120

0—

l , l ,
< 0 N ©
< <

[wy/Nw] [(2)*1a0e.d-(2)rawad]WNS

-20

5—

l , l
o Xe} o n o
< < 9

[edN] (2)*1aweid-(2)"1dioaid

-25

40 60

20

-40 -20

-60

60

40

20

-40 -20

-60

I
[oe]
Y

— —

[w/Nw] [(2)*zd00:d-(2)za0e.d]WNS

I I
< =} © [ o] <
I «

30

[Te) o n o [Te)
N N — —

[edIN] (2)*zdioaid=(2)Vzdioaid

I
o

40 60

20

-20

-40

-60

60

40

20

-20

-40

-60

z[4]

[wy/Nw] [(2)*2dpestdveid-(2)Nzdentdved JWINS

12

ﬁm& _\,: ANVan_owia_omkn_ .ANVzNa_oSLa_owkn_

40 60

20

-40 -20

-60

40 60

20

-40 -20

-60

Z[R]

Fig. 5-3



121

0.5 — 0~
0 5]
0.5 | £ i
— | Z 4
© [ -
a1 =
=) ] = 6
= g i
T -1.5 -
el q s 8-
s 2 a 8
& 1 N -10
N 2.5 = i
z | o
2 § 12
g -3 o J
o | —
€ 14
35 2
4 -16 —|
4.5 A L I I \ 18 L I I \
60  -40  -20 0 20 40 60 60  -40  -20 0 20 40 60
z[A] Z[&]
a b
Fig. 5-4

5.5 Conclusions

We have systematically investigated many factors which may affect calculation of

crude surface tension subjected to a certain cutoff without any special LRC.
For LJ fluid we found that box size and system size (number of particles) have
obvious effects on the obtained surface tension. It seems that small box size tends to give

larger y values while large system size tends to give smaller y values. We did not
observe much difference in y values obtained from IK method or KB method. Serious

drift of COM for the system has been observed in our simulations without any constraints

on COM.

For water we found that Ewald parameters may affect the obtained y values. Too
small Ewald parameters will lead to overestimated y values. Contrary to the LJ case we
found a small but consistent difference in y values obtained from IK method or KB
method. It seems that IK method will lead to y values 0.6~0.9 mN/m larger than those

obtained from KB method. This difference may result from different pressure definitions

employed in these methods. Atomic pressure is used in KB method while molecular
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pressure is used in IK method. In contrast with the LJ case, we did not find serious drift
of COM for the system. We compared Ghoufi’s strategy”” and Alejandre’s simple
strategy™ in calculating the first reciprocal space contribution to surface tension and

clearly showed that Ghoufi’s strategy®” gives more reasonable profile of P,(z)-P; (z)

although two strategies give the similar average surface tension after the integration of

P,(z)-P, (z)
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Chapter 6 Formation of Ice Nanotubes and Ice helixes

6.1 Introduction

Bulk ice is known to have 15 crystalline phases''l. In the previous work®™! of our
group we have shown that it is possible to form new ice phases in carbon nanotubes.
These new ice phases were named as n-gonal ice nanotubes because they can be viewed
as stacked water polygons. Recent XRD!®, NMR!"! and neutron scattering!™ experiments
have proved the existence of these n-gonal ice nanotube inside carbon nanotubes. In
addition, more recent MD studies” ' have shown that odd number n-gonal ice nanotubes
such as pentagonal ice nanotube can be used as ferroelectric materials since the direction
of its total dipole moment can be reversed with the change of external electric field.
Moreover, in 2002 Noon et al.'"! showed the possibility of forming single layer ice
helixes inside (7,7), (8,8) and (9,9) CNTs at ambient condition. The similar ice helix was
also discovered inside (10,10) CNT by Liu et al.'*! in 2005. Mashl et al.!"*! also observed
the formation of hexagonal ice nanotube inside (9,9) CNT at ambient condition. Tanaka

" also showed the formation of a composite ice nanotube with hydrophobic guests

eta
inside CNT. Shiomi ez al.!"” recently obtained the liquid-n-gonal ice nanotube transition
temperature and its diameter dependence using MD simulations, which are consistent
with their previous XRD results!®. Therefore, the study of ice-like water structures not
only enriches our understanding of possible ice phases but also helps the design of new
materials based on discovered new structures. In this work, we would like to investigate

if we can find more interesting ice-like water structures as we gradually increases the

water density inside carbon nanotubes.
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6.2 Simulation details

6.2.1 Formation of Ice Nanotubes
All simulations were performed under NVT ensemble with a time step of 1 fs.

Several water models (TIP4P-Ew, SPC/E, SPC-HW) were tested and all were treated as
rigid bodies. The rotational equations were solved by Quaternion algorithm with a
precision 1.0E-8!'%. Velocities were scaled every 10 steps to maintain the temperature
during equilibration stage while the temperature was controlled by Nose-Hoover
thermostat with a relation time of 1 ps!'®.. The simulation cell is a rectangular box which
enclosed a certain carbon nanotube. Carbon atoms were described by uncharged LJ atoms
with parameters o =3.4 A, £=0.086 keal/mol"”. PBC were applied in all three
directions so that the selected carbon nanotube became infinite long along the tube axis.
SPME method was deployed to calculate long range electrostatic interactions with a
precision 1.0E-61'". The short range interaction was cutoff at 9 A. The Verlet neighbor
list was used with a width of 1 A. All simulations were started with a cylindrical
distribution of water molecules inside CNT. Then the system was heated at a high
temperature for Ins to form liquid state inside CNT. After that the system was gradually
cooled down until an ice-like structure was formed. The detailed simulation cases under
NVT ensemble were shown in Table 6-1.
6.2.2 Formation of Ice Helixes

All simulations were performed under NP.T ensemble. PBC were applied only in
axial direction. Smooth wall CNTs were employed to confine TIP5P water molecules.
Both long range charge-charge interaction and the short range LJ interactions were

truncated at 8.75 A by a switching function™. The simulation cases investigated were



shown in Table 6-2.

Table 6-1 Simulation cases under NVT ensemble

126

Case CNT Model L =LA LA NW NC
1 (16,0) TIP4P-Ew 24 84.9 180 1280
2 (17,0) TIP4P-Ew 20 50.94 126 816
3 (18,0) TIP4P-Ew 24 59.43 168 1008
4 (17,0) TIP4P-Ew 20 38.205 126 612
5 (17,0) SPC-E 20 38.205 126 612
6 (17,0) SPC-HW 20 50.94 126 816
7 (17,0) SPC-HW 20 38.205 126 612
8 (17,0)  SPC-E/SPC-HW 20 38.205 126 612

Table 6-2 Simulation cases under NP.T ensemble
Case CNT NW Pz (MPa)

1 (17,0) 252 1

2 (17,0) 252 1000
3 (17,0) 252 4000
4 (20,0) 300 500
5 (20,0) 300 2000
6 (20,0) 300 3000
7 (22,0) 340 800
8 (24,0) 400 800

6.3 Results and Discussion

6.3.1 Formation of Ice Nanotubes

Tetragonal, pentagonal, hexagonal and heptagonal ice nanotubes have been

observed to form inside CNTs in our group’s previous work!>! using TIP4P water model

under NP,T ensemble. In this work we would like to examine whether we can observe

similar ice nanotubes inside CNT under NVT ensemble using different water models.
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Since CNTs were usually fixed in simulations of confining water, the usage of NVT
ensemble could allow us to employ real structured CNTs and avoid the unreasonable
change of carbon-carbon bond distances under constant pressure ensemble.

In case 1 we built the initial configuration by placing six water chains (each has
30 molecules) in a hexagonal arrangement as shown in Fig. 6-1 (a). The distance between
adjacent water molecules in each chain was set to be 2.83 A so that all molecules were
evenly distributed along the tube axis. The initial orientation of each molecule was
randomly chosen from a Gaussian distribution. Then the initial structure was relaxed at
320K for Ins to form a disordered liquid-like structure. From Fig. 6-1 (b) we can see that
water molecules were randomly distributed in a cylindrical water shell except two
molecules near the tube axis. Similar structure was observed in our previous work!®
investigating a short CNT immersed in a water reservoir. Since then the system was
cooled down stepwise from 320K to 300K to 275K. At each temperature 5-to-25ns
simulations were carried out, respectively. At the lowest temperature (275K) the confined
water was found to spontaneously form a hexagonal ice nanotube after 3ns as shown in
Fig. 6-1 (c). Following the similar procedure, a heptagonal ice nanotube was observed to
form inside (17,0) CNT at 245K after 6 ns in case 2 as shown in Fig. 6-1 (d) and an
octagonal ice nanotube was formed inside (18,0) CNT at 190K after 24.5 ns in case 3 as
shown Fig. 6-1 (e). Obviously a general trend can be found that longer simulation time
and lower temperature are required to form larger n-gonal ice nanotube.

An interesting phenomenon was observed when we reduced the tube length from
50.94A in case 2 to 38.205A in case 4. The change caused the axial pressure increased

from -60MPa to 400MPa. In the meantime a new core/sheath ice nanotube instead of a



128

heptagonal ice nanotube was formed inside (17,0) CNT as shown in Fig. 6-1 (f). The
inner core is a single-file water chain while the outer sheath is a regular octagonal ice
nanotube. The same core/sheath ice nanotube was also observed by a recent neutron

scattering experiment®.

(e) Snapshot of (18,0) at 190K after 24.5ns  (f) Snapshot of (17,0) at 245K after 6ns with shorter tube
Fig. 6-1

In order to verify that the formation of the core/sheath ice nanotube is not a result
of a specific water model, we employed the SPC/E water model in case 5 to investigate

the water structure confined in the same short (17,0) CNT under NVT ensemble. As
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shown in Fig. 6-2 a similar core/sheath ice nanotube was also observed at 245K after 6 ns.
However, the core/sheath ice nanotube formed by SPC/E water molecules was less

perfect than that formed by TIP4P-Ew water molecules.

Fig. 6-2 Snapshot of (17,0) at 245K after 6ns with shorter tube
Next, we deployed a special water model SPC-HW (designed for heavy water) to

further verify that the change of tube length really altered the possible water structure
formed inside CNT. In case 6 we enclosed 126 SPC-HW D,O molecules inside a 5.094
nm long (17,0) CNT while in case 7 we placed the same number of D,O molecules
within a 3.82 nm long (17,0) CNT. As shown in Fig. 6-3 a heptagonal ice nanotube was
formed in the long tube while a core/sheath ice nanotube was formed in the short tube.
Compared with results from TIP4P-Ew model, we can see that SPC-HW model results in

more perfect ice nanotube structures.

() Snapshot of (17,0) at 245K with longer (b) tube Snapshot of (17,0) at 245K with shorter tube
Fig. 6-3
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In addition, we also examined the possibility of forming a hybrid ice nanotube
consisting of two different water models. In case 8 we enclosed 63 SPC/E H,O molecules
and 63 SPC-HW D,0 molecules inside a 3.82 nm long (17,0) CNT. After cooling the
system at 245K for 6ns a hybrid core/sheath ice nanotube was formed as shown in Fig. 6-

4,

Fig. 6-4 Snapshot of (17,0) at 245K after 6ns with mixed water models
Overall we can see that the tube length under NV'T ensemble really affects the

possible water structure inside CNTs. The actual change resulting from reducing tube
length is the increased water density and the increased axial pressure. This further
stimulated us to explore the possible high density water structures confined in CNTs
resulting from increasing axial pressure under NP.T ensemble.
6.3.2 Formation of Ice Helixes

In this part we carried out four series of MD simulations to explore formation of high
density ice nanotubes in four smooth wall zigzag CNTs described by (17,0), (20,0), (22,0)
and (24,0)!"").

In the first series of MD simulations, liquid water was confined in (17,0) CNT. The
initial axial pressure was controlled at 1 MPa in case 1. After the system was cooled at

250K for 16 ns the confined water was observed to spontaneously freeze into a
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heptagonal ice nanotube. Next, with the temperature controlled at 250K we increased the
axial pressure in several steps. As axial pressure increased to 1000 MPa in case 2, we
observed that the heptagonal ice nanotube was transformed into a core/sheath ice
nanotube with the sheath consisting of an octagonal ice nanotube and a single file water
chain forming the core. These observations were consistent with our previous simulations
of confined water under NV'T ensemble. In other words, the low density heptagonal ice
nanotube is formed at low axial pressure (long tube length) while the high density
core/sheath ice nanotube is formed at high axial pressure (short tube length). An
interesting new structure was observed as we increased the axial pressure to 4000 MPa.
The core/sheath ice nanotube was transformed into a double-walled ice helix as shown in
Fig. 6-5 (a-b). Unlike the regular ice nanotubes whose hydrogen-bond networks can be
viewed as stacked water polygons, the ice helix consists of two walls: The outer wall can
be viewed as an octuple-stranded helix (Fig. 6-5 c), whereas the inner wall is a

quadruple-stranded helix (Fig. 6-5 d).
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Fig. 6-5 Snapshot of (17,0) at T=250K Pz=4GPa

Like low density n-gonal ice nanotubes, the high density ice helix also satisfies the
bulk ice rule with every water molecules hydrogen-bonded to exactly four nearest-
neighbor water molecules. Specially, every molecule in the outer wall is hydrogen-
bonded to three nearest-neighbors in the octuple helix and to one in the inner wall.
Conversely, every molecule of the inner wall is only hydrogen-bonded to two nearest
neighbors within the quadruple helix while the other two hydrogen bonds are connected

to nearest neighbors in the outer wall!'.
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(I) Snapshot of (20,0) at T=250K Pz=500MPa
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(IIT) Snapshot of (20,0) at T=250K Pz=3GPa
Fig. 6-6 Snapshot of (20,0) at T=250K

The second series of MD simulations were performed in a (20,0) CNT with a slightly
larger diameter of 1.585 nm. After the confined liquid water reached equilibrium at 250K
and 1MPa, the pressure was increased instantly in three steps. As pressure was increased
to 500MPa in case 4, we observed that the liquid water froze spontaneously into a new
high density double walled ice-like structure (Fig. 6-6 I). The outer wall is a staggered-
octagonal ice nanotube, whereas the inner wall is staggered-tetragonal ice nanotube. The
double walled structure also contains core water molecules with two molecules per unit

cell (Fig. 6-6 1 d). Note that a regular octagonal or tetragonal ice nanotube can satisfy the
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ice rule by itself. However, because of the existence of the core water molecules, both the
outer octagonal and the inner tetragonal ice nanotube adopt the staggered structures to
fulfill the ice rule.

A solid-solid transition was observed when the pressure was further increased to
2000 MPa in case 5. Again a double-walled tubular structure was formed, where the outer
wall is a hendecagonal ice nanotube and the inner wall is a pentagonal ice nanotube (Fig.
6-6 11 e, f). Lastly, at the highest pressure (3000 MPa) simulated in case 6, another solid-
solid transition was observed. A new high density double-walled ice nanotube containing
a single-file water chain was formed (Fig. 6-6 III g). The outer wall is a weakly helical
hendecagonal ice nanotube, whereas the inner wall is a weakly helical hexagonal ice

nanotube.

Fig. 6-7 Snapshot of (22,0) at T=250K Pz=800MPa
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The third series of MD simulations involved another (22,0) CNT with a diameter
of 1.74 nm. After the liquid water was equilibrated at 250K and 1MPa, the pressure was
instantly raised to 800MPa. Again, the liquid froze spontaneously into a high-density
double-walled tubular structure containing core molecules (Fig. 6-7 a). Here, the outer
wall is a decagonal ice nanotube with a structure similar to that of (5,5) armchair CNT
(Fig. 6-7 b, c), whereas the inner wall is a staggered pentagonal ice nanotube (Fig. 6-7 d).
The core is a single-stranded helix (Fig. 6-7 d). The formation of the armchair tube is
particularly noteworthy. It is known that the armchair tube can be viewed as rolling up a
graphene-sheet along a carbon-carbon bond direction. Such a graphene-sheet like water
structure has been reported previously in the formation of a two-dimensional bilayer ice
within a hydrophobic slit pore®”. Therefore, the armchair water tube can be viewed as
rolling up one sheet of two dimensional bilayer ice.

Finally the fourth series of MD simulations was performed inside the largest CNT
(24,0) investigated in this study. Again the pressure was raised to 800MPa in case 8. In
stark contrast with previous cases, the confined liquid froze into a triple-walled helical
structure (Fig. 6-8 a, b). Here, the outer wall is an 18-stranded helical nanotube (Fig. 6-8
¢), whereas both the middle and inner walls are hextuple-stranded helixes (Fig. 6-8 c, d).
Interestingly, the middle wall only serves as a hydrogen-bonding “bridge” to connect the
outer wall and the inner wall. Water molecules in the middle wall do not have any

hydrogen-bonding neighbors within the middle wall itself!'"],
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Fig. 6-8 Snapshot of (24,0) at T=250K Pz=800MPa

6.4 Conclusions

6.4.1 Formation of Ice Nanotubes

We have performed 8 cases NVT simulations to investigate the formation of ice
nanotubes inside three CNTs with increasing diameters. Using a special water model
(TIP4P-Ew) designed for Ewald sum technique to deal with long range electrostatic
interactions, we found that the hexagonal, heptagonal and octagonal ice nanotubes can be
spontaneously formed inside (16,0), (17,0) and (18,0) CNTs, respectively. However, it
takes longer time and lower temperature to form larger n-gonal ice nanotubes.
Interestingly, a new core/sheath ice-like structure was formed inside another (17,0) CNT

with reduced tube length. We further confirmed that such core/sheath structure can be
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also formed using SPC/E H,O, SPC-HW D,O or a mixture of and H,O and D-O.
Therefore, the formation of new core/sheath structure is not sensitive to water models.
6.4.2 Formation of Ice Helixes

In summary, we have demonstrated previously unknown double- and triple-walled
ice helixes within CNTs using NP.,T MD simulations. The water double helix shows
structural similarity to the DNA double helix. In the (22,0) CNT, an armchair (5,5) ice
nanotube emerges, marking the onset of graphene-like nano-ice in the CNT. The richness
of the bulk and nano-ice phases is a testament to the adaptability and versatility of the
water hydrogen-bond frame work to a change of external environment, either on the outer
planets, or within microscopic nanochannels. We have seen the transitions from the low-
density heptagonal ice nanotube, to the medium-density core/sheath ice-like structure,
and to the high-density ice helix inside the same (17,0) CNT as we increased the water
density.
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Chapter 7 Possibilities of Water/lons Entrance and

Conduction through Carbon Nanotube

7.1 Introduction

Since its discovery in 1991 carbon nanotube (CNT) has been a central research
topic in nanoscience due to its remarkable structural, mechanical and electronic

properties as well as its great potential for applications such as gas storage!™’),

(4]

nanoelectronics'™, membrane separation[S], molecular detection!® and AFM probe tipm.

CNT is also an ideal nanoscale tube for conduction of water and ions. Although several

8, [10,11]

molecular dynamics (MD) studies of static'™” and dynamic properties of confined
water to CNTs were published in the literature long ago, the number of papers on
simulation of confined water in CNTs has increased sharply since the discovery of one-
dimensional (1D) nanoice in CNTs and novel transport behavior of water through CNTs
in 2001.1"* In the latter work, Hummer et al. observed spontaneous entry of water into a
narrow (6,6) CNT and pulse-like conduction of single-file water chain through the CNT.
They suggested that CNT can be exploited as biological channels for water conduction.
Subsequently, the idea of using CNT as prototype systems to study much more complex
biological channels such as aquaporin water channel was proposed by many
researchers!> '), In particular, the idea of designing CNT-based artificial ion channel was
first proposed by Joseph ef al.*?), based on the study of ion transport in modified CNTs
under an external electric field along the axial direction. These researchers investigated
the possibility of incorporating certain functionality of natural ion channels into CNTs.

23-25

Their idea was later supported by other researchers>2"). Especially, Liu ez al.l**) recently
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designed a CNT-based artificial water channel, investigated its perturbation to the lipid
membrane with the implanted CNT and water conduction through the artificial water
channel using MD simulation. They found that a double-walled CNT (DWCNT) shows
better biocompatibility with the lipid bilayer than a single-walled CNT (SWCNT). They
imposed two positive charges on carbon atoms in the middle of the inner CNT to mimic
positively charged residues inside aquaporin-1(AQP-1) water channel, and they found
that the imposed charges can affect the single-file water chain to form a bipolar
orientation. This could in principle prevent the proton transport across the channel. The
computed water permeation rate is also in good agreement with that of AQP-1 water
channel.

In 2003 Kalra et al.*® investigated the flow of water through aligned (6,6) CNT
membranes under osmotic pressure. They showed that water molecules flow
spontaneously from the pure-solvent compartment to the concentrated solution
compartment through CNT-based membranes at a fast rate, while the (6,6) CNT-based
membranes completely blocked the passage of both Na" and Cl ions. If a hydrostatic
pressure, strong enough to overcome the osmotic pressure, is applied to the solution
compartment, water molecules are expected to flow from solution compartment into
pure-solvent compartment as a result of reverse osmosis. This led to the idea of using
CNT-based semi-permeable membranes for desalination of sea water. Such an idea was
recently tested by Corry using direct MD simulation of CNT-based membranes for

efficient sea water desalination 7

. He investigated conduction of water and NaCl
through (5,5), (6,6), (7,7) and (8,8) CNT-based membranes driven by a hydrostatic

pressure. The results show that water can easily pass through all considered CNTs and the
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conduction rate increases with the tube diameter, while ions can only pass through two
wider tubes (7,7) and (8,8) among the four. The length of CNTs does not affect rate of
water conduction too much as shown in the case of doubling the length of (6,6) CNT.
More specifically, no CI” is observed to pass though (7,7), while five CI” can pass through
(8,8) in 25 ns, compared to 23 Na'. The salt rejection rate can still be as high as 95% in
(7,7) while it drops to 58% in (8,8). Therefore, (7,7) CNT appears to be an ideal tube for
efficient sea water desalination since the water conduction rate can be four times of that
of (5,5) while the salt rejection rate is only changed from 100% to 95%. In reality, the
packing density of CNT in membranes should be as high as possible to achieve the
highest conduction rate of water.

Despite of these previous studies illustrated above, systematic studies of possibilities
for water/ions to enter into and to pass through various CNTs are still lacking. In this
work, we investigate effects of uniform external electric field and charged walls of CNTs
on the entry and conduction behavior of water and ions in CNTs. More specifically, we
have examined: (1) The possibility of unidirectional single-file water flow through a
narrow (9,0) CNT; (2) the narrowest CNT that allows water to enter under an uniform
electric field; (3) the narrowest CNT that allows ions (Na" and CI) to enter without any
external driving force; (4) the narrowest CNT that allows ions (Na" and CI) to enter
under a uniform electric field; (5) the possible selectivity between Na" and K" to enter
CNTs, with and without the external field.

7.2 Simulation details

MD simulations were carried out in a constant-temperature and constant-volume

(NVT) ensemble using DLPOLY programs of version 2.17%. The long-range



143

electrostatic interactions among charged species (including oxygen and hydrogen of
water, and ions) were treated using a smooth-particle-mesh Ewald (SPME) technique
with a convergence precision of 1.0x10°, and the short-range van der Waals (vdW)
interactions were spherically cut off at 9 A. A Verlet neighbor-list width of 1 A was
adopted. The Newton’s equations of motion were solved using the leap-frog Verlet
algorithm with a time step of 2.5 fs. The carbon atoms were fixed during the simulations
as uncharged Lennard-Jones (LJ) particles whose parameters were taken from the
AMBERY6 force field*”! unless specified in some cases. The cross interaction parameters
between carbon and oxygen were derived based on the Lorentz-Berthlot combining rule.
The constant temperature (298.15 K) was controlled by a Nose-Hoover thermostat with a
relaxation time of 1ps. In most cases, water molecules were described by the TIP3P
model and the geometry of water molecules was constrained using the SHAKE technique
with a tolerance of 1.0x10™, Tons (Na*, K, CI') were treated as charged LT particles with
parameters taken from Spohr’s work!*”. We followed a widely used method to simulate
CNT-based membrane systems where the CNT, as a channel, bridges two parallel
graphene sheets (as the membranes) on which some atoms are removed at desired sites to
accommodate the CNT tube as shown in Fig. 7-1. To be compatible with the rhombic
shape of the graphene sheets with a side length of 24.7 A, a monoclinic simulation cell
with a length of 40 A along the CNT axial direction was constructed with the

parallelepiped periodic boundary condition.
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(a) Side view (b) Top view
Fig. 7-1 (9,0) CNT-membrane system

7.2.1 Possibility of unidirectional single-file water passing through (9,0) CNT
A 158 A long (9,0) CNT with a (carbon-to-carbon) diameter of 7.02 A was
imposed between two parallel graphene sheets and fixed at the center of the monoclinic
supercell as shown in Fig. 7-1. Initially, no water molecules were inside the CNT
although the entire CNT-membrane system was immersed in a water reservoir consisting
of 352 TIP3P water molecules (per supercell) on both entrances of the CNT. A uniform
electric field with varying strength was applied along the tube axis, pointing from the left
to right (defined as the positive z-axis). The system was equilibrated for 1x10° steps,
followed by 4x10° steps (10 ns) of production run during which coordinates of all
particles were recorded every 1000 steps. Each 10 ns simulation was resumed at least 5
times so that the total simulation time exceeded 50 ns for a given field strength.
7.2.2 The narrowest CNT allowing water entry under uniform electric field
Three different CNTs, (7,0), (8,0) and (5,5) with diameters of 5.46 A, 6.24 A and 6.76
A, respectively, were tested with varying the strength of electric field from 0 to 2.778
V/A and the length of CNT from 13.5 A to 50.2 A. The water reservoir includes 453
water molecules per supercell. Initially, no water molecules were inside CNT. Again, the

system was equilibrated for 1x10° steps, followed by 5x10° steps of production run. In
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addition, the same simulations were repeated using the SPC/E water model and carbon
parameters based on the OPLS-AA force field”".
7.2.3 The narrowest CNT allowing ions (Na* and CI) entry with no assist of external
driving force

Three different ionic concentrations (0.12 M, 0.6 M, 1.2 M) were considered to
examine dependence of the minimum diameter of the CNT on the ion concentration for
allowing ion (Na" and CI) entry. Three ways of restricting movement of ions were
undertaken, namely, mobile cations/fixed anions, mobile anions/fixed cations and mobile
cations/mobile anions. In addition, effects of charged walls on the entry of water into
CNT were also investigated. In each CNT case, the system was equilibrated for 1x10°
steps followed by 4x10° steps of production run. Whenever a negative result (i.e., ions
cannot enter CNT) was seen, the simulation was resumed two more times to ensure
validity of obtained results.
7.2.4 The narrowest CNT allowing ions (Na* and CI") passing through in uniform
electric field

Most simulation details are the same as those discussed in subsection 2.3 except
different strengths of the electric field were applied along the tube-axis direction.
7.2.5 Possible selectivity between Na® and K* to enter CNT with and without
external electric field

Four different CNTs (7,7), (8,8), (9,9) and (10,10) with the same length of 25.7 A
were used in the simulations. In the first series of simulations, a cation was initially
imposed in the middle region of CNT while the counter ion CI" was randomly placed in

the outer water reservoir so that we can test how long the cation is able to stay inside the
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tube. In the second series of simulations, both Na" and K" were initially set in the middle
region of CNT, while two CI were put into water reservoir to balance the positive charge.
This allows us to directly compare relative stability of Na” and K" inside different CNTs.
Lastly, a gravitational field or a uniform electric field was applied along the tube axis to
calculate the conduction rate of ions through different CNTs that is immersed in a water
reservoir containing Na', K and CI'. The conduction rates can be used to assess relative

selectivity of Na" and K by different CNTs.
7.3 Overview of Previous Work, Results and Discussion

7.3.1 Possibility of unidirectional single-file water passing through (9,0) CNT

In 2007 Gong et al." observed a unidirectional flow of water through a (6,6)
CNT, by asymmetrically imposing three positive charges 0.5 A away from the wall of
CNT, implying a possibility of designing water transport devices that could function

71 observed an

without a hydrostatic pressure gradient. Later, however, Zhuo et al.
apparent bidirectional flow of water through the (6,6) CNT based on the same charge
distribution, even though the accumulated net flux is still along one direction. Meanwhile,
Wan et al.®"! discovered an orientation induced unidirectional water transport through the
(6,6) CNT using MD simulation. They found that the single-file water chain inside CNT
with concerted dipole orientations can collectively flip between the left state (all dipoles
of single-file water molecules pointing to the left entrance of CNT) and the right state (all
dipoles of single-file water molecules pointing to the right entrance of CNT) in the
simulations. Interestingly, the net water flux is along the left direction when single-file

water chain is in the left state even though the flow of water is still bidirectional.

Likewise, the net water flux is along the right direction when the single-file water chain is
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in the right state. This finding suggests a new way to achieve high flux water conduction
as long as the orientation of single-file water chain can be maintained at either the left or
the right state.

One simple way to control the orientation of the single-file water chain is to apply an
external electric field along the tube axis. Here, we applied a varying uniform electric
field with different strengths along the tube axis of (9,0) CNT to investigate the
possibility of implementing unidirectional water flow in CNT. We also performed a
simulation without the external field as a reference case.

From the trajectory movies we observed that the initially empty CNT was quickly
filled with a single-file water chain and the filling speed increases under the electric field,

1 2 . .
532 The average number of water molecules inside

consistent with previous studies!
CNT also increases with the strength of electric field as shown in Table 1a, indicating that
the electric field can drive more water molecules into the CNT and promote water
occupying the hydrophobic channel much more quickly.

The results of water flow from the left to right entrance of CNTs (Flow+), water flow
from right to left entrance (Flow-), net water flux (Flux), total conduction events (Flow)
and the average number of water molecules inside the CNT (<N>) are listed in Table 7-1a.
In Table 7-1b the duration time in which the single-file water chain is in the left dipole
state or the right dipole state is shown. In addition, we counted how many water
molecules passed through the CNTs along the right direction and in the left dipole state
(Left Dipole+), or along the left direction in the left dipole state (Left Dipole-), along the

right direction in the right dipole state (Right Dipole+), and along the left direction in the

right dipole state (Right Dipole-).
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The results in the reference case (E = 0) are consistent with those reported by Wan et
alP". With no external driving force, the probability of water conduction along the
direction to the right entrance should be the same as that to the left entrance. Therefore,
the net flux during the 50 ns simulation is only -1, very close to zero. The duration time
of the left dipole state (26.13 ns) is also close to that of the right dipole state (23.87 ns).
Most importantly, 155 molecules were conducted from the left to right entrance,
compared to 284 molecules conducted from the right to left entrance when the single-file
chain is in its left dipole state, which resulted in a net flux of 129 water molecules along
the direction to the left entrance and in the left dipole state. Similarly, a net flux of 128
water molecules along the direction to the right entrance was observed in the right dipole
state. Hence, a clear unidirectional net flux was seen in either the left or the right dipole
state.

When a uniform electric field was applied along the tube axis direction, some new
phenomena emerged. Expectedly, the right dipole state became dominant. In fact, the left
dipole state completely disappeared when E > 0.02 V/A. Unexpectedly, however, the net
water flux in a weaker electric field (E < 0.04 V/A) is along the direction to the left
entrance, contrast to the result in the zero field. The trend is reversed when E > 0.04 V/A,
even though the net water flux decreases dramatically due to the reduction of the total
conduction flow. The reduction of total flow suggests that mobility (diffusion) of water in
(9,0) CNT is reduced under an external electric field, consistent with the observation by
Garate et al'™ in their study of CNT-assisted water self-diffusion across a lipid
membrane in the absence/presence of the electric field.

Overall, our results indicate that it is possible to achieve unidirectional water flow
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inside narrow CNTs (in which a single-file water chain can be formed) in the presence of
an external electric field. The direction and magnitude of the net water flux can be altered
by the electric field strength. These findings can be useful for future design of energy
efficient CNT-based sea water desalination devices.

Table 7-1a Conduction of water through (9,0) CNT under electric field in 50 ns

E(V/A) Flow Flow+ Flow- Flux <N>
0.0 829 414 415 -1 6.51(2)
0.004 819 354 465 -111 6.54(1)
0.02 805 382 423 -41 6.62(1)
0.04 779 434 345 89 6.76(1)
0.2 414 222 192 30 8.25(1)
0.4 265 139 126 13 9.45(1)

Table 7-1b Conduction of water during different dipole states in 50 ns

E(V/A) Left Right Left Left Right Right
Dipole(ns)  Dipole(ns) Dipole+ Dipole- Dipole+  Dipole-
0.0 26.13 23.87 155 284 259 131
0.004 7.42 42.58 48 87 306 378
0.02 0 50 0 0 382 423
0.04 0 50 0 0 434 345
0.2 0 50 0 0 222 192
0.4 0 50 0 0 139 126

7.3.2 The narrowest CNT allowing water entry under a uniform electric field

[15,32-33]

As shown by several previous studies including ours, an external electric field

can drive more water molecules into CNTs and allow water occupying the hydrophobic

331 showed that an electric field is

channel more easily. In particular, Dzubiella e al.!
capable of reducing the minimum diameter of hydrophobic nanochannel required for
water passage. However, to what extent the minimum diameter of CNTs for water entry
can be reduced has not yet been studied systematically. Here, we search for the narrowest
CNT that allows water entry under a uniform electric field.

Our previous study™” predicted that (5,5) CNT is the narrowest tube, when immersed

in water, that can be filled by single-file water chain. Thus far, few studies have been
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reported on filling water into a CNT narrower than (6,6). Noon et al.** predicted that
(5,5) CNT is too small to accommodate any water molecules. They used the TIP3P water
model and carbon parameters taken from CHARMM force field. Similarly, Won et al."*”
reported that (5,5) CNT can be barely filled by water. Their LJ energy parameter is
Ec_o =0.4340 kJ/mol, which is slightly less than our value &._, =0.4784 kJ/mol.

Corrym]

, showed that (5,5) CNT can be either fully filled by water or completely empty
in his MD simulation for which the carbon parameters were taken from CHARMM?27
force field. However, Garate et al. ! showed that (5,5) CNT with a length of 36.9 A can
be quickly filled with the TIP3P water using the same carbon parameters taken from

CHARMM27 force field. Also, Mashl e al.*® found that (5,5) CNT can be filled with

the SPC/E water. They used a relatively large parameter &, , = 0.5146 kJ/mol than ours.

To verify that our finding of water filling in (5,5) CNT is not too sensitive to selected
water model and carbon parameters, we repeated our previous simulations™™” using TIP3P
and SPC/E water models, respectively, as well as carbon parameters taken from both
AMBER96 and OPLS-AA force fields. The new results still show that (5,5) CNT can be
filled with water based on any combination of one of two water models with a carbon
force field. In addition, we examined if the water filling of (5,5) CNT depends on the
length of CNTs, when the tube length is elongated from 13.5 A to 50.2 A. Still, we found
that the water can fill the (5,5) CNT regardless of the CNT’s length.

Next, we examined the possibility of water filling in a (8,0) CNT which is slightly
narrower than (5,5). As expected, water cannot fill the (8,0) CNT, consistent with our
previous study®”. Even under a 0.0434 V/A electric field, water still cannot fill the (8,0)

CNT [see Fig. 7-2(a)]. When the strength of electric field is increased to 0.0868 V/A,
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however, the 13.5 A long (8,0) CNT can be quickly filled with a single-file water chain in
a 1.25 ns simulation [see Fig. 7-2(b)]. From the trajectory movie, we can see that dipoles
of all water molecules inside CNT always point to the right entrance of CNT since the
applied electric field points to the left entrance. We conclude that there exists a critical
strength of electric field beyond which water can fill the (8,0) CNT. In some sense, this
phenomenon is similar to the voltage-induced gating mechanism of biological ion
channels. The trans-membrane voltage difference between the intracellular domain and
extracellular domain keeps varying in certain range. When the voltage difference is less
than a critical value, the membrane-spanning ion channel is in the closed state whereas it

is in the open state once the voltage difference exceeds the critical value”.

(a) E=0.0434 V/A (b) E=0.0868 V/A
Fig. 7-2 Water filling of a short 13.5A (8,0) CNT under electric field

Furthermore, we investigated dependence of the critical strength of electric field
on the tube length. As shown in Fig. 7-3 (a), water can no longer enter (8,0) CNT if the
tube length exceeds 26.2 A even under the 0.0868 V/A electric field. However, water can
fill the longer (8,0) CNT if the strength of electric field is also doubled (0.1736 V/A) as
shown in Fig. 7-3(b). If the tube length increases to 51.6 A, the strength of electric field
has to be doubled again (0.3472 V/A) to allow water to enter the CNT. It seems that the

critical strength of electric field required for forcing water into the (8,0) CNT is
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1.8 showed that the electrostatic

proportional to the tube length. Previously, Crozier et a
potential drop due to an external electric field occurs mainly at the channel membrane
region while the water reservoir region remains neutral due to rearrangement of water
molecules to resist the external electric field. Thus, the electric static potential drop, 3.472
V (0.0868 V/Ax40A), across the simulation cell with a length of 40 A mainly occurs
within the 13.5 A tube length region. As the tube length is increased to 26.2 A while
maintaining the same field strength 0.0868 V/A, the actual electrostatic potential drop
over the 26.2 A tube length is 4.577 V (0.0868 V/Ax52.735 A, for the cell length being
52.735 A). However, this increased electric potential drop is still not large enough to
allow water to fill the tube. As we doubled the electric field strength to 0.1736 V/A, the
resulting electrostatic potential drop across the tube-length region is up to 9.154 V
(0.1736 V/Ax52.735 A), strong enough to force water into the tube. Therefore, the actual

electrostatic potential drop has to be at least doubled (9.154 V > 2x3.472 V) to allow

water to fill the tube if the tube length is doubled.

(a) E=0.0868 V/A (b) E=1.736 V/A
Fig. 7-3 Water filling of a long 26.2A (8,0) CNT under electric field

Motivated by above findings, we further examined the possibility of water filling a
(7,0) CNT which is slightly narrower than (8,0). The results show that no water can enter

the 13.5 A long (7,0) CNT with a diameter of 5.46 A, even a very strong electric field
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(0.868V/A) was applied. From MD snapshots, we can see the formation of ice-like
layered structure in the water reservoir region under such a strong electric field. Actually,
this result can be understood because the effective internal diameter of (7,0), taken out
vdW radius of 1.7A of a carbon atom, is 5.46-1.7x2=2.06A which is already smaller than
the vdW diameter of an oxygen atom 3.15 A. Note, however, that, a recent Raman
experiment'*” has demonstrated that a single-file water chain can fill in chiral (5,3) CNT
with the same diameter as (7,0) CNT. We therefore re-examined such a possibility, using
both TIP3P and SPC/HW™* models. The results show that no single-file water chain can
be formed inside (5,3) tube even with an extremely strong electric field (0.868V/A).
Further, we performed the same simulations using SPC/E model and carbon parameters
from OPLS-AA force fields. No qualitative differences were found. So the difference
between the simulation and experiment for the narrowest CNT is likely due to the
inaccuracy of water model and oxygen-carbon interaction parameter.
7.3.3 The narrowest CNT allowing ion (Na* and CI) entry with no assist of external
driving force

Both Kalra et al.* and Peter et al.®” showed that (6,6) CNT is impermeable for
ion passage under a concentration gradient. Peter et al.””! found that Na* can pass
through (10,10) CNT while CI” cannot. For a dilution solution (containing only one Na"
in the supercell), they only observed entry of Na™ into (10,10) CNT once during 10 ns
simulation. At a higher concentration (0.2 M, five NaCl pairs), Na" can pass through
(10,10) CNT. Later Liu et al.l*” showed that both Na” and CI" can be driven into (15,0)

[27

and (16,0) CNTs at a high concentration of 2.26 M. More recently, Corry®” showed,

based on his MD simulation, that ions cannot pass through narrow CNTs like (5,5) and
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(6,6) but can pass through wider CNTs like (7,7) and (8,8) under a hydrostatic pressure
difference. In particular, he found that no CI" can pass through (7,7) CNT, but he did
observe 5 CI passing through (8,8) CNT during 25 ns simulation, compared to 23 Na'.
Hence, study of the possibility of ion passage through various CNTs is relevant to the
design of CNT-based membranes for sea water desalination. In this subsection, we
examined possibilities for ion passage through CNTs without applying any external
driving forces such as hydrostatic pressure or electric field.

First, we consider a system which includes a single Na'(0.12 M) and a CNT with
varying diameter. To keep the entire system neutral, we fixed a counter ion (CI) in
vacuum at the boundary of the simulation cell outside the CNT. Following the same
simulation condition as used by Peter ez al.*), we chose (10,10) and (17,0) CNTs as two
test cases. Our simulation shows that Na' cannot enter into (17,0) but can enter into
(10,10) CNT. However, the Na' inside the (10,10) CNT never passed through the 13.5 A-
long tube during 30 ns simulation. These results are consistent with those of Peter et
al.®®). CI" was also found to be able to enter into (10,10) in a separate test.

Next, we increased the ion concentration to 0.6 M by placing 5 Na“ or 5 CI in the
water reservoir while immobilizing five counter ions in the middle region of empty space
outside CNT. Through a series of trial simulations, we found that the narrowest CNT that
allows entry of Na" and C1 is (11,0) and (7,7), respectively. We then further increased the
ion concentration to 1.2 M by placing 10 Na" or 10 CI in the water reservoir while fixing
10 counter ions around the cell edge to keep the system neutral. Again after a series of
trial simulations, we found that the narrowest CNT that allows entry of Na’ and CI” is

(6,6) and (10,0), respectively.
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Third, instead of immobilizing counter ions in the simulation cell, we tested
another model system such that all counter charges are uniformly distributed on each
atom of CNT to neutralize the entire system. This charged-wall setup was inspired by a
recent simulation'*'! of ion partitioning from water reservoir into charged CNT. Our
simulation results show that at a low concentration (0.12 M) the narrowest CNT allowing
entry of Na" and CI is (8,8) and (15,0), respectively. Simulation trajectories show that
neither Na' nor CI is trapped in the CNT with a weakly charged wall. When the
concentration is increased to 0.6 M, both Na" and CI are weakly trapped in the narrowest
(12,0) CNT with a moderately charged wall. In particular we found that 3 out of 5 Na"
are trapped inside the (12,0) CNT while 1 out of 5 CI- is trapped inside the (12,0) CNT.
At the highest concentration considered (1.2 M), six Na" and one CI” are strongly trapped
inside the narrowest (6,6) and (10,0) CNTs, respectively. It is interesting to see the
partitioning of CI into a narrower (10,0), in contrast to the partitioning of Na" into the
wider (6,6).

Fourth, we randomly distributed ion pairs in the water reservoir so that neither
fixed counter ions nor charged walls are needed to neutralize the entire system. This is
the most realistic system setup. Again, by varying the concentration from low to high, we
found that the narrowest CNT that allows entry of Na" or CI” (in most cases Na') is
(10,10) for 0.12 M solution, (13,0) for 0.6 M and (8,8) for 1.2 M, respectively.
Unexpectedly, the predicted narrowest CNT (8,8) for 1.2 M solution is even wider than
that (13,0) for 0.6 M solution. This can be understood as the chance of forming ion pairs
is dramatically increased at the higher concentration. All the simulation results discussed

above are summarized in Table 7-2, and the diameters of various CNTs considered in this
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work are given in Table 7-3 as a reference.

Table 7-2 Narrowest CNT which allows Na* or CI to enter

Concentration(M) CNT(Na') CNT(CI) C%l"?zl%leﬁ) gﬁf}r(ggf) CI\I;I]?KII::?I)
0.12 (10,10) (10,10) (8,8) (15,0 (10,10)
0.6 (11,0) (1,7 (12,0) (12,0 (13,0
1.2 (6,6) (10,0) (6,6) (10,0) (8.8)

Table 7-3 Diameters of various CNTs investigated in this work

(n,m) D(A) (n,m) D(A) (n,m) D(A)
(6,0) 4.681 (6.6) 8.107 (15.0) 11.702
(4.4) 5.405 (11,0) 8.581 9.9) 12.161
(7,0) 5.461 (12,0) 9.362 (16,0) 12,432
(3.0) 6.241 ) 9.459 (17.0) 13.262
(5,9 6.756 (13,0) 10.142 (10,10) 13.512
9.0) 7.021 (8.8) 10.810 (18.0) 14.042
(10,0) 7.801 (14,0) 10.922

7.3.4 The narrowest CNT allowing ion (Na* and CI’) entry under uniform electric
field

Many reverse osmosis devices are often operated under an external electric field
besides a hydrostatic pressure because the applied electric field can be useful to reduce
the requirement for a large hydrostatic pressure. This combination renders the whole
desalination process more energy efficient. Conventionally, the permeation of water
driven by the ion movement under an external electric field is called electro-osmosis.
Computer simulations of osmosis, reverse osmosis and electro-osmosis can be traced
back to a series of work done by Murad et al.***! They used two semi-permeable
membranes consisting of uncharged LJ particles to separate the solvent compartment and
the solution compartment. The LJ length parameter for membrane particles is adjusted so
that only solvent can pass through the membranes. The permeation rate of osmosis or
reverse osmosis increases with both temperature and the electric field strength due to the

reduced stability of ion and solvent clusters. At extremely high temperature, and/or under
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extremely strong electric field, the ions do permeate the membranes. Therefore,
investigation of the narrowest CNT that allows entry of ions into the CNT under a
uniform electric field is also very useful for designing energy efficient sea water
desalination membranes with high salt rejection rate.

Similar to several simulation conditions discussed in subsection 3.3, first, we
examined the possibility of a single Na' (0.12 M) entry into various CNTs under E = 0.2
V/A, while fixing a counter ion (CI) on the edge of the simulation cell. After a series of
trial simulations, we found (6,6) is the narrowest CNT to allow Na" entry. In contrast to
zero electric field, Na" not only can enter the CNT but can also pass through it from the
left to right entrance, when the applied electric field points to the left entrance. When the
electric field strength is increased to a higher value of 0.4 V/A, Na' is able to conduct
through the very narrow (8,0) CNT, recalling that (8,0) is the narrowest CNT that allows
water molecules to fill under an electric field. When the concentration of Na' is increased
to 0.6 M, the narrowest CNT that allows Na' to pass through is again (8,0) under both E
= 0.2 V/A and 0.4 V/A. The same result is obtained for E = 0.2 V/A and 0.4 V/A at the
highest concentration considered (1.2 M) as shown in Table 7-4. The corresponding
results for CI” are also listed in Table 7-4.

Table 7-4 Narrowest CNT which allows Na' or CI to enter
under electric field with fixed counter ions

CNT(Na) CNT(CI) CNT(Na')  CNT(CI)

Concentration(M) g >y/&  E=02V/A E=04V/A  E=04V/A
0.12 (6.6) (3.8) (8.0) (13.0)
0.6 (3.0) .7 (8.0) (12,0)
12 (3.0) (10,0) (3.0) (12.0)

Next, we examined the possibility of Na* or CI” entry into various CNTs in a more
realistic case that ion pairs (NaCl) are placed in water reservoir with different

concentrations. The simulation results are shown in Table 7-5. Again, entry of ions into
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narrower CNTs becomes more easily with increasing electric field strength, consistent
with the conclusion by Murad et al."**! Stability of hydrated ion is gradually reduced with
increasing electric field strength. As a consequence, ions are partially dehydrated and can
enter into the CNT more easily under stronger electric field. Moreover, ions can enter
narrow CNTs more easily at higher ion concentration due to the increased probability for
ions to be close to both entrances of the CNT. Note, however, that this increased
probability does not always lead to more entry of ions into narrower CNTs with
increasing the concentration, especially under stronger electric fields. One possible
reason is that the probability of forming ion pairs is also increased at higher concentration,
which may prevent ions from entering CNTs. Such a case seems more evident under
stronger electric fields.

Table 7-5 Narrowest CNT which allows Na™ or CI to enter under electric field

CNT(NaCl) CNT(NaCl) CNT(NaCl) CNT(NaCl)

ConcentrationM) ' p_6 )v/A  E=0.04V/A E=0.1V/A  E=02V/A
0.12 9.9) (15.0) (12,0) (10,0)
0.6 (3.8) (12,0) (11,0) (10,0)
12 (13,0) .7 (11.0) (6.6)

7.3.5 Possible selectivity between Na* and K* to enter CNT with and without
external electric field

One fundament question regarding potassium ion channel is why the narrow
hydrophilic filter (Iength of 12 A, diameter of 4 A) prefers to select the larger-size K"
rather than the smaller-size Na'. A widely accepted explanation by biologists is that the
narrow selectivity filter requires cations to dehydrate (i.e., to lose part of its hydration
shell) before entering into the channel. The energy cost for dehydration must be
compensated by the binding energy of cations with negative residues. The weaker

binding of smaller Na’ ions is not enough to compensate the energy cost for
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dehydration™*.

1.7 offered another explanation of K preference over Na* inside

Recently Shao et a
narrow CNTs such as (7,7) and (8,8), based on MD simulations of hydration shells of
these ions inside CNTs. They found that more water molecules prefer an ideal orientation,
compared to their hydration in the bulk, such that their dipoles tend to point away from
the cations as much as possible in their first hydration shell when cations are solvated
inside (7,7) and (8,8) CNTs. More importantly, the increased number of water molecules
in the ideal orientation is more evident for K" than for Na’. In addition, they found that
the percentage of water molecules in the ideal orientation in the first hydration is directly
related to the ion-water interaction energy in the first hydration shell. Hence, a higher
percentage of ideal orientation is a manifestation of stronger ion-water interaction energy.
Therefore, inside narrow (7,7) or (8,8) CNT, it is more favorable to stabilize K" than Na"
because the increased percentage of ideal orientation or the increased ion-water
interaction energy, compared to the bulk, is more substantial for K. On the contrary, it is
more favorable to confine Na' than K" inside a wider (9,9) or (10,10) CNT because the
decreased percentage of ideal orientation or the decreased ion-water interaction energy,
compared to the bulk, is more substantial for Na".

One possible reason for K™ preference over Na' for entry into CNT is due to the
higher energy cost for Na"’s dehydration outside the channel than for K'’s, rather than
due to the weaker binding of smaller Na ions inside the channel. Although dehydration
of Na" and K" outside the channel can be compensated by the hydrations of Na” and K"
inside the channel, the dehydration cost can be better compensated by the hydration gain

for K. Even though the hydration energy of Na' is greater than that of K" inside the
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channel, Na" has to overcome a much higher dehydration cost than K in the bulk before
entering the channel. In any case, the CNT-based explanation may shed some light on the
selectivity mechanism of biological potassium channel.

Nevertheless, several technique issues are still not fully resolved regarding
previous explanation of K' selectivity inside potassium channel based either interaction
energy criterion'* or the first-hydration model by Shao et al.*”! First, calculation of the
radial distribution function (RDF) inside nanotubes can be problematic. The standard
method to calculate RDF is to count the number of particles inside a spherical shell,
which is then divided by the ideal number of particles within the same shell. This method
works well for homogeneous system like bulk water. However, for inhomogeneous
systems such as confined water in nanotubes, calculation of the ideal number of particles
within a spherical shell can be troublesome because some part of the spherical shell will
be beyond the nanotube region if the radius of a spherical shell is larger than that of
nanotube. In principle, one could exclude the volume of partial spherical shell outside the
nanotube while calculating the ideal number of particles. However, it is challenging to
calculate such a volume. Shao er al**! chose not to consider the exclusion of such a
volume, which will render their calculated RDF to approach zero instead of one near the
potential cutoff distance. Second, the Gibbs free energy should be considered as the
criterion to determine whether Na™ or K is preferentially solvated inside a channel
because the entropy contribution can be important as well besides the ion-water

1.1 showed that the ion-water interaction

interaction energy. For example, Shao et a
energies of both Na" and K" inside (7,7) and (8,8) are stronger than the corresponding

values in the bulk. In other words, ions seem like to stay inside CNTs rather than in the
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bulk because this would lead to the system with a lower total energy. However, this is not
the case based on our test simulations of ion’s stability inside various CNTs. Third, Shao

et al™

only calculated the interaction energy between ion and its first hydration shell
(reported in their Table 3). In principle, one should use the interaction energy between a
cation and all water molecules in the system to examine relative stability of K vs. Na"
since the second hydration shell and the rest water molecules can contribute to the
interaction as well, especially for the long-range electrostatic interaction between the ion
and partial charges of water molecules. Fourth, it may not be sufficient to examine the
selectivity between Na” and K only based on thermodynamic perspective because the
conduction of ions through CNT is a dynamic process. For example, it may be more
energetically favorable to confine K™ rather than Na' inside a narrow (7,7) CNT from
thermodynamic viewpoint, but the confined K™ may be trapped in a deeper local
minimum, which could also block its conduction, whereas the confined Na" may move
more easily in the channel. MD simulations appears to be effective to assess relative
selectivity of ion conduction through nanochannel as Na" and K" can be placed in the
water reservoir region. To this end, we systematically examined relative selectivity
between Na" and K passing through (7,7), (8.8), (9,9) and (10,10) CNTs located between
two parallel graphene membranes.

First, we examined the residence time of Na" and K" inside each of four CNTs by
initially placing either one Na" or one K in the center of the CNT that is already filled by
water, with one Cl" randomly placed in the water reservoir region. The tube length of all

CNTs is the same (25.7A). Two sets of potential parameters were used: The first set is the

SPC/E water model together with carbon LJ parameters taken from OPLS-AA force field,
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which was also used by Shao ez al.'**). The second set is the TIP3P water model together
with carbon LJ parameters taken from AMBER96 force field, which has been used in our
study. The residence time is recorded by monitoring when the cation leaves the CNT and
enters the water reservoir region. The obtained residence times for Na“ and K" in four
CNTs with two different parameter sets are listed in Table 7-6. Our results support the
conclusion by Shao ez al.* in that K" appears more stable inside (7,7) and (8,8) but less
stable inside (9,9) and (10,10) compared to Na', because K" stays much longer than Na"
inside narrower CNTs and much shorter inside wider CNTs. However, we found that this
behavior may depend on the potential parameters used as illustrated based on TIP3P-
AMBERY96 parameter set. Eventually, both K™ and Na" leave the narrow CNTs and enter
into the water reservoir region, even though the ion-water binding is stronger inside (7,7)
and (8,8) than that in the bulk.

Table 7-6 Residence times of Na" and K with one cation inside CNT initially

SPC/E-OPLS-AA _ Na (ps) K'(ps)  TIP3P-AMBER96  Na (ps) K (ps)
(1,7 225 263 (1,7 210 165
(8,8) 308 369 (8,8) 1250 258
(9,9) 1250 728 9,9) 453 258
(10,10) 1250 358 (10,10) 768 195

Second, we applied an external electric filed along the tube axis direction to
examine conduction capabilities of Na" and K" through the CNTs. The obtained results
are listed in Table 7-7. As expected, the minimum electric field required to allow entry of
ions through CNTs also increases with the decrease of tube diameter. For SPC/E-OPLS-

AA parameter set, the results are mostly consistent with those of Shao et al.!*”!

except in
the case of (7,7). Again, it appears that the narrower CNTs prefer K™ while wider CNTs

prefer Na', but this conclusion apparently depend on the chosen parameter set as shown

by results based on theTIP3P-AMBERO96 parameter set.
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Table 7-7 Conduction of Tons through CNTs in 40 ns under an electric field

SPC/E-OPLS-AA Na' K’ TIP3P-AMBER96 Na' K’
(7,7) E=0.2V/A 5 5 (7,7) E=0.1V/A 6 4
(8,8) E=0.2V/A 8 12 (8,8) E=0.1V/A 7 9
(9,9) E=0.08V/A 8 5 (9,9) E=0.04V/A 9 10

(10,10) E=0.04V/A 16 9 (10,10) E=0.02V/A 13 24

7.4 Conclusions

We have performed five series of MD simulations to examine trend and
possibility of water/ions entry into various CNTs. We confirm that in the absence of an
external electric field, unidirectional and short-time water flow through narrow CNTs in
the form of single-file water chain can be observed. We also find the long-time
unidirectional water flow through narrow CNTs under an electric field. The direction and
magnitude of the net water flux through the CNTs can be controlled by the strength of the
electric field. We predict the narrowest CNT that allows entry of water under a strong
electric field, is (8,0). The critical field strength for forcing water into the CNTs is
proportional to the tube length. In addition, we have studied the narrowest CNTs that
allow ions (Na" and CI) to enter into, with and without electric field, as well as the
effects of ion concentration and field strength on the obtained results. Finally, we confirm
the prediction by Shao et al."*! that narrow CNTs such as (7,7) and (8,8) prefer K" while
wider CNTs (9,9) and (10,10) prefer Na". However, we also find that this conclusion can
be sensitive to the chosen model parameter set. Our study may shed some light on the
transportation of water/ions through biological ion channels and may be helpful for future

design of highly efficient CNT-based membranes for sea water desalination.
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Concluding Remarks

In retrospective of the entire dissertation, my Ph.D research basically covers two
directions. The first one is to study thermodynamic properties of simple model fluids
such as Lennard-Jones and Stockmayer models. The specific thermodynamic properties
investigated include the melting temperature and surface tension involving both liquid-
vapor and liquid-solid interfaces. Although the results obtained from the simple models
cannot be directly compared with experimental data, simple models are particularly
useful as benchmark to test the validity of the calculation methods for various properties
such as Irving-Kirkwood method for liquid-vapor surface tension, Superheating-
undercooling, cleaving wall and fluctuation methods for liquid-solid surface tension. In
the case of melting temperature calculations for four water models we found large
difference of the calculated melting temperature among different water models. Although
TIP5P model gives a melting temperature closest to the experimental value, it does not
mean it is the best model to represent water because every model has its pros and cons to
describe different properties. Therefore, model dependence is the major limitation of
classical mechanics simulations. One promising solution is the usage of model-
independent quantum mechanics calculations. However, a recent ab inito MD simulation
based on DFT theory also gave a melting temperature of water much higher than the
experimental value. In other words, simplified quantum mechanics method such as DFT
may not precisely reflect the interactions between the actual molecules. In principle,
quantum mechanics methods based on directly solving Schrodinger equation are
supposed to give correct description of various interactions between real molecules.

However, they may be limited by the small system size affordable to current
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computational facilities.

The second direction of my Ph.D research is to investigate water and ions confined in
carbon nanotube. In particular, I found the transition from low density heptagonal ice
nanotube to medium density core/sheath composite ice tube, and to the high density
double-walled ice helix in the same (17,0) carbon nanotube as we increased the water
density. Such findings are not sensitive to the selected models based on our tests using
different models and help us understand why water is the most complicated substance in
the world though the form of a single water molecule is quite simple. In addition, I also
examined the possibilities of water and ions to enter and pass various carbon nanotubes.
Some of our findings are not model dependent such as the controllable water filling
inside a narrow (8,0) tube by adjusting strength of an external electric field. However,
some results are definitely dependent on the chosen models such as the relative
selectivity between Na' and K' inside four different carbon nanotubes. So, the
understanding of the selectivity K™ and Na' at molecular level is still not clear. In the
future, we would like to use ab inito MD simulation program such as CP2K to further

examine such selectivity issue.
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