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ABSTRACT ARTICLE HISTORY

We propose two non parametric portmanteau test statistics for serial Received 24 December 2012
dependence in high dimensions using the correlation integral. One test Accepted 7 June 2013
depends on a cutoff threshold value, while the other test is freed of this
depgndence. Although these testg may each be viewed as v.ariants ofthe Correlation integral; Non
classical Brock, Dechert, and Scheinkman (BDS) test statistic, they avoid linear time series;

some of the major weaknesses of this test. We establish consistency Rank-based BDS test

and asymptotic normality of both portmanteau tests. Using Monte Carlo statistics; Second-order Rényi
simulations, we investigate the small sample properties of the tests for entropy.

a variety of data generating processes with normally and uniformly dis-
tributed innovations. We show that asymptotic theory provides accurate
inference in finite samples and for relatively high dimensions. This is fol-
lowed by a power comparison with the BDS test, and with several rank-
based extensions of the BDS tests that have recently been proposed in
the literature. Two real data examples are provided to illustrate the use
of the test procedure.
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1. Introduction

Testing for serial independence has been extensively studied in the literature. Within the con-
text of (non) linear time series analysis, a wide variety of tests have been proposed. Among
them, are many procedures for testing first-order serial dependence (m = 2 dimensions)
based on functionals measuring differences between two estimated densities. Often this is
coupled with a desire to avoid specific assumptions about the marginal distributions under
the null hypothesis of serial independence. Not surprisingly, therefore, non parametric test
statistics are predominant in the literature. Using kernel density estimators, research papers
in this area are by Robinson (1991), Skaug and Tjestheim (1993, 1996), Delgado (1996), and
Hong and White (2005), among others. Also various tests of serial independence based on
rank statistics have been proposed, including Hallin and Puri (1992), Ferguson et al. (2000),
and Genest, Ghoudi, and Rémillard (2007) (henceforth GGR, 2007).

Since it is now generally believed that many empirical time series, while non linear, are
generated by high-dimensional processes, it is natural to consider non parametric serial
independence portmanteau tests for dimensions m > 2. Indeed, both Skaug and Tjestheim
(1993), and Hong and White (2005) proposed tests for multidimensional data using a linear
combination of their original tests when m = 2. However, Delgado (1996) remarked that the
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asymptotic null distribution of these test statistics can be different from tests based on the
joint density of m > 2 consecutive time series observations.

Motivated by high-dimensional non linear deterministic and stochastic phenomena in eco-
nomics, and using the correlation integral of Grassberger and Procaccia (1984) (see, e.g., Sec.
2), Brock et al. (1996) proposed a non parametric test for higher variate serial independence,
often referred to as BDS test. The BDS test is free of nuisance parameters, but it suffers from
some problems. For instance, the power of the BDS test depends on the choice of value of
the dimensional distance parameter. Another problem is that the BDS test, though asymptot-
ically normal under the null, has high rates of Type I error, especially for non Gaussian data.
Moreover, the BDS test is inconsistent. In an attempt to mitigate some or all of these problems,
GGR (2007) advocated a circular version of the BDS test and seven rank-based extensions of
the BDS test statistic (see Sec. 4).

In this article, we address the above issues in a direct way. Rather than using the theory
of rank statistics, we propose two non parametric portmanteau test statistics based on the
correlation integral. The first test statistic depends on a cutoff threshold value. And the
second test statistic is free of this dependence. Both tests can be viewed as variants of
the traditional BDS test statistic. In contrast, our test statistics are consistent, and asymptot-
ically normally distributed. Moreover, the finite-sample rejection probabilities of the tests do
not differ too much from their asymptotic level, for both Gaussian and uniformly distributed
data. Thus, the tests avoid some of the major weaknesses of the BDS test statistic. Further,
they can be relatively easily computed using a simple adjustment of available computer code.

The article is organized as follows: Sec. 2 introduces the two non parametric portmanteau
test statistics. The asymptotic properties of the tests are discussed in Sec. 3. In Sec. 4, we report
the results of a Monte Carlo study, comparing the finite-sample performance of our tests with
the BDS test, and with the eight rank-based BDS tests of GGR (2007). In Sec. 5, two empirical
examples are given to illustrate the use of the test procedure, and in Sec. 6 we offer some
concluding remarks. We relegate all technical arguments to an Appendix.

2. Test statistics

Let{Y,: t =1, ..., n} be a sample from a real-valued, strictly stationary time series process
with values in R. Rather than focusing on a single time series in R, we embed {Y;} in an
m-dimensional space R™, where m € N* = {2, 3,...}. It can be constructed from {Y;} as
the set of random vectors, {Z; : t =1,...,n —m+ 1} defined by Z;, = (Z; 1, ..., Zi.m) =
(Yi, ..., Yiim—1). Assume that {Z;} admits a common continuous joint density function
fm(z1, ..., 2m) for Z= (21, ..., 2y). Denote the marginal density by f(z). The problem
under consideration is that of testing the null hypothesis Hj: {Y;} is independent and identi-
cally distributed (i.i.d.) versus the alternative hypothesis of serial m — 1 dependence. Now, if
{Y;} is i.i.d. the joint density will be equal to the product of the individual marginals, and the
hypothesis of interest is

Hy: fu(zi,....2m) = f(z1) - f(zy), forall (z,...,2z,) € R".

Any deviation from this equality is evidence of serial dependence.

Various functionals measuring the divergence from independence between densities have
been proposed in the literature. It is natural to require that a measure of functional depen-
dence has, at least, the following basic properties: non negativity, maximal information, and
invariance under continuous monotone increasing transformations. A divergence measure
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satisfying these three properties is the mutual information, defined by

_ fn(z1s ooy Zm)
Im =/h’1 (m)fm(zl,...,zm)dzl~~dzm, (21)

where the integral is taken over the support of {Z;}, and with the convention that 01n(0/0) =
0. It is easy to see that (2.1) can be expressed in terms of the Shannon entropy, or the second-
order Rényi entropy, H(Z) = — f fu(z1s ooy zm)In fu(z, ..o, 2)d2y - - - dzy, as

R, =Y H(Z)—H(Z), (2.2)
i=1
where H(Z;) = — f In f(z;) In f(z;)dz; is the ith marginal version of H(Z).

A serial dependence measure can be obtained by relating R,, to the second-order
correlation integral, which in the i.i.d. case is defined as C(m,§) = f f 1(|s—t| =<
8) fn(S) fm (t)dsdt where || - || denotes the maximum norm on R"™, 1(-) is the indicator func-
tion, and § = §,, > 0 a cutoff threshold value or bandwidth. Pompe (1993) and Prichard and
Theiler (1995) showed that, for § small, H(Z) =~ — In C(m, §). In fact, putting R,, in terms of
the correlation integral, Prichard and Theiler (1995) find:

Rys =InC(m, §) — In{C(1, §)}". (2.3)

We see that (2.3) has a similar structure as the divergence measure C(m, §) — {C(1, §)}™ that
forms the basis of the traditional BDS test statistic.

Note that C(m, §) is just the expectation of the kernel function, thatis, E(1(|| Z; — Z; || <
8)) with Z; ~ f,,, where ‘~’ denotes equivalence in distribution. Hence, it can be estimated
straightforwardly in a U-statistic framework by

_ 1\ !
cn.a<m)=(” ’;”) > wz-z) <) (2.4)

1<i<j<n—m+1
Given (2.3) and (2.4) the first non parametric portmanteau test statistic takes the form
Z,5(m) = In(C, s(m)/C'5(1)). (2.5)

In principle, the naive kernel in (2.4) may be replaced by more sophisticated kernels. But
tully kernel-based non parametric estimation of C(m, 8) is usually unattractive because esti-
mation accuracy decreases rapidly, for fixed sample sizes n, as m increases. Besides, issues
linked with kernel estimation in high dimensions like bandwidth selection, will complicate a
direct comparison between (2.5) and the test statistics proposed by GGR (2007). Also note that
the test statistic Z,, 5 (1) has an invariance property in the following sense. For any monotone
increasing transformation Z; = g(Z;) of the data, 1(||Z; — Z;|| < §) = 1(]|Z; — Z;.l | <§8)
with 8’ = g7'(8). So the null hypothesis of the original data corresponds to the null hypothesis
after the transformation. Thus, after the transformation, by Theorem 1 in Sec. 3, the asymp-
totic null distribution of Z,, . (m) is still normal only with parameter § changed to §'.

Note that the test statistic (2.5) depends on the choice of §. This may be viewed as a serious
limitation in practice. A common way to get around this problem is to integrate out § with
respect to some specified probability density function /(-) on [a, b] (0 < a < b < 00). Thus,
the second test statistic can be defined as follows

b
T,(m) = / Z,.5(m)h(8)ds, (2.6)

where, without loss of generality, we assume 8 € [a, b]. A specific choice of § is made later.
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3. Asymptotic properties

Let C=C(8) = By, (1Y1 — Yol = 8) = [ [ 1(ju— 0| = )dF@)dF (), () = Euy (1(ly -
Ya| < 8), v = Varg, (n(Y1)) = K — C, with K = K(8) = En*(Y;) = [[F(u+8) — F(u —
8)1?dF (u), and y = y(8) = Py, (IY; — Ya| <6, 1Y; — Y3| < §). In addition, 2 stands for

convergence in distribution.

Theorem 1. Assume K > C?, i.e. t> > 0. Then,
(i) For fixed § > 0, under H, as n — oo we have

ST ,5(m) B N(0, 6% (m, 8)),
whereo?(m, §) = 4(52—’%:” — mZ—KEZCZ ), TA=K"—C"+2 Z:"Z_II(KM”'CZ" — C*), and

K=y
(ii) Under H, as n — oo first and then let § — 0, we have

T, 5(m) > N(0, 62(m)),

where 0% (m) = limy_,o 02(m, 8), assume exist.

For fixed 8, 0%(m) can be consistently estimated by o?(m) = o(m, §), which is a2(m)
with C and K replaced by the following estimates

-1
n a.s.
Cp = <2> Y-y <8 BC

1<i<j<n

-1
n a.s.
K, = <3) Y - <8 Y- Yl =6 S K,

1<i<j<k=<n

where the dependence on m has been suppressed for notational clarity. Similarly, using K,
and C,, a consistent estimator for 72 can be obtained.

For fixed m, assume § varies in [a, b]. Let W (-) = W (m, -) denote a Gaussian process on
[a, b], that is, for each fixed § € [a, b], W (8) is a Gaussian random variable with E(W (§)) =
0, and for each fixed 8, 8, € [a, b], Cov (W (8,), W(8,)) = o2(m, 8, A 8,), where §; A S, =
min(dy, 82), for all §,, 8§, € [a, b]. The following theorem states the asymptotic null distribu-
tion of Z,,(m). It is also a uniform weak convergence result for Z,(m, -) := Z,,.(m) on the
space Cla, b], the space of all bounded continuous functions on [a, b], equipped with the
Skorohod metric.

Theorem 2. Under H, completed with conditions of Theorem 1, we have
b
VL, (m) = / W (§)h(3)d8 ~ N'(0, V; (m)),

where V}(m) = fab f: o%(m, s A t)h(s)h(t)dsdt.

4, Finite-sample performance

The purpose of this section is to investigate the finite-sample performance of (2.5) and (2.6)
vis-a-vis the standard BDS test statistic and eight high-dimensional serial correlation test
statistics proposed by GGR (2007). For ease of reference, these latter tests can be described
as follows. The first two test statistics, denoted by S;; _ and S, ., are a circular version and a
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rank-based BDS (RBDS) statistic, respectively. Both statistics depend on the distance param-
eter €, fixed at 0.3 by GGR (2007) and in the computations shown below.

To eliminate the finite-sample behavior of gje and gn,e from €, GGR (2007) introduced six
additional RBDS test statistics. These statistics use three functionals, that is, direct integration,
the Kolmogorov-Smirnov functional, and the Cramér-von Mises functional, and two differ-
ent m-dimensional empirical processes; see GGR (2007) for a definition of these processes.
Tests derived from the first empirical process are denoted by T:{, M *,and Tn*, respectively. Tests
based on the second empirical process are denoted by T, M,,and T,, respectively. Under Hj,
the six RBDS test statistics converge in distribution to centered Gaussian variables.

For (2.5) and (2.6) all test results are based on the empirical distribution of 100 boot-
strapped p-values, computed over 1,000 independent runs. Following GGR (2007), Monte
Carlo results for the BDS and RBDS test statistics are based on 10,000 time series generated
for each statistic. Simulation results showed that, in finite-samples, bootstrap approximations
to the distribution of our two test statistics are much better than sample approximations in
the right and left tail.

Although the asymptotic variance of Z,, s (m) depends on §, minimizing the variance over
§ is intractable. Therefore, we simply set §, = 26yn~'/°, where Gy is an estimate of the stan-
dard deviation of {v} and we use Theorem 1 (ii) to evaluate the asymptotic result. For
the evaluation of 7, (m) we need to specify a probability density function h(§8). Since the
range of optimal values of § can be wide, we set §; = uoy (j=1,..., M) with u sam-
pled from a U[0.5, 2.5] distribution. In addition, we approximate the integration in (2.6) by
(1/M) 22\4:1 W (8;). All power results presented below are for M = 100. Similar results were
obtained for M = 200.

4. Fixed alternatives: Raw data

In this section, we consider the size and rejection rates of the two proposed test statistics
against fixed alternatives for stationary data generating processes (DGPs) with known param-
eters. The DGPs are listed in Table 1. They are identical to the ones used by Hong and White
(2005) and GGR (2007).

Table 2 reports bootstrapped empirical rejection rates (in percentages) of the tests Z,, s (m)
and Z,(m) under DGP 0 for both i.i.d. A/(0, 1) and i.i.d. U (0, 1) distributions. The tests are
reasonably well sized at all three (10%, 5%, and 1%) significance levels with rejection frequen-
cies close to the nominal levels and for both sample sizes, and both distributions.

Note that both test statistics Z,, s(m) and Z, (m) behave well for both distributions. By
contrast, a limitation of the BDS test statistic is that its rate of converge depends on the choice

Table 1. Data generating processes (DGPs) used for the Monte Carlo simulation study.

DGP Name Model specification
0 iid. Y, =¢
1 AR(1) Y, =03Y,_, +¢
2 ARCH(1) Y, = h%, h,=1+0.8Y2
3 Threshold GARCH(1,1) Y, = h%e,, with
h, =025+ 0.6h, _, + 0.5¥21(g, < 0) + 0.2Y2 ,1(¢, > 0)
4 Bilinear AR(1) Yt = 0.8Yt718t71 +¢
5 Non linear MA(1) Y, =08, +¢,
6 Threshold AR(1) Y, =04Y,_(Y,_, > =05V, _1(,_, <D +e¢,
7 Fractional AR(1) Y, =0.8lY,_,[° +¢,
8 Sign AR(1) Y, =sign(¥,_;) + 0.43¢,
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Table 2. Bootstrap levels of the test statistics Z,, s (m) and fn(m) under i.i.d. A/(0, 1) and under i.i.d.
U (0, 1) for DGP 0.

n =100 n =200
Z, 5(m) Z,(m) Z, 5(m) Z,(m)

m 0% 5% 1% 10% 5% 1% 1% 5% 1%  10% 5% 1%
g, ~i.i.d.N(0,1)

2 01 47 1M 21 56 04 80 44 08 N4 54 17

4 95 46 08 96 51 1 86 45 1M 140 66 08

6 00 55 13 101 52 08 103 51 10 124 67 13
g ~ 1.i.d.U(0,1)

2 88 48 09 148 67 09 M4 54 07 97 44 08

4 95 51 06 17 63 10 57 08 98 56 10

6 10.1 51 10 4l 63 08 108 60 12 108 63 09

of €, the dimension m, and the shape of the distribution function. With the ii.d. U(0, 1)
distribution, for example, a nominal 5% test rejects between 8% and 44% of the time when
n = 100 and m = 2; see, for example, Brock et al. (1991, Table A.5). No serious size distortions
are reported by GGR (2007) for the RBDS test statistics.

Figure 1 is partly based on GRR (2007, Table 4). It shows percentages of the empirical
rejection rates of eleven statistics under DGPs 1-8 with i.i.d. A/(0, 1) innovations, at the 5%
nominal level, and for n = 100 and m = 2, 4, and 6. Several points are noteworthy. First,

Z,s(m) and I (m) are equally powerful as the best performing RBDS test under DGPs 2, 3,
4, and 8, and more powerful under DGP 5 for all values of m. Second, Z,, 5 (m) and I (m) are
less powerful than the best performing RBDS test under DGPs 1, 6, and 7. Third, across all
test statistics the power remains fairly constant for all values of 7 under DGPs 2, 3, and 8. The
test statistics S* 0.3 T*, M*, and T* (RBDS 1-4) also have constant, but very low power, for all
values of m under DGPs L6 and 7. For all other DGPs rejections decrease as m increases.
Fourth, the test statistics S* 0.3 T*, M, and T* (RBDS 1-4) are roughly equally powerful. In
addition, we see a clear difference between the performance of the first set of four RBDS test
statistics as opposed to the second set of four RBDS test statistics. Not surprisingly, under all
DGPs, Z,, s(m) and Z, (m) are far more powerful than the Hong-White test statistic and the
Skaug-Tjestheim test statistic. Hence, these results have been omitted from the comparison.

Table 3 reports the empirical rejection rates under DGPs 1-8 with i.i.d. U (0, 1) innovations
for n = 100. The simulations permit several observations. First, under DGP 8, almost all test
statistics have rejection rates quite close to the nominal size of 5%. This is not surprising, since
in this case the sign AR(1) process (DGP 8) reduces to a uniformly distributed white noise
process. A clear exception is the BDS statistic with far too high rejection rates; see Brock et al.
(1991) for similar Monte Carlo results. _

Second, under DGPs 2 and 3, Z,, s (m) and Z,,(m) are more powerful than almost all other
tests, except for BDS. The power of our test statistics is considerably higher than the powers
ofS:‘l 0.3 I* M and T* under DGPs 1-5, and 7. Under DGP 4, BDS, Z,, ,;(m) I (m), S,, 03> Lo
Mn, and Tn, are equally powerful. Under DGPs 5 and 6, S,1 03> In, Mn, and Tn, slightly outper-
form Z, s(m) and Z,, (m). Third, the power of I (m) almost always is higher than the power
of Z,, 5 (m). _

In summary, the suggested test statistics Z,, s(m) and Z, (m) remarkably outperform many
of the (R)BDS test statistics under various DGPs when the innovations are i.i.d. A(0, 1) or
iid. U(0, 1), and when the sample size is relatively small, and for all values of m.
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Figure 1. Percentage rejections of the BDS statistic, the RBDS test statistics, Z,, ;(m) (2.5) and Z,,(m) (2.6);

n =100 and 5% nominal level with &, ~ i.i.d. N'(0, 1).

tives: Residuals

d alterna

Fixe

4.2,

we compare and contrast the size and rejection rates of eleven portmanteau

In this section,

using residuals obtained from

a fitted AR(1) process. Specifically, when testing for serial dependence, replacing the true

test statistics against AR(2) processes as fixed alternatives,
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Table 3. Percentages rejections of eleven test statistics at the 5% nominal level underi.i.d. U (0, 1);n = 100.

Rank-based BDS test statistics

DGP m  BDS %, EoOMTr 5,0, oM, T Z,,(m) I,(m)
1 2 40 88 92 72 95 309 390 322 455 358 411
4 34 77 70 65 77 205 259 217 349 25 279
6 346 71 64 65 74 147 199 72 290 19 186
2 2 456 101 104 85 108 240 274 238 31 366 399
4 36 102 95 89 104 158 167 140 229 217 286
6 340 99 89 91 101 M1 127 109 186 1227 200
3 2 »B7 64 68 59 69 63 61 57 62 695 715
4 288 70 65 62 71 58 63 56 65 777 830
6 343 71 68 69 75 53 60 56 68 748 85
4 2 997 894 878 799 888 1000 1000 1000 1000 997 999
4 996 727 677 656 711 1000 1000 999 1000 992 997
6 989 592 543 555 581 995 999 997 1000 948 852
5 2 759 W8 184 44 190 921 953 923 966 803 825
4 784 150 B5 126 45 926 940 870 983 80 849
6 700 1B M7 N8 1BO 813 846 726 965 724 699
6 2 891 915 899 81 913 998 999 999 999 879 917
4 808 756 706 686 745 987 992 979 997 786 84l
6 705 606 552 572 599 945 973 947 993 682 696
7 2 511 108 M0 82 M5 405 498 418 568 411 512
4 @7 92 8 79 94 279 350 291 453 256 387
6 376 8 75 77 86 194 269 238 383 152 247
8 2 35 48 52 46 52 54 49 55 53 46 67
4 277 51 5. 50 51 50 51 50 52 34 63
6 349 51 5.0 49 55 51 5.0 4.7 53 43 6.3

parameter value by an estimator introduces a non negligible random term in the empiri-
cal distribution function, and this can affect the finite-sample behavior of the test statistic
under study. To study this issue, we assume that the true DGP is the AR(2) process Y; =
(6 +0.3)Y,_;, — 0.30Y,_, + &, where g, ~ i.i.d. N'(0, 1). However, we fit an AR(1) model to
the generated time series and, using least squares residuals, test for serial dependence. Table 4
shows the percentage rejections for parameter 6 € {0, 0.4, 0.8}.

For 6 = 0the above AR(2) process reduces to an AR(1) process. All rejection rates are fairly
close to the nominal level of 5%, which is not surprising since the residuals will be close to
Gaussian white noise. For & = 0.4, the residuals are non i.i.d. and hence for the test statistics
Z,.5(m) and Z,(m) the results of Theorems 1 and 2 do not apply. Nonetheless, the empirical
rejection rates of these tests and the (R)BDS tests do not deviate too much from the nominal
level of 5%. Finally, as the value of € increases and becomes equal to 0.8, all tests indicate
residual dependence.

Table 4. Percentages of empirical rejection rates of eleven test statistics using least squares residuals
obtained from fitting an AR(1) model to an AR(2) process; 5% nominal level, n = 100.

Rank-based BDS test statistics

0 m BDS 52’03 I My T 5003 IR M, T, Z,s(m) I (m)
0 2 48 41 44 44 47 37 33 4.2 44 33 32

4 47 40 37 43 4.5 39 52 4.8 43 45 35

6 49 47 42 45 49 39 53 5.1 37 47 3.8
0.4 2 49 45 54 49 5.0 438 38 4.8 46 45 4.6

4 50 53 55 51 57 54 5.6 52 65 53 5.6

6 55 54 4.8 5.2 59 6.1 53 5.2 63 48 5.2
0.8 2 181 7.8 10.8 79 9.4 253 285 237 297 13.0 132

4 129 80 9.5 77 8.4 15.9 18.2 14.5 243 129 122

6 109 78 8.5 75 8.2 n4 133 n.2 195 N7 10.5
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An investigation of parameter estimation uncertainty on the properties of the two pro-
posed test statistics in an analytic way is rather difficult. However, we expect that parameter
uncertainty has no impact on the limiting distribution of Z, s(m) and Z, (), because para-
metric model parameter estimators typically converge to the true parameter values at a much
faster rate than our kernel-based non parametric estimator of C(m, §).

5. lllustrative examples

5.1. S&P 500 index

As a first illustration, we consider the daily S&P 500 stock price index from January 1, 1992
to December 31, 2003. The complete series was analyzed by Hong and White (2005). Here
we consider two subperiods. Period 1 (11/2000-02/2003; n = 608) corresponds to the worst
decline in the S&P 500 Index since 1931, with the end of the “dot-com bubble” around Novem-
ber 2000. Period 2 (03/2003-12/2003; n = 218) corresponds to an upward trend with moder-
ate volatility, indicating the start of a new bull market in the first quarter of 2003. We test the
geometric random walk hypothesis, which is equivalent to testing the log-returns for serial
independence.

Table 5 reports the bootstrapped p-values of the (R)BDS, the Skaug-Tjestheim test statistic
J n(m), and the Hong-White test statistic 7 ,(m). With abuse of notation, these latter two
test statistics are the sum of m single-lag two-dimensional test statistics; see Hong and White
(2005) for the definitions of 7, (m) and T, (m). For the first (downward) downward period,
the results of almost all test statistics suggest that the log-returns are not i.i.d. with much
stronger evidence from Z, s(m) and Z,(m) for higher dimensions than from the other test
statistics. On the other hand, the test statistics BDS, I,, M,, and 7 ,(m) do not reject H.
The second (upward) period shows a complete different picture. There, except for the test
statistics T, and J,(m), all test results suggest that the log-returns are i.i.d., that is, the S&P
500 daily stock price index follows a random walk. Given these results, and considering
the volatility of the series, a related null hypothesis worth investigating is the martingale
difference hypothesis.

5.2. Canadian lynx data
As a second illustration, we consider the classic log (base 10) lynx data (» = 114) that have

been extensively analyzed. It is generally believed that this series is non linear, but there is no

Table 5. Bootstrap p-values of tests for daily S&P 500 stock returns; period 1 (11/2000-02/2003; n = 608),
period 2 (03/2003-12/2003; n = 218). Boldface numbers indicate rejection of H at a nominal 5% level.

Rank-based BDS test statistics

Peiod m  BDS Si., o M; Tr S T M, T I, m Zm) T,m) J,m)
1 2 021 007 007 014 008 02 05 05 091 007 001 073 0.04
4 029 0.0 0.00 002 000 000 030 059 009 000 0.00 073 0.00
6 036 0.0 0.00 002 000 000 030 058 0.01 000 0.0 074 0.00
8 043 0.0 0.0 0.02 000 000 029 076 0.00 000 0.0 074  0.00
2 2 02 093 091 031 08 025 033 022 000 063 084 08 0.2
4 030 097 091 049 080 054 010 085 0.00 043 039 081  0.04
6 03 049 041 034 048 009 012 088 000 032 026 08 0.0
8 046 015 013 015 015 000 031 075 0.00 029 007 080 0.2
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Table 6. Bootstrap p-values of eleven test statistics for serial independence applied to the residuals of four
time series models fitted to the log lynx series (n = 114). Boldface numbers indicate rejection of H at a
nominal 5% level.

Rank-based BDS test statistics

Model m BDS S B M, T 5. T M, T, T,sm) Z,(m)
AR(R) 2 025 008 007 05 004 004 06 054 001 002 0.04
4 031 002 001 038 001 008 040 012 001 002 0.2
6 04 001 001 06 001 05 05 004 002 021 006
SETAR272) 2 026 039 033 064 034 051 05 08 021 024 029
4 034 015 015 067 013 040 094 028 009 019 034
6 044 023 025 058 021 09 063 015 008 032 034
2 025 057 066 038 063 060 098 056 013 038 042
SETAR(31,7,2)
032 026 040 027 032 048 092 027 015 020 025
041 041 044 017 04 064 062 015 014 016 025
EXpAR() 025 002 012 032 001 002 012 015 001 000 0.00

033 0.02 0.14 039 0.01 0.23 014 0.68 0.02 0.01 0.01
0.43 0.01 038 0.55 0.00 0.12 038 032 0.04 0.03 0.01

o NO D

agreement on which non linear model is most appropriate for the data. Tong (1990, Chap-
ter 7) reproduced four time series models proposed in the literature. For the original series,
the set of models consists of an AR(2) model, a SETAR(2;7,2) model, and a SETAR(3;1,7,2)
model. For the mean-deleted log lynx series, we consider an EXPAR(2) model. Using three
parametric portmanteau tests statistics, Tong (1990, p. 388) detected “no obvious lack of fit”
of the specified SETAR(2;7,2) model. In addition, he remarked that the DGP underlying the
series can be well represented by the fitted SETAR(3;1,7,2) model. By contrast, the adequacy
of the fitted AR(2) and the fitted EXPAR(2) model was seriously questioned.

Table 6 shows p-values, based on 1,000 bootstrap replicates, of the (R)RBDS statistics and
our test statistics (2.5) and (2.6) applied to the residuals of the abovementioned models. For
the AR(2) model we see that BDS, M, T, and M, fail to reject the null hypothesis of resid-
ual serial independence at a 5% nominal level, and for almost all values of m. For the fitted
SETAR(2;7,2) and SETAR(3;1,7,2) models, the p-values suggest that both these models ade-
quately capture the non linear phenomena in the data. Finally, for the fitted ExpAR(2) model,
we observe very pronounced evidence of residual dependence from the reported p-values of
the RBDS test statistics Sy 5, T, T,,, and from our test statistics Z,, s(m) and Z,(m). Unfor-
tunately, the BDS test statistic fails to notice any model inadequacy in the residuals obtained
from the AR(2) and ExpAR(2) specifications.

In summary, most test statistics correctly indicate the presence or lack of serial indepen-
dence in the residuals of the fitted models. One notable exception, however, is the test statistic
M that gives rise to far too high p-values in all cases. Moreover, from the p-values reported
for residuals of the AR(2) models we see that in the cases of 5:70_3 and I~;‘ no evidence of
residual serial dependence is detected when m = 2, while for m = 4 and 6 the p-values of
these test statistics are smaller than the nominal 5% level. Thus, it is recommended not to
rely completely on low-dimensional test results. Finally, we like to mention that the results
(not displayed here) of the well-known Ljung-Box and McLeod-Li portmanteau test statistics
provided no evidence of inadequacy of the fitted time series models.

6. Concluding remarks

This paper has developed two non parametric portmanteau tests for detecting time series non
linearities in high dimensions using the correlation integral. The tests statistics are consistent
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and asymptotically normally distributed. The finite-sample rejection probabilities of the tests
do not differ too much from their asymptotic levels. Our tests are invariant under continuous
monotonic transformation of data. Moreover, no unrealistic data requirements are needed
when the dimension m increases. _

On the whole, our simulation results indicate that in commonly used samples, the Z,, (m)
test performs similarly, and sometimes better, as the best performing RBDS test statistic T,.An
additional advantage is that our test statistics can be relatively easily computed by adjusting
the fast MATLAB code for computing the traditional BDS statistic of Kanzler (1999), whilst
T, is computationally demanding when n > 200, and is therefore not viable in practice.
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Appendix: Proofs

Proof of Theorem 1.
(i) We first show

2

m m—1.2
\/E(CCSE’(’?)__% )_D>N(o, Q), where Q =4<;Z"cm—112 TZC t ) (A.1)
where t2 = K™ — C?" 4+ 2 """ L (K"ICH — C*™).

Since (C,s5(m),C,s(1))T is a vector U-statistic with non degenerate kernel, so it
is asymptotical normal, we only need to find its asymptotic marginal distribution
and asymptotic covariance. For this, let 1,,(z) = Eg,1(|| z— Z, || < §), and 1} =
Varg,(nm(Z1)),then0 < 17 < 00.In fact, by Theorem 2.1 of Brock et al. (1996), which
in turn is based on Theorem 1c of Denker and Keller (1983), we have

Jn(Cos(m) = C™) 3 N (0, 472)
and
V1(C,s(1) = C) > N(0, 472).

We only need to check the asymptotic covariance of /n(C,;(m)—C™) and
/1n(C, 5(1) — C). Expanding the product /n(C,;(m) —C")/n(C,s(1) —C) and
leaving out terms with zero expectation, we have

1 1
Cov (v/n(C, 5(m) — C"), V/n(C,5(1) = C)) = n(,,,mﬂ) E ((H —m)
2 2

me|:(1(|Y1 Y <8 Y= Yy <8, |V — Yoaa] < 8) —C’”)
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~n

=n

x(10% - 2l = 8) —C)}

m—1
+(n— m) ZjE[(l(m —Yl <80 -

j=1

=5 -c") (1% - vsl £ 9) —C)}

Y3| 581--‘7|Ym_Ym+1|

+(n—m)m(n —m — I)E[(l(lYl N =<4 =Y <4,...,

X[V =Ygl = 8) = C") (1(Y: = Ve

55)—c)}

+ (other terms in which the Z;’s and Z;’s have common indices

for their components)

n—2m—1

+ Z (n—2m— j)m

j=0

xE[(l(m — Yol <8, 1% — Yool <35,

X (10 = Yl = 8) —C)}

n—2m—1
+ ¥ (n—zm—jx(’:) —m)

j=0

xE[(l(m Y] <8, Yy = Vypia| <6,

x(10% - 2l = 9) —C)}
n—2m—1

+ Z (n—2m— j)2m(n — 2m)

j=0

xE[(l(m — Yyl < 8,12 = Yl <35,

X (101 = Yansa] = 8) —C)]

n—2m

1 1
0 2

xE[(l(m Y] <8, |Ys = Vypia| <6,

x(10Y; = Y] < 9) —C)]

11 ,
—m(n—2m)*(n—2m+1)

("5 6)

’|Ym_Y2m|§8)_Cm>

o Yo = Youl = 8) = C”)

o Vo = You| = 8) —C7)

oo Yo = Yol < 8) = C")
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XE|:<1(|Y1 - Ym+1| = 8’ |Y2 - Ym+2| = 8’ ) |Ym - Y2m| = 6) _Cm)

X (1% = Vo] = 8) —C)]

— 4m[P(|Y, — Y1l <6, [Y1 — Yoyl <)
XP(|Yy = Yopol <68,y |V — Yol <8) — C™]
=4m[P(lY, — Y| <8, |Y; — Y3] < 8)C" ' = C™'] = 4mC" ' (y — C).
Observe  that y = Ey,[P(|Y, —Yi| <&, |Y; —Yi| < &)|V1] = Ey,P*(|Y, — V3| <
81Y1) = K. Using the relationship 2 = K — C* we have (A.1).

Now let g(x, y) = In(x/y™) and G(x, y) = (dg/dx, dg/dy) = (1/x, —m/y). We have
g(C™, C) = 0. By (A.1) and the delta method (e.g. Serfling, 1980), we get

VT, 5(m) = V/u(g(Cys(m), Cus(1)) — g(C", €)) = N'(0, 6% (m, 8)),

where o2(m) = G(C", O)QGT(C", C) = 4( T + "2 @y — (T 4
mZ(CZ—K))
C? :

(ii) Since the estimator is an U-statistic with an indicator kernel, with § € (0, 8,) for some
small 8y > 0,s0{Z, s(m) : 8 € (0, 8y)} is a P-Donsker class (van der Vaart and Wellner,
1996), and so the weak convergence in Part (i) is in the [* sense, thus we can take the
limit § — 0 on both sides of the expression in Theorem 1 (i), and get

lim im V/nZ,.5(m) = v/a(@(Cos(m). C,5(1)) = g(C", ©)) = N (0, 0% (m))

with o2(m) = lims_.o0%(m, §), and the result does not depend on the rate at which
8 — 0. In the above argument, we use the fact that, the theorems for Donsker class in
van der Vaart and Wellner (1996) for empirical process are in fact valid for U-statistics
based on i.i.d. observations. O

Proof of Theorem 2. Let = denote weak convergence on C[a, b], and W (-) be the Gaussian
process on [a, b] with E[W (§)] = 0 and Cov (W (8,), W (8,)) = o*(m, 8; A 8,). For clarity
we denote 7, ;(m) as Z,,(m, §). We first prove

T, (m, ) S W(). (A2)

In fact, by Theorem 1 (i) and similarly in its proof, we see that any finite dimensional distri-
bution of /nZ, (m, -) weakly converges to those of W (-), so we only need to check tightness of
the sequence {X,,(-)} = {/nZ,(m, -)} on C[a, b], and by Theorem 12.3 in Billingsley (1968, p.
95), we only need to show that (the original result is for C[0, 1], and it is the same for C|a, b])

(i) The sequence {X,(0)} is tight.

(ii) There exist constants ¥ > 0 and & > 1 and a non decreasing, continuous function G
on [a, b] such that for all §;, 8, € [a, b],

P(IXu(81) — X, (82)| = 2) = A—lylG(Sl) — G(&)[*. (A.3)

In fact, define In(0/0) = ¢ = lims_¢In(C(m, §)/C™(1,6)), then {X,(0)}={c}, a
constant sequence, so (i) is true. Also, by Theorem 1, X,(8;) — X, (52) 2 N(0, p?),
with 02 = p%(81,8,) =0%(m, 8,) +0%(m, 8,) —20%(m, 8, A 8) = 0% (m, 8,V 8,) —
o?(m, 8, A8y) = |o*(m,8,) —o*(m,8,)| and 8 V8§, = max(§,,8,). By definition of
C,.5(m), its variation is an increasing function of 8, that is, o> (m, -) is an increasing function
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and apparently it is continuous. Thus, there is an increasing function G on [a, b] satisfying
0%(81,8,) < |G(8;) — G(8,)|* forall §,, 8, € [a, b]. Thus, for large n,

1
P(Xa(81) = X, (82)[ = 2) = 51G(81) — G,

and (ii) is satisfied and so (A.2) is true.

Now, let J(r) = fab r(8)h(8)ds forr € Cla, b), thenVr, s € Cla, b, |J(r) — J(s)| < f: [|r —
s|lh — Oas ||r —s|]| = 0, thatis, J(-) is a continuous function on C[a, b]. Thus, by (A.3) and
the basic property of weak convergence, we have

b b
VL, (m) = «/5/ T,.5(m)h(8)ds = J(/nL,(m, ) = J(W) = / W (8)h(8)ds.

Lastly, divide [a, b] into k intervals each of equal length A, let §; be a point in the ith interval,
then J(W) = lima_,¢ Zle W (8)h(8;) A = lima_,¢ Ji. Since W (8;) ~ N (0, 0%(m, §;)) and

k

k
Var() = Y Y 07 (m, 8; ASh(8)h(8)) A =V, (m),

i=1 j=1

we have J, ~ N(0, V2, (m)), with characteristic function s;(t) = exp(—t*V,(m)/2) —
exp(—t2V;?(m)/2) which is the characteristic function for N(0, V}?(m)), and where

b pb
th(m) = klirgo Vk%h(m) = f / o?(m, s A t)h(s)h(t)dsdt.

Thus, we get J(W) ~ N (0, V;?(m)). O
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