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#### Abstract

We give conditions on $a \geq-1, b \in(-\infty, \infty)$, and $f$ and $g$ so that $C_{a, b}(x, y)=x y(1+a f(x) g(y))^{b}$ is a bivariate copula. Many well-known copulas are of this form, including the Ali-Mikhail-Haq Family, HuangKotz Family, Bairamov-Kotz Family, and Bekrizadeh-Parham-Zadkarmi Family. One result is that we produce an algorithm for producing such copulas. Another is a one-parameter family of copulas whose measures of concordance range from 0 to 1 .
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## 1. Introduction

Briefly, a bivariate copula (copula for short) is the joint distribution function of a pair of random variables $U$ and $V$ that are each uniformly distributed on $[0,1]$. Precisely, $C:[0,1]^{2} \rightarrow$ $[0,1]$ is a copula if and only if

- $C(1, u)=C(u, 1)=u$;
- $C(0, u)=C(u, 0)=0$;
- $C(x, y)-C(x, b)-C(a, y)+C(a, b) \geq 0$ for $[a, x] \times[b, y] \in[0,1]^{2}$.

If we have $C:[0,1]^{2} \rightarrow[0,1]$ such that $C(1, u)=C(u, 1)=u, C(0, u)=C(u, 0)=0$, and we can find $c:[0,1]^{2} \rightarrow[0, \infty)$ such that

$$
C(x, y)=\iint_{[0, x] \times[0, y]} c(u, v) d u d v,
$$

then $C$ is a copula, and $c$ is called a copula density for $C$.
Copulas are used to model multivariate data when one wants to separate modeling the dependence of the components of each sample point from modeling the marginal distributions of the components. For example, if we have a random sample $\left(X_{k}, Y_{k}\right), k=1,2, \ldots N$, from $(X, Y)$ with distribution function $F(x, y)$ and marginal distribution functions $F_{X}$ and $F_{Y}$, and we assume that $F_{X}$ and $F_{Y}$ are continuous, then we know that $F_{X}(X)$ and $F_{Y}(Y)$ are uniformly distributed on $(0,1)$. Therefore,

$$
\operatorname{Pr}\left(F_{X}(X) \leq x, F_{Y}(Y) \leq y\right)=: C(x, y)
$$

defines a distribution function $C$ supported on $[0,1]^{2}$ whose marginals are uniform on $[0,1]$. $C$ is called a (bivariate) copula, and we can express $F$ as

$$
F(x, y)=C\left(F_{X}(x), F_{Y}(y)\right) .
$$

Presuming that we are satisfied with estimates of $F_{X}$ and $F_{Y}$ obtained from the data, we are left with the problem of choosing an appropriate copula. One way to do this is to choose a measure of concordance, such as Kendall's tau, compute its sample value, and then choose a copula with the same population value of that measure of dependence.

Some examples of copulas are
Farlie-Gumbel-Morgenstern Family: $C_{a, b}(x, y)=x y(1+a(1-x)(1-y))$, Ali-Mikhail-Haq Family: $C_{a, b}(x, y)=x y(1+a(1-x)(1-y))^{-1}$,

Huang-Kotz Family: $C_{a, b, p}(x, y)=x y\left(\left(1+a(1-x)^{p}(1-y)^{p}\right)\right.$,
Bekrizadeh-Parham-Zadkarmi Family: $C_{a, b, p}(x, y)=x y\left(1+a\left(1-x^{p}\right)\left(1-y^{p}\right)\right)^{b}$, each for appropriate choices of $a, b$, and $p$.

Each of these copulas is of the form

$$
F_{U, V}(x, y)=x y(1+a f(x) g(y))^{b},
$$

where $f$ and $g$ are continuous and strictly decreasing on $[0,1]$ with $f(0)=g(0)=1$ and $f(1)=g(1)=0$.

The literature on copulas and copula methods is extensive. For a short introduction and overview of copulas, see Nelsen (2003).

## 2. One theorem, many well-known copulas!

Consider the class, $\mathcal{C}$, of decreasing continuous one-to-one functions $f$ mapping $[0,1]$ onto $[0,1]$ with the additional properties

- $f$ is continuously differentiable on $(0,1)$,
- $x f^{\prime}(x) \rightarrow 0$ as $x \searrow 0$,
- $x f^{\prime}(x)$ converges as $x \nearrow 1$.

For example, if $p \geq 1$ and $q>0$, then $f(u)=\left(1-u^{q}\right)^{p}$ is in $\mathcal{C}$.
Theorem 1. Suppose $a \in[-1, \infty), b \in(-\infty, \infty), F>0, G>0, a b F G \geq-1, a b F \leq 1$, and $a b G \leq 1$. Suppose $\{f, g\} \subset \mathcal{C}$ and

$$
\begin{align*}
& f(x)-\frac{x f^{\prime}(x)}{F} \in[0,1]  \tag{1}\\
& g(y)-\frac{y g^{\prime}(y)}{G} \in[0,1] \tag{2}
\end{align*}
$$

For $(x, y) \in(0,1)^{2}$ define

$$
\begin{equation*}
C(x, y)=x y(1+a f(x) g(y))^{b}, \tag{3}
\end{equation*}
$$

and extend $C$ to $[0,1]^{2}$ by continuity. Then $C:[0,1]^{2} \rightarrow[0,1]$ is a bivariate copula.
Proof. Since $f(1)=g(1)=0$, we have $C(z, 1)=C(1, z)=z$. If $a>-1$ or $b>0$ then $C(z, 0)=C(0, z)=0$ for $z \in[0,1]$. If $a=-1$ and $b<0$, we need to show that $C(x, y) \rightarrow 0$ as $(x, y) \rightarrow\left(0^{+}, 0^{+}\right)$. Multiplying (1) by $F x^{-F-1}$ and integrating from $z$ to 1 show that $f(z) \leq 1-z^{F}$. In the same way, $g(z) \leq 1-z^{G}$, so for $(x, y)$ sufficiently close to $(0,0)$ we have

$$
x y(1-f(x) g(y))^{b} \leq \frac{x y}{\left(x^{F}+y^{G}-x^{F} y^{G}\right)^{[b]}} .
$$

The right-hand side converges to 0 as $(x, y) \rightarrow\left(0^{+}, 0^{+}\right)$, since we are assuming $1 \geq a b F=$ $|b| F$ and $1 \geq a b G=|b| G, C(x, y) \rightarrow 0$ as $(x, y) \rightarrow\left(0^{+}, 0^{+}\right)$.

Next, on $(0,1)^{2}$ we have

$$
(1+a f(x) g(y))^{2-b} \frac{\partial^{2} C}{\partial x \partial y}=H(x, y),
$$

where

$$
\begin{aligned}
H(x, y)= & \left(1+a f(x) g(y)+a b x f^{\prime}(x) g(y)\right)\left(1+a f(x) g(y)+a b y g^{\prime}(y) f(x)\right) \\
& +a b x f^{\prime}(x) y g^{\prime}(y) .
\end{aligned}
$$

It remains to show that $H$ is non negative.
Suppose that $a b>0, a b F \leq 1$, and $a b G \leq 1$. Since $0 \geq x f^{\prime}(x) \geq F(f(x)-1)$,

$$
\begin{aligned}
1+a f(x) g(y)+a b x f^{\prime}(x) g(y) & \geq 1-f(x) g(y)+a b F(f(x)-1) g(y) \\
& \geq 1-f(x) g(y)+(f(x)-1) g(y) \\
& \geq 1-g(y) \\
& \geq 0 .
\end{aligned}
$$

Similarly, $1+a f(x) g(y)+a b y g^{\prime}(y) f(x) \geq 0$, so

$$
H(x, y) \geq\left(1+a f(x) g(y)+a b x f^{\prime}(x) g(y)\right)\left(1+a f(x) g(y)+a b y g^{\prime}(y) f(x)\right) \geq 0 .
$$

On the other hand, suppose that $a b<0$ and $a b F G \geq-1$. Then since

$$
\begin{aligned}
& 0 \leq-x f^{\prime}(x) \leq F(1-f(x)) \text { and } 0 \leq-y g^{\prime}(y) \leq G(1-g(y)) \text {, } \\
& H(x, y) \geq(1-f(x) g(y))^{2}+a b x f^{\prime}(x) y g^{\prime}(y) \\
& =(1-f(x) g(y))^{2}+a b F G(1-f(x))(1-g(y)) \\
& \geq(1-f(x))(1-g(y))-(1-f(x))(1-g(y)) \\
& =0 \text {. }
\end{aligned}
$$

Corollary 1. Suppose $a \in[-1, \infty), b \in(-\infty, \infty), p_{i} \geq 1$ and $q_{i} \geq 0, a b q_{i} \leq 1, i \in\{1,2\}$, and $a b q_{1} q_{2} \geq-1$. Then

$$
C(x, y)=x y\left(1+a\left(1-x^{q_{1}}\right)^{p_{1}}\left(1-y^{q_{2}}\right)^{p_{2}}\right)^{b}
$$

defines a bivariate copula.
Remark 1. We have now, in one stroke, the following copula families:
Farlie-Gumbel-Morgenstern Family: $C(x, y)=x y(1+a(1-x)(1-y)), a \in$ $[-1,1]$;
Ali-Mikhail-Haq Family: $C(x, y)=x y(1+a(1-x)(1-y))^{-1}, a \in$ $[-1,1]$;
Huang-Kotz Family: $C(x, y)=x y\left(\left(1+a(1-x)^{p}(1-y)^{p}\right), a \in\right.$ $[-1,1], p \geq 1 ;$
Bairamov-Kotz Family: $C(x, y)=x y\left(1+a\left(1-x^{q}\right)^{p}\left(1-y^{q}\right)^{p}\right), a \in$ $[-1,1]$, $p \geq 1, q \geq 0 ;$
Bekrizadeh-Parham-Zadkarmi Family: $C(x, y)=x y\left(1+a\left(1-x^{p}\right)\left(1-y^{p}\right)\right)^{b}$, $b \in\{0,1,2, \ldots\}, a b p \leq 1, a b p^{2} \geq-1$,
as well as a new four-parameter family $C(x, y)=\left(1+a\left(1-x^{q}\right)^{p}\left(1-y^{q}\right)^{p}\right)^{b}, a b q \leq 1$, $a b q^{2} \geq-1, a \geq-1, q \geq 0$, and $p \geq 1$, which we propose to call the Fractional Bairamov-
Kotz (FBK) Family. Note also that we are weakening the requirements on $b$ in
the Bekrizadeh-Parham-Zadkarmi Family and that our copulas need not be symmetric in $x$ and $y$.

Proof. If $a b q_{1} q_{2}=0$ then $C(x, y)=x y$ which is the uniform distribution function on $[0,1]^{2}$. Otherwise, suppose $p \geq 1$ and $q>0$. Put $h(u)=\left(1-u^{q}\right)^{p}$. Then setting $v=1-u^{q} \in$ $[0,1]$

$$
\begin{aligned}
h(u)-\frac{u h^{\prime}(u)}{q} & =\left(1-u^{q}\right)^{p}+p\left(1-u^{q}\right)^{p-1} u^{q} \\
& =p v^{p-1}-(p-1) v^{p} \\
& \in[0,1]
\end{aligned}
$$

so the corollary follows by setting $F=q_{1}$ and $G=q_{2}$ in the Theorem.
Remark 2. It is worth noting that the family

$$
C_{q}(x, y)=\frac{x y}{\left(1-\left(1-x^{q}\right)\left(1-y^{q}\right)\right)^{1 / q}}, \quad q>0
$$

has the property that

$$
\begin{aligned}
\lim _{q \rightarrow 0^{+}} C_{q}(x, y) & =x y, \\
\lim _{q \rightarrow+\infty} C_{q}(x, y) & =\min (x, y)
\end{aligned}
$$

and is continuous in $q$. Since $C(x, y)=x y$ is the independent copula and $C(x, y)=\min (x, y)$ is the Fréchet-Hoeffding upper bound copula, for any measure of concordance, the theoretical range of this family's concordance values is $(0,1)$; see Scarsini (1984) for more details.

Remark 3. If we set $a=1 /(n F)$ and $b=n$ then

$$
C(x, y)=\lim _{n \rightarrow \infty} x y\left(1+\frac{1}{n F} f(x) f(y)\right)^{n}=x y \exp \left(\frac{f(x) f(y)}{F}\right)
$$

is a copula as is

$$
C(x, y)=x y \exp \left(-\frac{f(x) g(y)}{F G}\right)
$$

obtained by setting $a=-1 /(n F G)$ and $b=n$ and letting $n \rightarrow \infty$.

## 3. A copula recipe

Theorem 1 provides us a recipe for constructing $f$ and $g$, and thereby, a recipe for constructing copulas. Suppose we are given $\phi:[0,1] \rightarrow[0,1]$, where $\phi$ is continuous and $\phi(0)=1$. The theorem tells us that $f$ and $g$ can be obtained by solving differential equations of the form

$$
h(u)-\frac{u h^{\prime}(u)}{H}=\phi(u), \quad h(1)=0
$$

on $(0,1]$. A solution of such a differential equation is

$$
h(u)=H u^{H} \int_{u}^{1} \frac{\phi(v)}{v^{H+1}} d v=H \int_{1}^{1 / u} \frac{\phi(u z)}{z^{H+1}} d z .
$$

Recall that we want $h \in \mathcal{C}$. We extend $h$ to $[0,1]$ by continuity and see that $h(0)=1$. If we assume that $\phi(v)$ is non increasing then $h$ is strictly decreasing. For example, if $\phi(v)=0$ for
all $v \in[0,1]$, then $h(u)=1-u^{H}$. It is difficult to see what the most general condition on $\phi$ might be. For example, suppose $N$ is a positive integer and we define

$$
h(x)=1-x(1+\operatorname{sinc}(N \pi x))
$$

where $\operatorname{sinc}(x)=\sin (x) / x$; we have $h(0)=0, h(1)=1, h^{\prime}(x)=-(1+\cos (N \pi x))$, and

$$
\left.\phi(x):=h(x)-\frac{x h^{\prime}(x)}{H}=1-x(1+\operatorname{sinc}(N \pi x))-\frac{1+\cos (N \pi x)}{H}\right) .
$$

To keep $\phi(x) \geq 0$, we need

$$
H \geq \frac{1+\cos (z)}{1+\operatorname{sinc}(z)}
$$

Since the right-hand side is maximized as a function of $z \geq 0$ for some $z \in(\pi, 2 \pi)$ and is the ratio of an increasing function to a decreasing function on this interval, we see that a lower bound for $H$ is

$$
H \geq \frac{1+\cos (23 \pi / 12)}{1+\operatorname{sinc}(22 \pi / 12)} \approx 2.153
$$

independent of $N$. Smaller values of $H$ are possible, and numerical experiments indicate that $H$ may be as low as 2.09 independent of $N$.
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