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by
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ABSTRACT

We extend previous theoretical investigations of the creation of quantized circulation states

by stirring Bose-Einstein condensates (BEC) confined in “racetrack" potentials. The previ-

ous study, Producing Smooth Flow in Atom Circuits by Stirring, used the Gross-Pitaevskii

equation (GPE), which is valid at T = 0 K. Here we use a non-zero temperature model

based on the Zaremba, Nikuni, Griffin (ZNG) theory to simulate stirring racetrack BECs.

The two main goals of this thesis are 1) to understand the effects of temperature on the

production of circulation and 2) to understand the mechanism by which the circulation is

excited. We find that it is possible to produce circulation at non-zero T in much the same

way as at absolute zero, and the consideration of thermal effects is important for determin-

ing the precise amount of circulation obtained by stirring for a fixed total number of atoms.

We also present a case study of the mechanism by which stirring produces flow in the GPE

model.
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CHAPTER 1

INTRODUCTION

When a gas of atoms is cooled down and its temperature approaches absolute

zero, the matter-wave characteristics become pronounced. This can be understood by con-

sidering the behavior of the average matter-wavelength of the constituent atoms of the gas,

λdB = h/p. As the temperature is lowered, the average momentum p decreases as well,

resulting in an increase of λdB. If the atoms are identical bosons confined in a box, at some

point their average wavelength becomes comparable to the average inter-particle spacing,

λdB ∼ ρ−1/3, where ρ is the number density. When this happens their matter-waves can

interlock and they all share the same single-particle wavefunction. This is a Bose-Einstein

condensate (BEC).

After a laboratory BEC was created in trapped atomic gases in 1995 [1, 2], re-

searchers began using them as a test-bed for theories of superfluidity and condensed mat-

ter. Since then, ultra-cold atomic systems have become a versatile and widely used system

for physics research. Some examples of such research include the investigation of states

that obey anyonic statistics [3, 4], simulation of the expansion of the universe in a labora-

tory [5], and the realization of circuits that use neutral atom currents [6]. This thesis falls

under the category of this last development, which is termed atomtronics [7]. There has

been much research done involving atomic BECs after they were created in the lab, see

Refs. [8] and [9] and references therein for a broad overview.

The bulk of the theoretical research examining the properties and behavior of

15
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atomic BECs is based on the Gross-Pitaevskii equation (GPE). However, the GPE model

does not account for the effects of non-zero temperature. Since the 3rd law of thermody-

namics prevents any system from reaching absolute zero temperature in a finite number of

operations, the importance of the effects of non-zero temperature needs to be investigated.

There are a number of non-zero temperature models. These are briefly discussed in section

2. In this work we use the Zaremba, Nikuni, and Griffin (ZNG) model [10], to extend

to non-zero T a previous study [11] where the GPE was used to simulate the production

of macroscopic flow by stirring BECs confined in “racetrack" potentials. The racetrack

potential consists of two semi-circular channels connected by straight channels of length

L.

1.1 The Gross-Pitaevskii Equation

The time-dependent Gross-Pitaevskii equation models a system of identical

bosons and assumes that all of the particles are in the same single-particle state. This

equation has the form:

ih̄
∂

∂ t
Φ(r, t) =

(
−h̄2

2m
∇

2 +Vtrap(r, t)+gnc(r, t)

)
Φ(r, t) (1.1)

where Φ(r, t) is the condensate wavefunction that all of the atoms in the BEC share so that

nc(r, t) = Φ∗(r, t)Φ(r, t) is the condensate density. In the above equation, m is the mass of

a condensate atom, Vtrap is the external potential that the BEC sits in, g = 4π h̄2as/m deter-

mines the strength of binary scattering, and as is the s-wave scattering length. A derivation

of the GPE is presented in Appendix A.
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More often than not this equation needs to be solved numerically, although there

exist some exact solutions. The system that we will consider requires the numerical ap-

proach. The GPE reduces to the linear single-particle Schrödinger equation if g = 0, and

even if not shares some important features with it. One of those features is the quantization

of circulation, as we describe next.

1.2 Quantization of Circulation

The “circulation" of a fluid around a closed path is a measure of flow of the

fluid along the path. In this section we motivate and present a quantitative definition of this

quantity and relate it to the condensate wavefunction.

We can compute the time derivative of the condensate density nc(r, t) and use the

GPE and its complex conjugate to show that the probability distribution governed by the

time-dependent Schrödinger equation and GPE obeys a continuity equation:

∂nc

∂ t
=−∇∇∇ · j, (1.2)

which is a statement of the conservation of probability. The probability current j is defined

by

j(r, t) =
h̄

2mi
(Φ∗∇∇∇Φ−Φ∇∇∇Φ

∗) (1.3)

where m is the mass of a condensate atom, and i =
√
−1. We can define the velocity field

vc(r, t) of the condensate in terms of the probability current as

j(r, t) = nc(r, t)vc(r, t).
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By introducing the phase, θ(r, t), and amplitude, A(r, t), of the complex-valued

wavefunction Φ(r, t) = A(r, t)eiθ(r,t), it can be shown that the velocity of the condensate is

proportional to the gradient of the phase of the wavefunction:

vc(r, t) =
h̄
m

∇∇∇θ(r, t). (1.4)

We can compute the path-integral of this velocity field between two points in space ri and

rf

C̃ (t) =
∫

P
vc(r, t) ·dr (1.5)

where the integration is along a specified, directed path P. The path P is a piece-wise

smooth continuous curve that connects ri and rf, and dr is a line element along P. With

this we can define the circulation of the condensate around the given path P by letting

ri = rf and write it as

C (t)≡
∮

P
vc(r, t) ·dr, (1.6)

and this is illustrated in Fig. 1.1. The quantization of the circulation of a BEC arises from

the requirement of single-valuedness of the wavefunction and is a general feature of the

linear Schrödinger equation as well as the GPE and the generalized GPE that is introduced
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in Sec. 2.2 as part of the ZNG model. We can make use of Eq. (1.4):

C (t) =
∮

P
vc(r, t) ·dr

=
h̄
m

∮
P

∇∇∇θ(r, t) ·dr

=
h̄
m

(
θ(rf, t)−θ(ri, t)

)
=

2π h̄w(t)
m

(1.7)

where w(t) is an integer, which we will often refer to as the “winding number." The ac-

cumulated phase around the closed path must be an integer multiple of 2π because the

condensate wavefunction must be single-valued:

Φ(rf, t) =Φ(ri, t)

|Φ(rf, t)|eiθ(rf,t) = |Φ(ri, t)|eiθ(ri,t),

(1.8)

and we can write

θ(rf, t) = θ(ri, t)+2πw(t). (1.9)

Thus, the circulation is quantized in units of (h/m). The creation and destruction of states

with non-zero w is a central theme in the operation of our atom circuits. In Fig. 1.1, the

path shown encloses several vortex lines. We note that ∇∇∇× vc = 0, except on the line of

a vortex. This means that vc is a conservative vector field, and so the path P can be de-

formed arbitrarily, as long as it does not cross a vortex line. This deformation is illustrated

in Fig. 1.1, and it shows that the winding number represents the net number of vortices

enclosed by the path of integration P since we can equivalently integrate around concentric
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circles enclosing each vortex line. Therefore, a calculation of Eq. (1.7) for Fig. 1.1 would

yield a circulation proportional to a winding number w = 1.

ir = rf

dr

ir = rf

Path of integration

Figure 1.1: A visual aid for circulation calculations. The white holes represent counter-

clockwise (CCW) vortices and the red hole a clockwise (CW) vortex.

1.3 Atom Circuits

Atom circuits are analogous to electric circuits, except that instead of elec-

tric charge flowing there is a neutral-atom current. The design and study of such systems is

known as atomtronics. Atom circuits consisting of Bose-Einstein condensed gases confined

and manipulated by laser light have potential for applications and fundamental physics re-

search, due to the relative ease with which system parameters can be tuned. A major ad-

vantage of using BECs is the fact that they are coherent matter, and as such can be used for

interferometric routines [12, 13]. This matter-wave interference can then be used to create

quantum sensors. Matter-wave rotation sensing schemes making use of the Sagnac effect

can boost sensitivity improvements on the order of 1011 compared to light-based schemes
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with the same area [14].

There is also the prospect of using atomtronic systems for the physical imple-

mentation of a quantum computer owing to the coherent nature of BECs and their long

decoherence time. Researchers are on the hunt for atomtronic-enabled quantum comput-

ing [15, 16]. Atomtronic systems can also be used as “simulators" of physical phenomena

not easily accessible in other systems. Currently experimentalists can precisely tune system

parameters including the strength of interactions via a Feshbach resonance [8, 17] and the

trapping potential energy landscape [18].

Modern society relies heavily on electronic circuitry. Almost everything we do

seems to involve the use of electricity, be it preparing food, operating machinery, saving

lives, or communicating with each other. Before electronic circuits became as pervasive

and useful as they are now, scientists and engineers had to develop an understanding of

the basic principles that govern their behavior. This is the stage we are at now with atom-

tronics. A few basic components of atom circuits have been designed and studied [6, 19],

and an important next step would be to come up with a standard set of rules for a lumped

abstract model, akin to those used in basic electronics such as Kirchoff’s loop and junction

rules.

In 2013, a group at the Joint Quantum Institute performed experiments wherein

they formed BECs into rings in an all-optical trap and excited units of quantized circulation

in them by stirring with focused laser beams scanned across the channel fast enough to pro-

duce a time-averaged flat barrier [20]. This thesis work is inspired by these experiments,

and it generalizes the ring geometry to a racetrack, described in Sec. 3.1, in order to have
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room for atom circuit elements.

If macroscopic circulation can be excited in more generalized geometries than

rings, more possibilities for atomtronics applications will be opened up for the future. Fig-

ure 1.2 shows an idealized picture of possible atom circuit operation. The first step is to

create a BEC in the confining potential as shown in panel a) of Fig. 1.2. The next step is

to create flow by some means, e.g. stirring the BEC, shown in panels b) and c). Once a

state of overall circulation is present, the trapping potential can be modified in realtime in

order to realize some sort of application. As an example, panel d) of Fig. 1.2 shows a ring

formed along the path of the racetrack.

It is clear from this idealized atom-circuit model that creating smooth flow in the

BEC is an essential component of its operation. In this thesis we are interested in studying

whether and how smooth flow can be created in an atom-circuit BEC by stirring it with a

barrier. In addition, we are also interested in understanding the mechanism for production

of flow. A previous work [11] considered the question of making flow in a condensate

by stirring using a zero temperature model based on the GPE. The study presented here

extends that work with a non-zero temperature model, the ZNG model, which is briefly

reviewed in the next chapter.
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Make Flow
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Figure 1.2: Depiction of atom circuit operation. The images with the dark blue back-

grounds show the density of the BEC, dark blue corresponding to zero. The images with

the green backgrounds (and the bands) are the phase of the condensate wavefunction in the

z = 0 plane, with the color scale representing the phase from −π to π , going from blue to

red. The number of bands is given by Eq. (1.7).



CHAPTER 2

MODELING THE EFFECTS OF TEMPERATURE

2.1 The Zaremba-Nikuni-Griffin (ZNG) Model

In order to study the effect that non-zero temperature has on these ultra-cold

atomic systems, which exist at temperatures T ∼ 10−7 K, a model beyond the zero-temperature

GPE model is needed. Here we illustrate the ideas behind the ZNG model by imagining a

system of identical bosonic particles confined in a harmonic oscillator potential in which

the different atoms can occupy different energy levels. Figure 2.1 shows an example of

how the particles are distributed among the different energy levels. Since we are dealing

with bosons, an arbitrary number of them can occupy the same state. If the temperature is

below a critical value, Tc, a large fraction of the particles occupy the ground state. This is

the condensate. At temperature T , the non-condensate atoms are distributed according to

the Bose-Einstein distribution, which gives the average number of bosons in a state with

energy ε̃ j in thermal equilibrium,

f 0(ε̃ j) =
1

e(ε̃ j−µ̃)/kBT −1
, (2.1)

where kB is the Boltzmann constant. The chemical potential, µ̃ , of the non-condensate is

the energy required to add another non-condensate atom.

24
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Non−condensate

Figure 2.1: A representation of indistinguishable bosons distributed over allowed energy

levels. The dotted line is an energy cutoff below which the energy levels have occupations

N j >> 1.

Many non-zero T theories such as the truncated Wigner approximation (TWA),

stochastic-projected GPE (SPGPE), and the ZNG model determine an energy cutoff below

which the system energy levels have occupations much greater than unity. This cutoff is

shown as the dotted line in Fig. 2.1. Identifying the location of this dotted line is done

mathematically by taking the bose field operator ψ̂(r, t) that destroys a boson at position r

and time t and separating the ground state level from the rest like so [21]:

ψ̂(r, t) = b̂0(t)ϕ0(r, t)+ ∑
n 6=0

b̂n(t)ϕn(r, t) (2.2)

where the ϕn(r, t) are the single-particle wavefunctions for the different levels and the

b̂n(t)(b̂†
n(t)) are operators that annihilate(create) a boson in the state ϕn(r, t). If the oc-

cupation of the level n = 0 (ground state) is much larger than unity, N0 >> 1, we can make
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an approximation [22] and replace the annihilation(creation) operators b̂0(t)(b̂
†
0(t)) with

complex numbers, since in that limit they approximately commute. We can see this by

acting the commutator of single-particle operators corresponding on the state having N j

bosons in it:

[b̂ j, b̂
†
j ] |N j〉= (b̂ jb̂

†
j − b̂†

j b̂ j) |N j〉

[b̂ j, b̂
†
j ] |N j〉= ((N j +1)−N j) |N j〉

[b̂ j, b̂
†
j ] |N j〉 ≈ (0) |N j〉 (2.3)

in the limit N j >> 1. We can therefore write the field operator as

ψ̂(r, t) = ÎΦ(r, t)+ ∑
n6=0

b̂n(t)ϕn(r, t) (2.4)

where Î is the identity operator and we have introduced the condensate wavefunction

Φ(r, t) ≡
√

N0ϕ0(r, t), following the notation of [10]. Doing this is equivalent to saying

that Φ(r, t) = 〈ψ̂(r, t)〉, and if we define ψ̃(r, t)≡ ∑n6=0 b̂n(t)ϕn(r, t) then we can write

〈ψ̃(r, t)〉= 0. (2.5)

The ZNG model sets the cutoff just at the lowest level, whose occupation is much

larger than all others. The system is therefore composed of two distinct components, one

component a BEC, the other a non-condensate as illustrated in Fig. 2.1. From the equation

ψ̂(r, t) = ÎΦ(r, t)+ ψ̃(r, t), and with the Heisenberg equation of motion for the operator

ψ̂(r, t), equations of motion for the condensate wavefunction and the non-condensate field

operator can be found [10]. Other theoretical approaches to the problem of modeling

bosonic gases at low temperatures, such as the TWA and SPGPE, differ at their heart in
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how the bose field operator ψ̂(r, t) is separated, and low lying atoms not in the BEC but

below an energy cutoff are included in Φ(r, t). Therefore, Φ(r, t) no longer represents the

condensate itself.

While the implementation of these other methods can be simpler (in that they only

require a slight modification to existing GPE solving code), the physics is less clear. That is

to say, figuring out what is and is not the BEC requires post-processing after the solutions of

the models have been obtained. We are most interested in the dynamics of the BEC since it

has interesting quantum mechanical properties that can be exploited for atomtronics. With

the ZNG, the implementation requires more work up front but the solutions are clearly

divided as to what is in the BEC and what is not. A review of the various methods employed

in the low temperature bosonic gas modeling field is given in Ref. [21].

2.2 ZNG Equations of Motion

The ZNG model assumes a fraction of the fixed total number of atoms is in the

BEC and the rest are in the non-condensate. Therefore equations of motion are needed

for both components. Of course, the effect of the two components on each other will have

to be incorporated into their respective governing equations. The non-condensate affects

the dynamics of the condensate in two ways: 1) by adding a density-dependent mean-

field contribution to the interaction term of the Hamiltonian, and 2) by colliding with the

condensate atoms, which enables the condensate and non-condensate to exchange particles.

The behavior of the condensate is described by a condensate wavefunction, Φ(r, t).
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The evolution of Φ(r, t) is governed by a generalized Gross-Pitaevskii equation (GGPE)

[10]:

ih̄
∂

∂ t
Φ(r, t) =

(
−h̄2

2m
∇

2 +Vtrap(r, t)+gnc(r, t)+2gñ(r, t)− iR(r, t)

)
Φ(r, t). (2.6)

Here nc(r, t) = |Φ|2 is the condensate density, ñ(r, t) is the non-condensate density, and

R(r, t) is a local source & sink term that accounts for the exchange of atoms into and out

of the condensate. In the limit that T → 0, Eq. (2.6) reduces to the GPE, Eq. (1.1), since

the quantities R(r, t) and ñ(r, t) both vanish at absolute zero. In reality, a small fraction of

atoms are not in the condensate even at T = 0, but this fraction is typically less than 1% so

it can be neglected for our purposes [8].

The non-condensate is described by a single-particle distribution function, f (p,r, t),

and is defined as the number of non-condensate atoms per differential volume of phase-

space. Defining dÑ(p,r, t) as the number of non-condensate atoms in a differential phase-

space volume element d3 p d3r around momentum p and position r at time t, we can write

dÑ(p,r, t) = f (p,r, t)
d3 p d3r
(2π h̄)3 . (2.7)

From this definition we can calculate the local non-condensate density, ñ(r, t), as

ñ(r, t) =
∫ d3 p

(2π h̄)3 f (p,r, t). (2.8)

The total number of atoms in the non-condensate, Ñ, is given by

Ñ =
∫ ∫ d3 p d3r

(2π h̄)3 f (p,r, t). (2.9)
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The single-particle distribution function, f (p,r, t), [10] satisfies a quantum Boltz-

mann equation (QBE) that can be understood qualitatively as

∂

∂ t
f (p,r, t) =

(
∂ f
∂ t

)
diff

+
(

∂ f
∂ t

)
force

+
(

∂ f
∂ t

)
coll

. (2.10)

In words, the time rate of change of f (p,r, t) is determined by three separate considera-

tions. First, atoms that are in a volume d3r around r may leave that volume between t and

t + δ t because of their momentum at time t, or atoms can move into d3r because of their

momentum. This diffusion effect is represented by the (∂ f/∂ t)diff term. Second, atoms

may be pushed into or out of a volume d3 p around p between t and t + δ t by an external

force field acting on them at their positions. This is represented by the (∂ f/∂ t)force term.

Third, two non-condensate atoms may collide with each other, scattering them into and out

of d3 p, or a collision of condensate and non-condensate particles may cause particles to be

lost or gained by the non-condensate. This is represented by the (∂ f/∂ t)coll term.

We can determine a form for the diffusion and force terms by noting that, ignor-

ing collisions, the system evolution obeys Hamilton’s equation and so Liouville’s theorem

gives

f (p+Fδ t,r+
p
m

δ t, t +δ t) = f (p,r, t), (2.11)

for small δ t. Expanding the left-hand side in a Taylor series to first order we have

f (p+Fδ t,r+
p
m

δ t, t +δ t)≈ f (p,r, t)+δ tF ·∇∇∇p f +δ t
p
m
·∇∇∇r f +δ t

(
∂ f
∂ t

)
(2.12)

Using Eq. (2.11) and dividing through by δ t the expansion becomes

∂ f
∂ t
−∇∇∇rUeff ·∇∇∇p f +

p
m
·∇∇∇r f = 0 (2.13)
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where the force field has been written as minus the space-gradient of an effective potential

felt by the non-condensate atoms, F =−∇∇∇rUeff. Since we used an identity that is only valid

in the absence of collisions, we can identify the second two terms in this equation as being

the diffusion and force terms in Eq. (2.10).

Now we can rewrite Eq. (2.13) as

∂ f
∂ t
−∇∇∇rUeff ·∇∇∇p f +

p
m
·∇∇∇r f =

(
∂ f
∂ t

)
coll

(2.14)

The collision term can be written as a pair of binary collision integrals [23] and in the ZNG

model the final QBE that the non-equilibrium single-particle distribution satisfies is written

∂ f
∂ t
−∇∇∇rUeff ·∇∇∇p f +

p
m
·∇∇∇r f =C12[ f ,Φ]+C22[ f ]. (2.15)

The collision integrals are [10]:

C12[ f (p,r, t),Φ(r, t)] =
2g2nc

(2π)2h̄4

∫
d3 p1

∫
d3 p2

∫
d3 p3 ∆12(vc,p,p1,p2,p3)

× [(1+ f1) f2 f3− f1(1+ f2)(1+ f3)] (2.16)

C22[ f (p,r, t)] =
2g2

(2π)5h̄7

∫
d3 p2

∫
d3 p3

∫
d3 p4 ∆22(p,p2,p3,p4)

× [(1+ f )(1+ f2) f3 f4− f f2(1+ f3)(1+ f4)] (2.17)

where

∆12(vc,p,p1,p2,p3) = δ (mvc+p1−p2−p3)δ (εc + ε̃p1− ε̃p2− ε̃p3)

×
[
δ (p−p1)−δ (p−p2)−δ (p−p3)

]
(2.18)
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and

∆22(p,p2,p3,p4) = δ (p+p2−p3−p4)δ (ε̃p + ε̃p2− ε̃p3− ε̃p4). (2.19)

The factors like (1+ f j) correspond to the addition of a boson in state j and those like f j

correspond to the removal of a boson from that state. vc = (h̄/m)∇∇∇θ is the velocity of the

condensate, while εc = µc +(1/2)mv2
c is the local energy of the condensate. The quantity

ε̃ j = p2
j/2m+Ueff(r, t) is the local energy of a non-condensate atom in the state j, with the

momentum p j. The effective potential felt by the non-condensate atoms, Ueff(r, t), is given

by

Ueff(r, t) =Vtrap(r, t)+2g(nc(r, t)+ ñ(r, t)). (2.20)

Note that there is a similar effective potential in Eq. (2.6), Uc(r, t) =Vtrap(r, t)+gnc(r, t)+

2gñ(r, t) that only differs by a factor of 2 on the term involving the BEC density. The

connections between the condensate and the non-condensate are these effective poten-

tials involving each others’ densities, as well as the C12[ f ,Φ] integral in the QBE, and

the source/sink term R(r, t) in the GGPE.

2.3 Numerical Solution of the ZNG Model Equations

The ZNG model is used to simulate the behavior of a condensate/non–condensate

system that is initially in thermal equilibrium and is subjected to a weak perturbation. In

our system a condensate is formed in the racetrack potential in thermal equilibrium with a

non–condensate modeled as an interacting classical gas at temperature T . The ZNG–model

behavior of this system can be determined by evolving the system of coupled equations
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consisting of the GGPE (Eq. (2.6))

ih̄
∂

∂ t
Φ(r, t) =

(
−h̄2

2m
∇

2 +Vtrap(r, t)+gnc(r, t)+2gñ(r, t)− iR(r, t)

)
Φ(r, t), (2.21)

and the QBE (Eq. (2.15))

∂ f
∂ t
−∇∇∇rUeff ·∇∇∇p f +

p
m
·∇∇∇r f =C12[ f ,Φ]+C22[ f ]. (2.22)

The essential quantities produced by these equations are the condensate wave function,

Φ(r, t), which is the solution of the GGPE, and the non–condensate density, ñ(r, t), which

is obtained from the QBE by integration:

ñ(r, t) =
∫ d3 p

(2π h̄)3 f (p,r, t). (2.23)

Starting from an initial thermal–equilibrium state Φ(r, t) and ñ(r, t) are repeatedly evolved

from the current time to the next time step.

In the simulations described in this work we ignore all condensate/non-condensate

and non-condensate/non-condensate collisions so that the collision integrals C12[ f ,Φ] and

C22[ f ] in the QBE are neglected. These collisions can lead to the damping of excitations,

and therefore may play a role in the creation and destruction of circulation states in the

BEC. Their inclusion in future work is needed to investigate exactly how, if at all, they

affect the ability to produce flow by stirring. Neglecting the collision integrals precludes

any exchange of atoms between the condensate and non–condensate which implies that

the term R(r, t) in the GGPE will also be zero. Thus the equations to model the system

evolution are reduced to the following form:

ih̄
∂

∂ t
Φ(r, t) =

(
−h̄2

2m
∇

2 +Vtrap(r, t)+gnc(r, t)+2gñ(r, t)

)
Φ(r, t) (2.24)
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and

∂ f
∂ t
−∇∇∇rUeff ·∇∇∇p f +

p
m
·∇∇∇r f = 0. (2.25)

We first describe how the GGPE is evolved.

We use a split-step Crank-Nicholson (SSCN) algorithm to solve Eq. (2.24) [24].

The SSCN method propagates Φ(r, t) to Φ(r, t +δ t) by separating the GGPE Hamiltonian

into two parts (1) the kinetic energy term and (2) everything else:

Ĥ =
−h̄2

2m
∇

2 +Vtrap(r, t)+gnc(r, t)+2gñ(r, t)≡ T̂ +V̂ (2.26)

where T̂ = (−h̄2/2m)∇2 is the kinetic energy operator. The condensate wave function is

propagated one time step in this way

Φ(r, t +δ t) = e−iĤδ t/h̄
Φ(r, t) = e−i(T̂+V̂ )δ t/h̄

Φ(r, t)

≈ e−iT̂ δ t/h̄e−iV̂ δ t/h̄
Φ(r, t)≡ e−iT̂ δ t/h̄

Φ1/2(r, t ′ = 0) (2.27)

The last equation above shows the two steps performed to evolve Φ by one time step. The

wave function is first multiplied by e−iV̂ δ t/h̄ to get the function Φ1/2(r, t ′ = 0). This can be

done at each space point.

The subsequent multiplication by e−iT̂ δ t/h̄ is carried out equivalently by solving

ih̄
∂Φ1/2(r, t ′)

∂ t ′
= T̂ Φ1/2(r, t ′) (2.28)

with initial state Φ1/2(r, t ′ = 0). This equation is propagated for one time step, δ t, by the

Crank–Nicolson algorithm, and then we set Φ(r, t +δ t) = Φ1/2(r,δ t).

The QBE, Eq. (2.25), is evolved from time t to t + δ t by performing a Monte–

Carlo simulation. This is carried out by using a set of “test particles” to sample the initial
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single–particle distribution whose thermal–equilibrium form is given by [10]

f 0(p,r, t) =
1

eβ [p2/2m+U0(r)−µ0]−1
(2.29)

where β = 1/kBT and U0(r) = Vtrap(r) + 2g(nc0(r) + ñ0(r)) is the initial Hartree–Fock

mean–field potential. The set of test particles is simply a list of Ñt p positions, ri, and

velocities, vi where i = 1, . . . , Ñt p, that sample f (p,r, t) in phase space. The single–particle

distribution function can thus be written as:

f (p,r, t)≈
(

Ñ
Ñt p

)
(2π h̄)3

Ñt p

∑
i=1

δ (r− ri(t))δ (p−pi(t)) (2.30)

where Ñt p is the number of test particles and Ñ is the number of actual non–condensate

particles. The factor (Ñ/Ñt p) is included so that the integral of f over all phase space will

yield the total number of non–condensate atoms.

The initial test–particle set is generated so that the position and velocity statistics

of the test particles matches the known thermal–equilibrium non–condensate density and

Bose–Einstein speed distributions obtained from Eq. (2.29). The left panel of Fig. 2.2

shows the initial, thermal–equilibrium non–condensate density distribution along the radial

direction computed from Eq. (2.8) (red curve) with that obtained from statistics gathered

from the list of test particles (green curve). A similar comparison is shown in the right

panel of the figure for the speed distributions.

The single–particle distribution is in general evolved from t to t+δ t in two steps.

First their positions and momenta are updated according to Newton’s laws of motion with

the force given as the space gradient of U0(r). This accounts for the change in f due to the

diffusion and force terms in the Boltzmann equation. Second, changes in f due to collisions
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would also have to be accounted for in the full model, but again we are neglecting them in

this work. The details of how these steps are carried out are described in Ref. [10].

The last step in the evolution procedure is to compute a new non-condensate

density from the test-particle distribution. The non-condensate is found by assigning these

test-particles (which do not fall on our computational grid) weights to nearby grid-points,

according to how close they are, and then convolving this coarse-grain distribution with a

3D Gaussian to make a smooth density distribution at t +δ t.

Figure 2.2: In the left panel is plotted the radial distribution of the initial state test-particles

(green) alongside the distribution they should have according to the Bose-Einstein dis-

tribution, Eq. (2.33) (red). The right panel is the same, except the test-particles’ speed

distribution is shown instead.

Different initial thermal equilibrium states are needed for each different combina-

tion of racetrack length, L, and temperature, T . Because we assume a fixed total number of

atoms in the sample, the higher the equilibrium temperature the fewer the number of atoms

in the condensate and more in the non–condensate. At some critical temperature, Tc, there
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are no atoms in the condensate. It can be shown that the number of atoms in the condensate,

expressed as a fraction of the total number obeys the following law for T ≤ Tc [25]

Nc

Ntotal
= 1−

( T
Tc

)α

. (2.31)

Here Nc is the number of atoms in the BEC and α is a potential dependent parameter. For

different racetrack lengths and a fixed total number of particles Ntotal = 500,000, calcu-

lation of the initial states of the system at different temperatures enables us to extract the

values for Tc and α by fitting Eq. (2.31) to the ZNG numerical results. The data from these

calculations are plotted alongside the fits in Fig. 2.3.

Note that Tc decreases as the racetrack length increases. This happens because

longer racetracks afford a larger volume for the gas which increases the average interparti-

cle spacing. Condensates begin to form when the matter wavelengths of the atoms (which

lengthen as the atoms get colder) are comparable to the average interparticle spacing. Thus,

colder atoms are needed to form condensates for longer racetracks.



37

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  50  100  150  200  250  300

C
o

n
d

e
n

s
a

te
 F

ra
c
ti
o

n

Temperature (nK)

ZNG condensate fraction fits

L=0 (µm)

L=30 (µm)

L=60 (µm)

ZNG condensate fraction fits

 0

 0.05

 0.1

 0.15

 220  235  250  265

Nc/Ntotal = 1 − (T/Tc)
α

α0=2.70

α30=2.56

α60=2.46

T
c =

2
3
6
 n

K

T
c =

2
4
9
 n

K

T
c =

2
6
4
 n

K

Figure 2.3: Thermal–equilibrium condensate fractions versus temperature for three differ-

ent lengths of the racetrack potential, L = 0,30,60 µm. The points correspond to conden-

sate fractions obtained from the ZNG model at temperatures T = 100,150,200 nK and the

solid curves are fits through these curves to Eq. (2.31). The inset shows the fits where they

intersect the temperature axis, which is the critical temperature, Tc, at which condensation

begins.

The ZNG initial state consists of a thermal–equilibrium condensate wave function

and non–condensate density which are self–consistent simultaneous solutions of the time–

independent GGPE and the thermal–equilibrium single–particle distribution function. The

time–independent GGPE (found by letting Φ(r, t) = e−iµ0t/h̄Φ0(r) in Eq. (2.24)) is given

by

µ0Φ0(r) =

(
−h̄2

2m
∇

2 +Vtrap(r)+g|Φ0(r)|2Φ0(r)+2gñ0(r)

)
Φ0(r), (2.32)
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and the thermal–equilibrium single–particle distribution function (from Eq. (2.29)) is writ-

ten as

f 0(p,r) =
1

eβ [p2/2m+Vtrap(r)+2g(|Φ0(r)|2+ñ0(r))−µ0]−1
. (2.33)

These two equations are coupled because the time–independent GGPE contains the non–

condensate density, ñ0(r), which also appears along with Φ0(r) in f 0(p,r). The non–

condensate density is obtained from the single–particle distribution function as

ñ0(r) =
∫ d3 p

(2π h̄)3 f 0(p,r). (2.34)

These equations are solved simultaneously subject to the condition that the number of con-

densate atoms, Nc, and the number of non–condensate atoms, Ñ, add up to the fixed total

number of atoms, Ntotal .

The procedure for performing this self–consistent calculation is to solve the time–

independent GGPE, Eq. (2.32), assuming that all the atoms are in the condensate so that the

non–condensate density, ñ0(r), is zero. This solution is normalized so that the total num-

ber of condensate atoms equals Ntotal . This yields a zeroth–order guess for the condensate

wave function, Φ
(0)
0 (r), and chemical potential, µ

(0)
0 . Now, still assuming that ñ0(r) is

zero, f 0(p,r), is constructed and a zeroth guess at the non–condensate density, ñ(0)(r), is

computed using Eq. (2.34). With this new non–condensate density, the first guess at the

number of non–condensate atoms (zeroth guess was zero) is computed by

Ñ(1) =
∫

d3r ñ(0)(r) (2.35)

and a new number of condensate atoms is computed by N(1)
c = Ntotal− Ñ(1). Using the new

guess at the non–condensate density and number of condensate atoms, we go back to the



39

GGPE and solve this again to obtain a new guess at the condensate wavefunction which is

now normalized to the new value of Nc. This process, where the condensate wavefunctions

and the non–condensate densities are alternately computed, and the number of condensate

and non–condensate atoms alternately updated, is continued for a prescribed number of

steps.

Convergence is reached if these two numbers stabilize as the iterative process

continues. Figure 2.4 displays example density profiles for the condensate and non–condensate

for the case where L = 0 µm and T = 200 nK. The BEC sits lowest in the trap, and since the

non-condensate feels a repulsion from the BEC based on its density it sits in an effective

double-well potential, and concentrates along the inside and outside of the ring BEC.
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Figure 2.4: Density profile cuts for the condensate and non–condensate in thermal equi-

librium at temperature T = 200 nK and confined in the racetrack potential with L = 0 µm

(ring BEC). Here, the density along a cut straight through a ring case in the z = 0 plane is

shown.



CHAPTER 3

DESCRIPTION OF PRESENT STUDY

We conducted a systematic study of the smooth flow produced by stirring a

BEC confined in a racetrack atom circuit at non-zero temperature. In this chapter we first

describe the racetrack potential confining the BEC, and the potential used to model the

stirring barrier in Sec. 3.1. Next we describe the different simulations that are the focus

of this thesis in Sec. 3.2. Following that, in Sec. 3.3 we discuss the quantities that we

calculate for every simulation.

3.1 System Characteristics

When an atom is subjected to a laser field, it can be treated as a two-level system

with a ground state of energy Eg and an excited state of energy Ee. The laser frequency,

ωL, is such that the energy of the photons is close to the transition energy of the two levels,

i.e., h̄ωL ≈ Ee−Eg ≡ h̄ωeg. The difference in the frequencies ωL−ωeg is known as the

laser detuning. When ωL > ωeg, we say that the laser is blue-detuned. When ωL < ωeg,

we say that the laser is red-detuned. In this laser field, it can be shown using perturbation

theory [8] that the spatially dependent shift in the ground state energy is

∆Eg(r) =
[ h̄(ωL−ωeg)

(ωL−ωeg)2 +(Γe/2)2

]
Ω

2
R(r). (3.1)

The symbol Γ−1
e represents the lifetime of the excited state, and ΩR is known as the Rabi

frequency, which is the frequency at which the laser field photons stimulate absorption to,

40
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and subsequent emission from, the excited state. Ω2
R is proportional to the intensity of the

laser field, which gives Eq. (3.1) its spatial dependence.

Since the shift in the ground state energy is spatially dependent, the center of

mass of the atom feels an effective potential. If the laser is blue-detuned, ∆Eg is positive and

the atom will move to where it can find the lowest value of ΩR, away from high intensity

regions of the laser field. If the laser is red-detuned, ∆Eg is negative and the atom will move

to where it can find the highest value of ΩR, towards high intensity regions of the laser field.

So blue-detuned lasers push atoms away, red-detuned lasers attract them. Experimentalists

take advantage of this behaviour to realize all optical atom-trapping. Using laser light

enables the use of magnetic fields solely for the purpose of tuning the interactions via

Feshbach resonances [8], giving a greater degree of freedom in what experiments can be

performed. It also gives more flexibility in what potentials can be created for the trapped

ultra-cold gases, which means that theorists can consider a wider range of potentials that

are also practical.

The potential that we consider in this thesis can be broken into three parts:

Vtrap(x,y,z, t) =Vlightsheet(z)+Vracetrack(x,y)+Vbarrier(x,y, t) (3.2)

The system is strongly confined in the vertical z-direction by a harmonic term

Vlightsheet(z) =
1
2

mω
2
z z2, (3.3)

where ωz = 2π ·320 Hz is taken as the vertical trapping frequency. This confinement could

be achieved by either a sheet of red-detuned light or two sheets of blue-detuned light with

a space in the middle.
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The racetrack potential is then imposed in the horizontal xy-plane. It consists of a

channel with two semi-circular end-caps characterized by inner and outer radii, connected

by straightaways. We model this potential by writing the Vracetrack term as

Vracetrack(x,y) = Vrt

{
1
2

[
tanh

(
ρ(x,y)−Ro

σ

)
+ tanh

(
Ri−ρ(x,y)

σ

)]

+ tanh
(

Ro−Ri

2σ

)}
. (3.4)

The inner and outer radii of the semi-circular endcaps are controlled by the parameters

Ri = 12 µm and Ro = 36 µm respectively, σ = 24 µm determines how steep the channel

walls are, Vrt = 1132.4 nK controls the overall depth of the channel, and the shape of the

racetrack path is determined by

ρ(x,y) =



√
(x−L/2)2 + y2 x > L/2

√
(x+L/2)2 + y2 x <−L/2

|y| |x| ≤ L/2 .

(3.5)

The length of the racetrack potential straightaway is denoted by L. The racetrack potential

is depicted in Fig. 3.1. The actual width, measured in the z = 0 plane using the density

that is 10% of the maximum in that plane as a cutoff, is about 10 µm compared to

Ro−Ri = 24 µm. The physical inner radius of the cloud is measured from the results of

our simulations, by the same criterion as the width, to be Wi ≈ 17 µm and the outer radius

Wo ≈ 27 µm.
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Figure 3.1: Above: A plot of Vracetrack(x,y). Below: A schematic representation of the

shape the BEC takes in the trap and the dimensions of the racetrack.

To stir the gas we add a barrier term Vbarrier(x,y, t) to the static potential made up

of Eqs. (3.3) and (3.4). In order to express the shape of this barrier clearly in mathematical
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terms, we introduce a step-up and step-down function:

Vup(x,xup,a) = (1/2)
[
1+ tanh

(
a(x− xup)

)]
(3.6)

Vdown(x,xdown,a) = (1/2)
[
1+ tanh

(
a(xdown− x)

)]
(3.7)

The step up function is plotted in Fig. 3.2, and the step down function is Vdown = 1−Vup,

which reflects Vup across a horizontal axis through V (x) = 1/2. This is just a mathematical

function and is made into a potential energy term by multiplication of a factor with units of

energy.

Figure 3.2: A plot of Eq. (3.6). The function steps up around the position xup, and the

parameter a−1 controls the width of the step. In the first two two terms of Eq. (3.4), a−1 =

σ , and in the third a−1 = 2σ .

By multiplying Eqs. (3.6) and (3.7) together, we can make a bump since they are

both positive in some region where they overlap, and outside that region they are both zero.



45

To make our barrier we use two such products, one in the x direction and one in the y. The

barrier has the form:

Vbarrier
(
x,y, t

)
=Vp(t)

{
Vup
(
xp(x,y),(−Lp/2),σ

)
×

Vdown
(
xp(x,y),(Lp/2),σ

)
×

Vup
(
yp(x,y),(−Wp/2),σ

)
×

Vdown
(
yp(x,y),(Wp/2),σ

)}
(3.8)

where Lp = 48.0 µm and Wp = 3.0 µm control the length and width of the barrier, respec-

tively. The position and orientation of the barrier are determined by the barrier coordinates

(xp,yp)

xp(x,y,xc,yc,θp) = (x− xc)cos(θp)+(y− yc)sin(θp) (3.9)

yp(x,y,xc,yc,θp) =− (x− xc)sin(θp)+(y− yc)cos(θp). (3.10)

These equations are parameterized through the coordinates of the barrier’s center (xc,yc)

and angle of orientation θp by the arclength along the racetrack s, which is itself parame-

terized by time with the equation:

s(t) =

(
s0 + vpt

stotal
−

⌊
s0 + vpt

stotal

⌋)
stotal, (3.11)

where s0 = L+πR/2, stotal = 2L+2πR, R = 1
2(Ro+Ri) = 24 µm, and bxc is the floor func-

tion which rounds a real number input down to the nearest integer. The constant speed at

which the barrier moves is given by vp, however we also express it in a convenient measure

referred to as TR, which stands for “total revolutions". A given number of TR means that

the barrier moves at the speed at which it would complete that number of revolutions in 4
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seconds in the L = 0 case. So TR is related to vp in the following way for the particular

racetrack parameters in our simulations:

vp =

(
πR
2

)
(TR) s−1 (3.12)

≈ 37.7 (TR) µm s−1 (3.13)

The parametric equations that determine the position of the center of the barrier are:

xc(s) =



s− L
2 0≤ s < L

L
2 +Rsin( s−L

R ) L≤ s < stotal
2

3L
2 +πR− s stotal

2 ≤ s < stotal−πR

−L
2 −Rsin( s−stotal+πR

R ) stotal−πR≤ s < stotal

(3.14)

yc(s) =



−R 0≤ s < L

−Rcos( s−L
R ) L≤ s < stotal

2

R stotal
2 ≤ s < stotal−πR

Rcos( s−stotal+πR
R ) stotal−πR≤ s < stotal.

(3.15)

The barrier starts at s0 = L+ πR/2 and is made to stay oriented with its long

direction of length Lp perpendicular to the racetrack. This is achieved by rotating the
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coordinates
(
(x− xc),(y− yc)

)
by the angle θp(s) whose parameterization is given by:

θp(s) =



−π

2 0≤ s < L

−π

2 +
s−L

R L≤ s < stotal
2

π

2
stotal

2 ≤ s < stotal−πR

π

2 +
s−stotal+πR

R stotal−πR≤ s < stotal

(3.16)

and the result of this is Eqs. (3.9) and (3.10) used in Vbarrier.

During the stirring phase of the simulation, the energy height of the barrier is

ramped up linearly from zero to a maximum value, Vpmax, in 500 ms, held constant for

another 500 ms, and then ramped down linearly over another 500 ms. The energy height of

the barrier is controlled by Vp(t) in eq. (3.8). This parameter follows what will be referred

to as the stirring schedule, and is given by

Vp(t) =



[t/(500 ms)]Vpmax 0≤ t < 500 ms

Vpmax 500 ms≤ t < 1000 ms

(3− [t/(500 ms)])Vpmax 1000 ms≤ t < 1500 ms

0 1500 ms≤ t ≤ 2000 ms

(3.17)

where Vpmax is the highest energy height of the barrier during the simulation. This is

shown in Fig. 3.3. Note that the slopes of the on and off ramps are +Vpmax/(500ms) and

−Vpmax/(500ms), respectively. Thus, the different values of Vpmax correspond to different

rates of change depending linearly on the given value.
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Figure 3.3: A generic plot of the stirring schedule for the ZNG simulations.

3.2 Parameter Space of Simulations

In order to study the effects of temperature on the production of quantized

circulation by stirring we simulated the stirring of our racetrack BEC with a rectangular

barrier under different conditions. The parameters that we varied were the racetrack length,

L, the stirring speed, vp, the initial temperature, T , and the maximum barrier height, Vpmax.

Approximately 2700 simulations were performed. We also added ≈ 900 zero-temperature

simulations from Ref. [11] to analyze our results.
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Chemical Potential and Sound Speed Values

{L,T} µ (nK) c (µm/s)

{00, 000} 58.1 4,610

{00, 100} 56.0 4,520

{00, 150} 53.3 4,410

{00, 200} 46.8 4,130

{30, 000} 50.0 4,270

{30, 100} 47.6 4,170

{30, 150} 44.7 4,040

{30, 200} 38.0 3,720

{60, 000} 44.9 4,050

{60, 100} 42.1 3,920

{60, 150} 39.0 3,770

{60, 200} 31.9 3,410

Table 3.1: A table of chemical potentials and speeds of sound calculated for the various

initial states. These quantities decrease with both increasing length and temperature due to

resulting decreases in BEC density (for a fixed total number of atoms).

A natural energy scale for the condensate is its chemical potential, µ . This chem-

ical potential is the work required to add one more atom to the condensate. The chemical
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potential can be related to the speed of sound, c, in the gas by [8]

c =
√

µ

m
=

√
g|Φmax|2

m
. (3.18)

The second equality is valid in the “Thomas-Fermi" limit [26] where the condensate atom

interaction energy is much greater than the kinetic energy. Values of µ and c for different

cases are presented in Table 3.1 for reference.

The parameter ranges contained in our set of simulations included three different

temperatures T = 100 nK, 150 nK, 200 nK; three different racetrack lengths L = 0 µm,

30 µm, 60 µm; four different stirring speeds vp = 113.1 µm/s, 226.2 µm/s, 339.3 µm/s,

and 452.4 µm/s. For a given set of values (L,vp,T ), simulations were performed for 76

values of Vpmax which varied from one half the chemical potential, µ , up to twice µ in steps

of 0.02µ . This parameter space is summarized in Table 3.2. A given set of simulations is

identified by a name such as L_30_TR_09_T_100, which would mean L = 30 µm, TR= 9,

and T = 100 nK.
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Simulation Parameter Space

T (nK) ↓ vp (µm/s)→ 113.1 226.2 339.3 452.4

0 (GPE) {Vpmax} {Vpmax} {Vpmax} {Vpmax}

100 (ZNG) {Vpmax} {Vpmax} {Vpmax} {Vpmax}

150 (ZNG) {Vpmax} {Vpmax} {Vpmax} {Vpmax}

200 (ZNG) {Vpmax} {Vpmax} {Vpmax} {Vpmax}

Table 3.2: {Vpmax}= {0.50,0.52, ...,2.00}µ is the set of all different Vpmax cases for each

speed TR and temperature T . µ is the chemical potential of the initial state of the system,

the values for different cases of which are presented in Table 3.1. Furthermore, simulations

were done with these parameters for racetrack lengths L ∈ {0,30,60} µm. Simulations

were not done for cases where Vpmax > 999.9, but this only represents 2% of this parameter

space.

3.3 Quantities Output in ZNG Simulations

In each simulation of the non–zero temperature systematic study, Eqs. (2.24)

and (2.25) were evolved from t = 0 to t = 2000 ms using 35,000 equal sized time steps.

This corresponds to a step-size δ t = 5.71× 10−2 ms. This step-size was chosen to be

similar to the step-size of the GPE solver code used in Ref. [11]. The step-size needs to

be small enough to reduce numerical errors from the split-step Crank-Nicolson algorithm
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used in both the GPE and GGPE solvers. The step-size used in Ref. [11] was known to

be small enough based on experience using the GPE solver code in previous projects, see

Refs. [27–30].

The condensate wavefunction, Φ(r, t), and the non–condensate density, ñ(r, t),

were saved to disk at 100 equally spaced time intervals during the total evolution time.

These times were at tk = kδ t, k = 0, . . . ,100, and we will refer to tk as the k-th frame time.

At the end of each simulation these quantities occupied approximately 100 Gigabytes of

storage even in binary format. Since the systematic study comprised approximately 2700

simulations, saving all of the condensate wave functions and non–condensate densities in

non-binary would have required about 270 Terabytes (TB) of storage space.

All of the runs were performed on the raritan.nist.gov supercomputer at the

National Institute of Standards and Technology (NIST), and we did not have access to that

much storage on the NIST machine. Thus we decided that, for each simulation, we would

perform further processing on these wave functions and non–condensate densities to ex-

tract important quantities and then delete the wave functions and non–condensate densities

in order to save space. This procedure also significantly reduced the amount of time re-

quired to download the results to local storage at Georgia Southern University.

The quantities saved at each frame time (i.e., t = tk) included (1) the two–dimensional

grid of points (xi,y j) where i = 0, . . . ,Nx and j = 0, . . . ,Ny in the z = 0 plane; (2) the real

part of condensate wave function on the 2D grid in the z = 0 plane, Re(Φ(x,y,0, tk));

(3) the imaginary part of the condensate wave function on the 2D grid in the z = 0 plane,

Im(Φ(x,y,0, tk)); (4) the non–condensate density on the 2D grid in the z= 0 plane, ñ(x,y,0, tk);
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(5) the condensate optical density (defined in the next paragraph), ρc,opt(x,y, tk), on the 2D

grid in the z = 0 plane; (6) the non–condensate optical density, ρ̃opt(x,y, tk), on the 2D grid

in the z = 0 plane; (7) the trap potential, Vtrap(x,y,0, tk) on the 2D grid in the z = 0 plane,

(8) the effective potential, which is the trap potential plus 2g times the total density and

denoted as Ueff(x,y,0, tk) on the 2D grid in the z = 0 plane, and finally (9) the condensate

phase, θ(x,y,0, tk), on the 2D grid in the z = 0 plane.

The optical density in a plane at a given point in the plane is the total number of

atoms per unit plane area contained in a narrow tube perpendicular to the given plane and

which passes through the given point. Thus, the condensate optical density in the z = 0

plane at point (x,y) in the plane and at time t is

ρc,opt(x,y, t)≡
∫

∞

−∞

|Φ(x,y,z, t)|2 dz. (3.19)

Thus, ρc,opt(x,y, t)dxdy is the total number of atoms in the tube of cross section dxdy

that passes through the point (x,y). This definition can be applied to the non–condensate

density in a similar way. The total optical density distribution (sum of condensate and non–

condensate optical densities) in a plane can be compared directly with experimental images

of the sample of atoms. The atomic sample absorbs the laser light used to make the image,

and thus casts a shadow which can be detected with a charge–coupled device.

Figure 3.4 shows examples of some of the quantities described above for a repre-

sentative simulation. In this simulation the racetrack length is L = 30 µm, the barrier stir

speed is TR= 6 which translates into vp = 226 µm/s, and the temperature was T = 150 nK.

The figure shows the condensate density, non–condensate density and condensate phase in
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the z = 0 plane at four different times during the simulation. For all ZNG simulations the

total simulation time was 2000 milliseconds. The simulation time for the GPE simulations

performed in the previous study [11] was 4000 milliseconds. This was in part to see if

the circulation states excited would persist for a long time (they did) and in part to leave

time free to use those states for applications after they were created. Since the excited

states were seen to be persistent with the long run time, we shortened it using the ZNG for

efficiency.

t = 20 ms

t = 380 ms

t = 760 ms

t = 1140 ms

N.C. densityBEC density BEC phase

µL=30   m, TR=6, T=150 nK

Figure 3.4: Examples of the condensate density, non–condensate density and phase in the

z = 0 plane at four different times during a representative simulation. Simulation charac-

teristics are racetrack length L = 30 µm, barrier stir speed vp = 226 µm/s, and temperature

T = 150 nK.



CHAPTER 4

ANALYSIS OF THE RESULTS

In this chapter we present the results of our analysis of the data collected in

our systematic study of flow production, in order to understand the effects of temperature,

T , racetrack length, L, stir speed, vp, and barrier strength, Vpmax, on the amount of flow

produced by stirring. First we describe the way we reduced and formatted the data collected

in the systematic flow production study described in Ch. 3. We then present our analysis

of this data to describe the general features of flow produced by stirring.

We found that the flow produced by stirring presented two features that appeared

in every simulation. The first is that, for fixed T , L, and vp, non–zero flow appeared for

barrier strengths where Vpmax was above a critical value, which we denote as Vpmax,c. The

second feature is that, as Vpmax increases, the flow produced levels off and oscillates around

an average value, wavg.

4.1 Reduction of the Data

A key quantity computed in this study is the phase distribution in the z= 0 plane,

θ(x,y,0, tfinal), of the BEC after the stirring schedule has taken place. Since the velocity

distribution of the BEC is proportional to the gradient of the phase, the signature of macro-

scopic circulation is a non-zero integer phase winding, i.e. how many times the value of the

phase cycles through 2π going around the racetrack. It is essential to know what overall

55
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circulation state is obtained in the BEC after stirring the gas if one wants to use atomtronic

circuits such as these for applications or experiments.

We want to be able to predict the circulation for any given set of the parameters

(L,TR,T,Vpmax). Such a prediction would be valid within reasonable bounds of the param-

eters, the bounds being other quantities of interest. For example one would get inherently

different results, likely turbulent, if the gas is stirred above the speed of sound, or at least

above some other critical speed.

We applied three levels of reduction to our entire set of simulation results. In the

first level, we reduced the data in each simulation by computing the condensate wavefunc-

tion phase distribution in the z = 0 plane at the final time of the simulation. Such a result

can be displayed as a two-dimensional false-color image where the color at a point repre-

sents the value of the wavefunction phase at that point within the range [−π,π). Figure 4.1

shows an array of such plots for simulations where L = 30 µm, TR= 6 (vp = 226.2 µm/s),

and T = 150 nK. Each phase distribution plot within this array is labeled with the value of

Vpmax used in the associated simulation in units of the chemical potential, µ , of the initial

condensate. The full set of these figures is included in Appendix B.
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Figure 4.1: Final phase distributions for simulations where the length is L = 30 µm, the stir

speed is TR=6, and the temperature is T = 150 nK. Each small picture is a false-color plot

of the phase distribution at the end of a simulation, θ(x,y,0, tfinal), for a particular value

of Vpmax. The value of Vpmax is given above each picture in units of µ . The color scale

represents the phase from −π to π , going from blue to red. The winding numbers w are

best found by counting the number of yellow bands (in grey scale this corresponds to the

number of brightest bands) across the channel.

In the second level of reduction, we determined the winding numbers produced

by stirring in each simulation by counting the number of 2π cycles of phase accumulated

in traversing the mid-line of the racetrack. The winding numbers are plotted on the verti-

cal axis against Vpmax in units of the chemical potential µ on the horizontal axis for each

case. The data sets are plotted alongside cases with the same length L and stirring speed

TR but different temperatures T in order to elucidate the role of the non-zero temperature.
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An example of this is shown in Fig. 4.2. The final winding numbers were counted by hand

as well as by numerical integration of Eq. (1.6). Computing this integral numerically and

combining it with the result C = 2π h̄w/m allows us to determine w(tfinal). The full set of

plots like the example in Fig. 4.2 is shown in Appendix C.
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Figure 4.2: w(tfinal) plotted versus the parameter Vpmax scaled by the chemical potential of

the initial state of the BEC, µ . Values of µ for different cases are found in Table 3.1. These

curves are for the L = 30 µm length racetrack, stirring speed TR= 6, for all temperatures

considered. The different T cases have been offset slightly for clarity, and should be floored

to the next lowest integer. The curve for T = 150 nK is extracted from the final phase

distributions shown in Fig. 4.1.
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The third level of data reduction is a “heat map” flow plot where the maximum

flows (for all values of Vpmax) are arranged in a 2×2 array displaying all cases of different

L and TR for fixed T . For each (L,TR,T ) case, we found the highest winding number,

wmax, achieved across all Vpmax cases. This was done in order to see what determines an

upper-bound for the amount of flow able to be produced for a given case, and specifically

to see if temperature plays a role in determining that bound. An example of the results for

wmax for the cases with T = 150 nK is shown in Fig. 4.3, while all of the results are found

in Appendix D.
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stirring speed cases at T = 150 nK is plotted as a heat-map, with the values of wmax(L,TR)

shown in the squares.
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4.2 Analysis of Results

Looking at the results described in Sec. 4.1 for all of the cases, we can make

several observations. First it is possible to produce flow (excite states of quantized circula-

tion) in all length, stirring speed, and temperature cases considered in this project for many

values of Vpmax. This is evidenced by the non-zero winding numbers present in the final

phase distributions at the end of the simulations for a range of Vpmax, for every (L,TR,T )

shown in Appendix B.

For all of the simulations, where the parameters (L,TR,T ) are fixed, there are

two features common to the phase plots. The first feature is the existence of a critical max

barrier strength, Vpmax,c, below which no circulation of the BEC is present at the end of the

simulation. This is illustrated in panel a) of Fig. 4.4 for L = 0 and TR= 6, where, at all

temperatures, there is a relatively rapid onset of flow as Vpmax increases.

The second feature that all of the cases share is that as Vpmax continues to in-

crease, the winding number w(tfinal) rapidly rises from zero to an average value wavg, about

which the winding number fluctuates, usually by no more than ±1. This feature is dis-

played in panels b) and c) of Fig. 4.4. In 4 out of 48 cases of fixed (L,TR,T ), the final

flow is around this average value even at Vpmax = 0.5µ , i.e. the smallest value of Vpmax for

which simulations were performed. Since there are many more cases where there is a clear

value of Vpmax,c, or at it is at least clear that the data is trending to such a value, we feel it

is safe to assert that this critical max barrier strength is a general feature. There is also a

physical reason for thinking this way. Since the circulation is quantized, and since having
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Vpmax = 0 would clearly produce no flow, there has to be some minimum value above zero

in order for stirring to produce flow.

These features are displayed in Fig. 4.4. For a fixed (L,TR), it seems that as T

increases, Vpmax,c generally decreases. This is strictly the case at L = 0 µm, however in the

non-zero length cases it is somewhat more complicated. In some of these cases, Vpmax,c

first increases as the temperature is raised but when T = 200 nK, it is lower than the T = 0

nK situation. While it seems like this applies for the higher speed cases TR = 9,12, it is

not possible to say this definitively since there is flow excited for all Vpmax considered.
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Figure 4.4: Three examples of the flow as a function of Vpmax. The critical max barrier

strengths for the T = 0 nK case are Vpmax,c = 0.72,0.70,0.62 and the average flow are

wavg = 2,3,4, for panels a), b), and c) respectively.
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Figure 4.5: The decreasing trend of Vpmax,c as T increases is shown. In the L = 0 µm case

it is strictly true, while in the L = 60 µm case the story seems more complicated, but at

T = 200 nK Vpmax,c is still lower than at T = 0 nK.

Another trend we see is that for a fixed (L,T ), increasing the stirring speed TR
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leads to both a lower Vpmax,c and a higher wavg. This is illustrated in Fig. 4.6. Fixing the

speed and temperature while increasing the length has a similar but weaker effect. One of

the major effects of increasing the length is that it leads to more fluctuations about wavg,

and this is also illustrated in Fig. 4.4. The fluctuations are usually ±1, but on occasion ±2.

From the charts looking at the maximum flow obtained, it is clear that temperature has little

effect on how much flow can be produced, and the racetrack length and stirring speed are

seen to be more significant determiners of flow. The charts for the two extremes, T = 0 nK

and T = 200 nK are shown in Fig. 4.7. Comparing them to each other, and to Fig. 4.3, the

lack of major dependence on T is evident.
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speed is shown, fixing the length and temperature.
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Figure 4.7: Heat-maps showing the maximum winding numbers for cases at T = 0 and

T = 200 nK, the two temperature extremes considered in this thesis. Increasing speed at

L = 60 µm, or increasing length at TR = 12 has the most effect on the maximum amount

of flow excited out of all Vpmax cases. These charts show almost identical results, as does

the T = 150 nK case shown in Fig. 4.3 and the T = 100 nK case shown in Appendix D.

4.3 Primary Impact of Non-zero Temperature

Based on the final phase distributions of the BEC wavefunction, it is clear that

the results at non-zero temperature are qualitatively similar to those at zero temperature.

However, for a fixed (L,TR), temperature quantitatively affects the value of the final cir-

culation obtained for a given Vpmax/µ , while not eliminating the ability to excite the circu-

lation states in general by stirring. It also lowers the Vpmax/µ needed to produce any flow

at all, especially at temperatures closer to Tc where Fig. 2.3 shows there is between about
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30-55% of the atoms in the BEC. This shows that a major effect of temperature is to reduce

the density of the BEC, for a fixed total number of atoms.

The non-condensate does exhibit some motion, which technically affects the mo-

tion of the BEC, however, even when the number of non-condensate atoms makes up half

of the total, they are spread out over a larger volume and consequently have a much lower

density, as shown in Fig. 2.4, so the mean-field effect of the non-condensate is rather

weak. The relationship of lowering the overall BEC density by raising the temperature to

the creation of circulation is best studied in the barrier region, since previous research has

suggested that the local dynamics in the barrier is what is important for the excitation of

the circulation states [20, 29, 31].

4.4 Summary of Results

We can summarize our main results as follows. The final flow produced in all

of our simulations share two qualitative features: 1) the existence of a critical maximum

barrier strength below which no flow is present by the end of the simulation and 2) at the

onset, the amount of flow rises rapidly and levels off as Vpmax is increased (for a fixed

length, stirring speed, and temperature) and then fluctuates around an average value, wavg.

Within our parameter space the general trends of these two features can be summarized as:

• Trends for Vpmax,c

– For fixed (L,TR), with increasing temperature Vpmax,c gets lower.
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– For fixed (L,T ), with increasing stirring speed Vpmax,c gets lower.

– For fixed (TR,T ), with increasing racetrack length Vpmax,c gets slightly lower

(small effect).

• Trends for wavg

– For fixed (L,TR), increasing temperature has little effect on wavg.

– For fixed (L,T ), with increasing stirring speed wavg gets higher.

– For fixed (TR,T ), with increasing racetrack length wavg gets higher.

Raising the temperature has little bearing on the maximum amount of flow that

can be excited for a given (L,TR), the pair of which are more important for the determi-

nation of the maximum. It is clear from Figs. 4.3 and 4.7 that temperature has little effect

on the wmax achievable. While this does not give us much of an understanding as to how

the length of the racetrack or the speed of the stirring determine this maximum, we see that

there is a general trend of increasing wmax as the length and speed increases.

Longer racetracks increase the ability for a barrier moving at a given speed to

create more units of circulation. In the L = 0 µm case, the barrier speeds are just below the

speed of a 23Na atom moving around a ring with a radius of R = (Ro+Ri)/2 = 24 µm with

units of angular momentum. For example, the TR = 3 case corresponds to a stirring speed

of about 113 µms−1 while a classical 23Na atom moving in a circular orbit of radius R with

a single unit of orbital angular momentum has a speed of ν1 = (1)h̄/(MR)≈ 115 µms−1.

The results obtained in this systematic study show that the flow produced by stir-
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ring depends on the temperature, racetrack length, stirring speed, and maximum barrier

height. We must note that our results and analysis excludes the collisions between the non-

condensate and condensate atoms, which may or may not have a significant effect on the

production of flow (particularly at temperatures where a significant portion of the system is

non-condensate, such as at T = 200 nK). It also does not provide a detailed picture of how

flow is created during the stirring phase of the simulation. We investigate this last question

in the next chapter.



CHAPTER 5

INVESTIGATION OF THE MECHANISM OF FLOW PRODUCTION BY STIRRING

AT ZERO TEMPERATURE

In this chapter, we attempt to understand the mechanism by which states of

quantized circulation are excited by stirring in the racetrack BEC. Based on a comparison

of the results of the ZNG simulations and the GPE simulations, the only major difference is

the first Vpmax/µ at which a non-zero circulation is present by the end of the simulation, for

a fixed (L,TR). This leads us to believe that the basic mechanism for the excitation of these

states is the same at non-zero temperatures as it is at T = 0, if maybe slightly modified by

the non-condensate. Since the results of the ZNG simulations are qualitatively similar to

those of the GPE, we focus for now on flow production at T = 0 nK. First we will discuss a

1D model obtained from the full 3D GPE, and how the solutions of this 1D-GPE compare

to the solutions of the 3D case. Analysis of the 1D model results will provide a simple

signature of the onset of flow. Then we will analyze the behavior of the 3D condensate

during the stirring schedule for a representative case study where the simulation has been

carried out on a finer timescale than the simulations in the systematic study.

70
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5.1 1-Dimensional Model

In order to model the BEC as a 1-dimensional system we consider the L = 0 µm

case, the ring. The starting point is the time-dependent 3D-GPE,

ih̄
∂

∂ t
Φ(r, t) =

(
−h̄2

2m
∇

2 +Vtrap(r, t)+g3Dnc(r, t)

)
Φ(r, t). (5.1)

In cylindrical coordinates, the trapping potential is

Vtrap(r, t) =
1
2

mω
2
z z2 +

1
2

mω
2
ρ(ρ−ρ0)

2 +U(ϑ , t), (5.2)

where ρ is the radial coordinate, ϑ is the azimuthal coordinate, and z the vertical coor-

dinate. We write Eq. (5.1) in cylindrical coordinates and separate the wavefunction into

three independent functions Φ(ρ,ϑ ,z, t) = F(ρ)Z(z)Θ(ϑ , t). Here Z(z) is the ground state

wavefunction of the vertical potential mω2
z z2/2 and F(ρ) is the ground state of the radial

potential ω2
ρ(ρ−ρ0)

2/2. Using the normalization condition on F(ρ) and Z(z) we can in-

tegrate out the radial and vertical coordinates and arrive at a 1D equation for the azimuthal

wavefunction

ih̄
∂

∂ t
Θ(ϑ , t) =

(
−h̄2

2mR2
∂

∂ϑ 2 +U(ϑ , t)+g1D|Θ(ϑ , t)|2
)

Θ(ϑ , t), (5.3)

where R is the radius of the 1D ring, U(ϑ , t) is the potential in the azimuthal direction, and

g1D is a re-normalized interaction constant which is related to the interaction constant in

the 3D case by

g1D = g3D

∫
∞

0
|F(ρ)|4ρdρ

∫
∞

−∞

|Z(z)|4dz. (5.4)

In order to get an idea of what the 1D model should look like if it is to capture

qualitative features of the 3D case, the value of the 3D wavefunction was obtained at points
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along the mid-line of the racetrack. This is the parametric path described by Eqs. (3.14)

and (3.15). Our GPE solver outputs the wavefunction on a Cartesian grid, and these points

rarely coincide with mid-line track points. Therefore, the mid-line track was discretized

and the value of the wavefunction at points on the mid-line was found with a bilinear

interpolation scheme using the values of the wavefunction at the nearest grid points in the

z = 0 plane. This was done for a case-study with L = 30 µm, TR= 9, and Vpmax = 1.14µ ,

described in Sec. 5.2. This case study uses time steps of 0.4 ms. This is a finer timescale

compared to the 40 ms time-steps used in the GPE systematic study in Ref. [11]. A finer

timescale is required because the characteristic timescale for dynamics of the condensate

wavefunction is fixed by the chemical potential as h̄/µ , which is typically on the order of

a half millisecond in our systems. The results of this data-mining are shown in Fig. 5.1,

while the solutions of Eq. (5.3) are shown in Fig. 5.2.
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Figure 5.1: A series of density/phase plots of data mined from the 3D wavefunctions during

the stirring phase of the simulation where L = 30 µm, TR= 9, and Vpmax = 1.14µ . The

density is shown in blue curves while the phase is shown in red curves along the mid-line

of the racetrack. The left vertical axis is for the density and the right vertical axis is for the

phase in units of 2π . The onset of flow is signified by the appearance of a 2π change in

phase around the racetrack mid-line.
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As the barrier strength increases in Fig. 5.1, the density of the BEC has a notch

develop in the barrier region, while a phase gradient builds up across the barrier. When the

density notch reaches the bottom, this coincides with the appearance of a 2π phase winding

around the racetrack. After this, the notch fills back in a bit as excitations are spawned off

traveling in both directions away from the barrier.

This behaviour is also seen in the 1D model. Solutions are shown in Fig. 5.2.

The density of the BEC has a notch develop in the barrier region as the barrier is raised,

while a phase gradient builds up across the barrier, just as in the 3D case. When the density

notch touches the bottom, a 2π winding in the phase is excited. This 1D case has a barrier

width that is considerably thicker than that of the 3D case shown in Fig. 5.1, which leads

to a wider density depression in the barrier region. Similar 1D simulations with a narrow

barrier show identical behaviour. The key point is that in both the 3D and 1D cases, when

the density notches touch bottom it coincides with the sudden onset of flow.
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Figure 5.2: Density (blue, top curve in upper-left frame) and phase (red, bottom curve in

upper-left frame) calculated from the 1D model, Eq. (5.3).
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5.2 Case-Study of Stirring

While the 1D model does not match the 3D quantitatively since the 3D case has

more degrees of freedom for the BEC, we see that there is a qualitative correspondence.

This correspondence is that the density depression in the barrier region reaches zero and

then there is a state of circulation present. We now look at a single case-study with L =

30 µm, TR= 9, and Vpmax = 1.14µ . For context, the final flow w(tfinal) is pointed out for

this particular case in Fig. 5.3.
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Figure 5.3: The case study we are considering, L = 30 µm, TR= 9, and Vpmax = 1.14µ , is

pointed out above. It is one of the few cases in this set where w(tfinal) = 5.
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Figure 5.4: The winding number w(t) (dark blue scatterplot) versus time during the stirring.

The red/black curve shows the barrier height (in units of Vpmax). The red color represents

the barrier moving along racetrack endcaps while black indicates the straight parts. The

cyan line is the speed of the stirrer in units of the flow speed. The duration of each frame is

0.4 ms. The axis at the top of the figure represents the simulation time in frame numbers.

Much insight is gained by monitoring the dynamics of the circulation, w(t),

on a fine time scale during the stirring. These dynamics are shown in Fig. 5.4 where

w(t) is plotted (blue curve) along with the time–dependent value of the barrier strength,

Vp(t)/Vpmax, (red and black curve). The red portion of the curve denotes an interval where

the barrier is moving along the curved endcaps of the racetrack while in the black por-

tion the barrier is moving along the straightaways. The flat cyan line is the stirring speed
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vp(TR = 9) = 339 µm s−1 divided by vcirc(1) =
(h/m)

2L+2πR , which is the speed of a unit of

circulation around the racetrack line given by Eqs. (3.14) and (3.15) assuming a constant

phase gradient.

The behavior of the circulation can be understood as follows. At early times as

the barrier height is ramping up, the circulation is zero. Above some critical barrier height,

a unit of circulation is created. This is followed in quick succession by more units of circu-

lation being added. This process stops when enough units of circulation are present so that

the speed of the flow becomes larger than the speed of the stirring.

After this point the circulation oscillates up and down around the flow speed near-

est the speed of the barrier. We also note that the circulation is affected when the barrier

transitions from a straight section of the racetrack to a curved section, or vice versa. These

transitions are signified as transitions on the barrier–height curve in Fig. 5.4 from black to

red, or red to black, respectively. Above a certain barrier height, transitioning from straight

to curved sections of the racetrack coincides with a drop of one unit of circulation. Tran-

sitioning from curved to straight sections of the racetrack coincides with the circulation

increasing by one unit. In fact, the curved–to–straight transition just after the barrier begins

to ramp down seems to be the reason for the final increase in circulation.

Further insight into the process of how the initial units of flow are generated is

gained by looking at the velocity distribution in the vicinity of the barrier. As the barrier

lowers the density locally while it is swept along the racetrack, it creates a back-flow (a

negative phase gradient across the barrier region). The back-flow at early stages in its de-

velopment is shown in the left panel of Fig. 5.5. The velocity of the BEC is practically
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zero in the bulk, while it moves faster in the barrier region. Furthermore, it is faster at

the edges of the barrier region than in the middle. This happens because the edges of the

barrier create a higher potential when added to the bare trapping potential and lowers the

density more than in the center. It can be thought of as putting two sticks down at the edge,

and dragging them along the inside and outside edges of the BEC.

Since the barrier is on a straightaway, the velocity distribution across the barrier

region is more or less symmetric. As the density is lowered more and more in the barrier

region (slowly), the back-flow velocity increases until a point when it exceeds a critical

value. The back-flow at the outer edge just before exceeding a critical value is also shown

in the right panel of Fig. 5.5. The barrier is now moving around the left endcap of the

racetrack. When going around an endcap, the BEC flows around the outer edge faster and

the velocity profile across the barrier is no longer symmetric and increases toward the outer

edge. The back-flow will therefore exceed a critical value at the outer edge first.



80

Figure 5.5: The velocity distribution in the z = 0 plane. The vectors have been scaled for

clarity, and are intended to show where the BEC is moving the fastest. For reference, the

center of the racetrack is at (x,y) = (0,0)µm. Left: The barrier is moving to the left and

is on a straightaway section of the racetrack, as the back-flow builds up. Right: The barrier

is on the left endcap of the racetrack, and the back-flow is just about to exceed a critical

velocity and spawn a vortex.

What happens after exceeding a critical velocity is that a vortex is spawned at

the outer edge of the barrier region, shown in Fig. 5.6. It has the same handedness as the

direction of stirring (if we stir CCW, the vortex is CCW). Since the density is low in the

barrier region, as shown in Fig. 5.7, the vortex is able to slide through to the interior of the

racetrack.
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Figure 5.6: The first vortex sliding through. The vectors on the inside edge pointing up and

to the right while the vectors on the outside edge pointing down and to the left indicate that

this is a CCW vortex.

Figure 5.7: A plot of the BEC density in the z = 0 plane, around the barrier region at the

same time as in Fig. 5.6. The density in the barrier region is about 1/10 its value in the

bulk.
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When the vortex crosses through the barrier, any integration path for the circu-

lation, Eq. (1.7), that encloses it will have a 2π phase winding around it. The 1D model

corresponds to such a line going around the middle of the BEC in the L = 0 µm case. The

point at which the vortex is dead-center in the barrier region corresponds to the point in

the 1D model and the 3D mid-track data-mining where the density scrapes bottom, since a

vortex constitutes a zero in the wavefunction and any path that encloses it will have a non-

zero circulation. Right after the vortex passes through, the direction of the flow through the

barrier changes briefly. The velocity and phase distributions directly after the vortex has

passed through are shown in Fig. 5.8.

Figure 5.8: The vortex has now passed into the interior edge of the BEC. Left: the flow

points forward (with respect to the direction of stirring) through the barrier briefly after

the passing of the vortex. Right: we can now see a 2π winding in the phase around the

racetrack.
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The density depression that moves to the left away from the barrier in Fig. 5.1 is

seen to be related to a vortex-antivortex pair moving along the edges of the BEC, with the

vortex (CCW) on the inside edge as it must be if there is a macroscopic CCW circulation.

This pair moves off opposite to the direction of stirring. As soon as this pair moves away

from the barrier region, the back-flow through the barrier returns.

Once there is a unit of macroscopic circulation in the BEC, this will lessen the

back-flow through the barrier compared to its value in the absence of flow. However, the

strength of the barrier continues to increase and this compensates, building the back-flow

back up until it once again exceeds a critical value and the process repeats, creating another

unit of circulation. This can continue to happen, until the speed of the circulation exceeds

the speed of stirring. For this case study, five units of circulation exceeds the speed of

the stirring, as shown in Fig. 5.4. After the circulation speed exceeds the stirring speed, a

persistent forward-flow through the barrier region is set up. This forward-flow can be seen

in Fig. 5.10.
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Figure 5.9: The vortex-antivortex pair can be seen in the upper-left corner of the racetrack

as the two points in the phase distribution around which the phase cycles through 2π .

Figure 5.10: Here can be seen the forward-flow through the barrier region, centered around

(x,y) = (−30,−20)µm. The barrier is moving down and to the right.
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So the process for exciting circulation is carried out in reverse, and we see a

CCW vortex leave the interior edge out through the barrier region in Fig. 5.11. Once this

happens, the speed of the BEC circulation drops below the stirring speed. The winding

number continues to fluctuate around the stirring speed throughout the rest of the stirring

schedule until the barrier lowers too much, making the density in the barrier region too

high and the flow through the barrier not fast enough to exceed a critical value. By this

time the circulation around the racetrack is decided, leaving us with the winding number

seen in Fig. 5.3.

Figure 5.11: A CCW vortex is situated at about (x,y) = (−30,−23)µm, moving out

through the barrier. The number of windings in the phase is now w = 4 around most paths

through the BEC.

Looking at the dynamics of the flow production during the stirring schedule is
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informative, and helps us better understand how the final flow obtained after the stirring

is complete depends on our parameters. In the future, we plan on performing such fine-

timescale simulations on other length and speed cases, and this should give us a good idea

of how the racetrack length and stirring speed interplay. Furthermore, we will need to

perform such simulations at non-zero temperatures with the ZNG model in order to see

exactly how the presence of a non-condensate affects the mechanism by which circulation

is produced.



CHAPTER 6

SUMMARY AND CONCLUSIONS

We have conducted a systematic study of the production of smooth atom flow in

our racetrack atom circuits at non-zero temperature with simulations using the ZNG model.

This was an extension of related modeling at zero temperature using GPE simulations. The

ability to produce flow, and the quantity produced, has been characterized across a range of

parameters including the length of our racetrack L, the speed of stirring TR, the maximum

strength of the stirring barrier Vpmax, and the temperature of the initial state T .

We found that for fixed (L,TR,T ), there are two qualitative features shared amongst

all cases. These features are the existence of a critical maximum barrier strength, below

which no flow is produced by the end of the stirring schedule, and the leveling off to an av-

erage amount of final flow as Vpmax is increased. We characterized how these two features

depend on the other parameters (L,TR,T ). Furthermore by considering the flow dynamics

of the condensate for a specific case study, (L,TR,T,Vpmax) = (30 µm, 9, 0nK,1.14µ), on

a finer timescale than the systematic study, we have shed light on the underlying mecha-

nism by which circulation around the whole racetrack is created.

Based on the observations of the mechanism by which macroscopic circulation

is created and destroyed in our racetrack atomtronic circuit, we can understand in a pre-

liminary way the dependence of w at the end of the stirring schedule on L,TR, and Vpmax.

As the barrier is ramped up, the density in the barrier region lowers. As the local density

lowers, a back-flow builds up and depends on the density, the speed at which the BEC is

87
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circulating at (if w 6= 0), and the speed of stirring. We can estimate the speed of circulation

if we assume that the phase gradient is evenly spaced around the arclength of the racetrack,

and we can compare that to the speed of stirring. We have:

vcirc =
(h/m)

2L+2πR
w (6.1)

For the case (L,TR,T = 0) = (30 µm,9) at R = 24 µm, vcirc = (82 µm/s)×w while υp =

339 µms−1. So at w = 5, the BEC overtakes the barrier and then we should have a forward-

flow, which is what is seen in Fig. 5.10. In fact, since vcirc ∝ (L+πR)−1 and the barrier

moves like a rigid body so that on the endcaps υp ∝ R, when there is back-flow it is greater

in magnitude towards the outer edge, and this is where we see the vortices spawn when

circulation is getting added. When there is a forward-flow it should be greater in magni-

tude towards the inner edge, and this is where we seen a CCW vortex move out from when

circulation is lost.

Furthermore, the longer the racetrack length, the lower vcirc/w is, which means

that more units of macroscopic circulation can be added to the racetrack before the flow

due to it overtakes the barrier. This may explain why longer racetracks can sustain more

circulation for a given stirring speed. There is also an effect on the process of adding and

subtracting circulation when the barrier transitions from the straightaway to the endcaps

and vice versa, but this effect is not understood and needs to be part of future investiga-

tions. The role of Vpmax is to control not only how strong the barrier gets, but also how

quickly it gets there, the rate being Vpmax/(500ms). This comes into play through the den-

sity in the barrier region, the lower it gets the faster the back/forward-flow gets. There are a
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few possibilities as to how this works. One idea is that lowering the density could lower an

appropriately defined local speed of sound [31]. This would mean that higher temperatures,

leading to lower baseline densities, would have a head start and lower values of Vpmax/µ

would be needed to get to lower local sound velocities. This is somewhat supported by

our simulations, although the racetrack straightaway seems to complicate matters. Another

approach would be to modify a model for vortex-antivortex spawning introduced by Feyn-

man [32].

We see that as far as the ZNG model (without collisions between BEC and non-

condensate atoms) is concerned, we can understand the creation of quantized circulation

states in racetrack Bose-Einstein Condensates by stirring as the production of vortices, and

the transfer of them into and out of the interior edge of the BEC through the barrier region.

This is backed up by other experimental and theoretical efforts [20, 29, 31], and we have

shown that this is a robust phenomenon even at higher temperatures at which less than half

of the system is condensed into the ground state. In fact, it is in some sense easier to excite

the circulation at higher temperatures since a weaker barrier is required. As far as we are

aware, most every investigation to date has focused on our L = 0 µm case, the ring BEC.

We have shown that macroscopic circulation can be sustained in a more general-

ized geometry that does not have azimuthal symmetry. The final circulation in the racetrack

is dependant on the interplay of the speed of stirring and the speed of the circulation of the

BEC, as well as the length of the racetrack. These results suggest a way to achieve a de-

sired amount of circulation in racetrack type atomtronic circuits. That circulation can then

be used along with the added room for components along the straightaway to realize novel
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applications.

The next step will be to investigate further the mechanism by which circulation

is produced, using simulations on fine timescales such as the one described in Ch. 5. This

needs to be done at different length cases, especially L = 0, in order to understand better

the role of the racetrack length and in particular the effect of barrier transitions from the

straightaways to the semi-circular endcaps and from the endcaps to the straightaways. Run-

ning these simulations at different stirring speeds will help determine the nature and value

of a critical velocity that seems to be exceeded, resulting in the production of vortices that

slide through the barrier region.

Furthermore, since the role of non-zero temperature is important for determin-

ing the ultimate value of flow produced by stirring, fine-timescale simulations need to be

run with the ZNG model to investigate how the non-condensate affects the mechanism by

which flow is produced. Eventually, this needs to done while incorporating the collisions

between condensate/non-condensate and non-condensate/non-condensate atoms. Includ-

ing the collisions may or may not alter the mechanism, so it will be an important next step

for this research. Interesting extensions of this atomtronics research could come in the form

of more complicated geometries than the racetrack. It is an open question in what kinds of

BEC geometries it is possible to create smooth, quantized flow.
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APPENDIX A

DERIVATION OF THE GROSS-PITAEVSKII EQUATION

Quantum mechanical systems of many particles that move much slower than the

speed of light in a vacuum (c = 3×108 m
s ) can be described by the many-body Schrödinger

equation

ih̄
∂

∂ t
Ψ(r1, ...,rN , t) = Ĥ Ψ(r1, ...,rN , t). (A.1)

Ψ(r1, ...,rN , t) is the many-body wavefunction which contains all the information about a

system of N generally interacting particles that have coordinates ri at time t, and is the

solution that we seek. Ĥ is called the many-body Hamiltonian, and is a linear operator

that represents the total energy of the system (kinetic plus potential). This can include

external potentials imposed upon the system as well as interaction potentials between the

different particles. For our purposes, Eq. (A.1) is a partial differential equation in 3N + 1

independent variables. All the particles of the system are assumed to be identical bosons

of mass m (particles with integer valued intrinsic angular momentum, often called “spin"),

and the Hamiltonian will take the form

Ĥ =
N

∑
k=1

(
−h̄2

2m
∇

2
k +V (rk)

)
+g

N

∑
k=2

k−1

∑
j=1

δ (rk− r j), (A.2)

h̄ = 1.055×10−34J·s being the reduced Planck’s constant (pronounced “h-bar"). What we

have here is a sum over single-particle operators that only act on the k-th particle plus a sum

over distinct interacting pairs (k, j). The single-particle operators are kinetic energy oper-

ators proportional to ∇2
k , and the external potential at position rk, V (rk). The interaction
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between the particles has been assumed to be entirely due to contact forces in two-body

collisions expressed as a Dirac delta-function δ (rk− r j) and characterized by a strength

g = 4π h̄2as/m, with as being the s-wave scattering length which is a property of the partic-

ular atomic species. We cannot solve Eq. (A.1) exactly with this Hamiltonian (in fact we

cannot in the vast majority of situations), however we can attempt to find stationary, approx-

imate ground-state solutions using the variational method of quantum mechanics wherein

we guess a trial form of the wavefunction with parameters we can vary to find the form that

minimizes the expectation value of the energy (since we want the ground state). Since the

many-body wavefunction for identical bosons obeys the condition Ψ(...,ri, ...,r j, ..., t) =

Ψ(...,r j, ...,ri, ..., t), an arbitrary number of bosons can occupy the same quantum state and

we can take as our trial wavefunction Ψ(r1, ...,rN , t) = e−iEt/h̄
∏

N
k′′=1 φ(rk′′), where φ is

the single-particle ground state orbital. This form of the wavefunction would not work if

the particles were fermions (particles with odd half-integer values of spin), since they obey

an antisymmetric condition Ψ(...,ri, ...,r j, ..., t) =−Ψ(...,r j, ...,ri, ..., t), a consequence of

which is the Pauli exclusion principle that states that no two fermions can occupy the same

quantum state. All of the atoms are assumed to be in the same state of the system φ , and

the wavefunction is symmetric under the interchange of two particles. By substituting our

trial wavefunction into Eq. (A.1), multiplying both sides by ∏
N
k′=1 φ∗(rk′) and integrating

over all the space-coordinates of the system, with
∫

d3R =
∫

d3r1
∫

d3r2...
∫

d3rN , we get
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the expectation value of the Hamiltonian

E[φ∗] =
∫

d3R

(
N

∏
k′=1

φ
∗(rk′)

)
N

∑
k=1

(
−h̄2

2m
∇

2
k +V (rk)

)( N

∏
k′′=1

φ(rk′′)

)

+g
∫

d3R

(
N

∏
k′=1

φ
∗(rk′)

)
N

∑
k=2

k−1

∑
j=1

δ (rk− r j)

(
N

∏
k′′=1

φ(rk′′)

)
. (A.3)

We can separate off the wavefunctions not participating in the sums and write

E[φ∗] =
∫

d3R
N

∑
k=1

(
N

∏
k′ 6=k

φ
∗(rk′)φ(rk′)

)
φ
∗(rk)

(
−h̄2

2m
∇

2
k +V (rk)

)
φ(rk)

+g
∫

d3R
N

∑
k=2

k−1

∑
j=1

(
N

∏
k′ 6=k 6= j

φ
∗(rk′)φ(rk′)

)
φ
∗(rk)φ

∗(r j)δ (rk− r j)φ(rk)φ(r j). (A.4)

Now we can use the fact that the many-body wavefunction is normalized and therefore

satisfies ∫
d3R Ψ

∗(r1, ...,rN)Ψ(r1, ...,rN) = 1, (A.5)

and the properties of the Dirac delta-function to reduce Eq. (A.4) to

E[φ∗] =
N

∑
k=1

∫
d3rkφ

∗(rk)ĥkφ(rk)

+g
N

∑
k=2

k−1

∑
j=1

∫
d3rkφ

∗(rk)φ
∗(rk)φ(rk)φ(rk), (A.6)

where ĥk =
(
−h̄2

2m ∇2
k +V (rk)

)
. We can swap the sums in Eq. (A.6) for a factors of N and

N(N − 1)/2 respectively, since all the particles have the same wavefunction, leaving us

with

E[φ∗] = N
∫

d3r
(

φ
∗(r)ĥφ(r)+

g
2
(N−1)φ∗2(r)φ 2(r)

)
. (A.7)

Now what we want to do is add in the constraint that G[φ∗] =
∫

d3rφ∗φ −1 = 0, and find

the form of φ that yields a stationary value of E[φ∗]− λG[φ∗], where λ is a Lagrange
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multiplier. This can be accomplished by allowing either φ or φ∗ to vary arbitrarily. Here

we vary φ∗, and denoting this variation by δφ∗ we have

0 = (E[φ∗+δφ
∗]−E[φ∗])−λ (G[φ∗+δφ

∗]−G[φ∗])

=

(∫
d3r
(
(φ∗(r)+δφ

∗(r))ĥφ(r)+
g
2
(N−1)(φ∗(r)+δφ

∗(r))2
φ

2(r)
)

(A.8)

−
∫

d3r
(

φ
∗(r)ĥφ(r)+

g
2
(N−1)φ∗2(r)φ 2(r)

))

−λ

(∫
d3r(φ∗(r)+δφ

∗(r))φ(r)−1−
∫

d3rφ
∗(r)φ(r)+1

)
(A.9)

Keeping only terms linear in δφ∗ we see that (with φ∗φ = |φ |2)

∫
d3r δφ

∗{N
(
ĥφ +g(N−1)|φ |2φ

)
−λφ

}
= 0. (A.10)

Since the δφ∗ are arbitrary, we can conclude that φ(r) must satisfy the equation

(
−h̄2

2m
∇

2 +V (r)+g(N−1)|φ |2
)

φ = µφ . (A.11)

Equation (1.1) is known as the time-independent Gross-Pitaevskii equation (GPE), and

we have defined µ = λ/N which is still unknown. We have used the definition ĥ =(
−h̄2

2m ∇2 +V (r)
)

here since Eq. (A.11) is how the equation is typically written in the liter-

ature. The factor of N−1 shows up because it was assumed that there is a definite number

N of atoms in the condensate. Another way to derive the time-independent GPE is to take

as a trial wavefunction a coherent superposition of ground states with different numbers of

atoms. Doing so will result in a factor of N rather than N− 1, however it corresponds to

the average number of atoms instead. We note that the single-particle wavefunction φ is re-

lated to the condensate wavefunction Φ used in the body of this thesis in the following way,
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Φ =
√

Nφ , and therefore the condensate wavefunction is normalized so that
∫

d3r|Φ|2 = N.

If we multiply both sides of the GPE by φ∗ and integrate over all space, we get a formula

for µ:

µ =
∫

d3r
(
φ
∗ĥφ +g(N−1)|φ |4

)
. (A.12)

Considering the energy functional (A.7), we can compute the chemical potential ∂E/∂N

and show that (since the entropy and volume are fixed):

∂E
∂N

=
∫

d3r
(
φ
∗ĥφ +g(N−1/2)|φ |4

)
. (A.13)

We see that Eqs. (A.12) and (A.13) are the same if N >> 1, and conclude that in this limit

we can interpret µ as the chemical potential of the condensate, i.e. the energy required to

add another particle to it. Solutions of Eq. (A.11) and the determination of the chemical

potential from Eq. (A.12) for a given external potential V (r) yield an equilibrium mean-

field approximate form of the wavefunction that all particles in the system share. A time-

dependent GPE can be found as well via the action principle [8]

δ

∫ t2

t1
L(φ ,φ∗, t)dt = 0 (A.14)

with the Lagrangian (for large N)

L(φ ,φ∗, t) =
∫

d3r

[
ih̄
2

(
φ
∗∂φ

∂ t
−φ

∂φ∗

∂ t

)
−

( h̄2

2m
|∇φ |2 +V (r)|φ |2 +(gN/2)|φ |4

)]
. (A.15)

There are a number of books that have consolidated much of the research on this subject,

such as Refs. [8] and [9].



APPENDIX B

FINAL PHASE DISTRIBUTION

The figures in this appendix each display a label like L_30_TR_06_T_150, de-

noting the parameters of the corresponding simulations. In this example, the length is

L = 30 µm, the stir speed is TR=6, and the temperature is T = 150 nK. Each frame is the

phase distribution at the end of an entire simulation, θ(x,y,0, tfinal). The numbers above

the frames are the fractions Vpmax/µ . The color scale represents the phase from −π to π ,

going from blue to red. The winding numbers w are best found by counting the number of

yellow bands (in grey scale this corresponds to the number of brightest bands) across the

channel.
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APPENDIX C

WINDING NUMBER VS. VPMAX/µ

The figures in this appendix show the winding number of the BEC circulation at

the end of the simulation, w(tfinal), plotted versus the parameter Vpmax scaled by the chem-

ical potential of the initial state of the BEC, µ . Values of µ for different cases are found in

Table 3.1. The different T cases have been offset slightly for clarity, and should be floored

to the next lowest integer. These curves are extracted from the final phase distributions

shown in Appendix B.
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APPENDIX D

WMAX CHARTS

The figures in this appendix show the maximum winding number, wmax, achieved

out of all the Vpmax for different length, stirring speed, and temperature cases. The values

of wmax(L,TR) are shown in the squares.
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