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Abstract 

Four mathematical models have been developed to describe copolymerization of inimer and iso-

butylene via living carbocationic polymerization in batch reactors. In this system, there are six different 

propagation rate constants that result from two kinds of vinyl groups and three different propagating end 

groups. The models are developed with the following goals: 1) to account for all six propagation rate con-

stants without making equal-reactivity assumptions; 2) to predict concentration changes of inimer, isobu-

tylene and polymer over time; 3) to predict values of average branching level, number and weight average 

molecular weight; 4) to predict molecular weight distribution; 5) to estimate model parameters.  

First, a simplified but lengthy PREDICI model is developed. Due to simplifying assumptions, this 

model can only be used for systems with low branching levels (i.e., less than 5 branches per molecule, on 

average), and only four of the six propagation rate constants are included.  This model achieves goals 2 to 

5 above, with parameters being estimated using low-branching-level data. Next, a traditional Monte Carlo 

(MC) model is developed. This MC model achieves all of the goals, except parameter estimation, due to 

the excessive computational effort that would be required. Third, a more advanced MC model is devel-

oped using a combination of dynamic material balances and stochastic calculations. With much shorter 

computational times (by a factor of ~200), this MC model provides information similar to that provided 

by the traditional MC model, and also provides information about dangling and internal segments in the 

polymer molecules. However, this model is still not suitable for parameter estimation. Finally, a “parallel” 

model is developed in PREDICI, which contains three simulation systems that are solved simultaneously. 

This model achieves goals 1 to 3 and 5, but cannot predict the weight average molecular weight. For the 

first time, all six propagation rate constants are included in the parameter estimation, resulting in im-

proved fit to the experimental data.  Three of the parameter estimates are not significantly different from 

zero at the 95% confidence level.  Additional data, with higher branching levels should be used, in future, 

to improve the precision of parameter estimates. 



 

 

 

iii 

Co-Authorship 

The research that is presented in this thesis is mainly conducted by me under the supervision of 

Dr. Kim B. McAuley of the Department of Chemical Engineering, Queen’s University and Dr. Judit E. 

Puskas of the Department of Chemical & Biomolecular Engineering, University of Akron.  

Materials in Chapters 2 to 4 have been published in Macromolecular Theory and Simulations and 

materials in Chapter 5 have been submitted to the AIChE journal. These journal papers were drafted by 

me and carefully edited and revised by Dr. McAuley and Dr. Puskas. Dr. McAuley and Dr. Puskas are co-

authors and helped to develop the objectives of the research for the journal papers in Chapters 2 to 5. Dr. 

Lucas Dos Santos (Goodyear Tire & Rubber Company) and Dr. Alejandra Alvarez (Univ. of Akron) are 

also co-authors for the journal paper in Chapter 2. Dr. Dos Santos and Dr. Alvarez provided the experi-

mental data and helped me to understand them. Dr. Piet Iedema (Univ. of Amsterdam) is a co-author for 

the journal paper in Chapter 4. Dr. Iedema contributed to the development of the advanced Monte Carlo 

algorithm.  



 

 

 

iv 

Acknowledgements 

First of all, I would like to give my thanks to GOD, who has shown great mercy on me, led me 

through my Ph.D. program and enabled me to finish ahead of schedule. He has given me comfort and 

provided research ideas at times when I struggled.  

I would like to thank my supervisors Dr. Kim McAuley and Dr. Judit Puskas, for their kind guid-

ance and advice through my whole Ph.D. program. Whenever I had questions or requests, they were al-

ways patient and willing to help. Especially, I would like to extend my sincerest and deepest appreciation 

to Kim who shows genuine care for students. In addition to research advice, Kim generously offered her 

time to help me improve my English, editing my written work word by word, regardless of whether it was 

an academic journal article or a simple course report. 

I would like to thank Dr. Lucas Dos Santos and Dr. Alejandra Alvarez from University of Akron, 

for their kind support in providing the experimental data.  

I would like to thank all the professors, staffs and students in the Department of Chemical Engi-

neering at Queen’s University, especially my office mates, Abdullah, Emily, Hui, Liang, Wei, Zahra, 

Yasmine, and John for making the office a pleasant place to work. 

A special thanks to my family. Words cannot express how grateful I am for the consistent love 

and support from my father, Yingxiao Zhao, and mother, Yange Li. Thank-you to my dear fiancée Stacey 

Hildebrand for your love, encouragement and prayers. You are a great blessing to me. I would also like to 

thank my friends in Kingston for making my life in Canada wonderful.  

 



 

 

 

v 

Table of Contents 

Abstract ......................................................................................................................................................... ii 

Co-Authorship.............................................................................................................................................. iii 

Acknowledgements ...................................................................................................................................... iv 

List of Figures ............................................................................................................................................ viii 

List of Tables .............................................................................................................................................. xii 

Nomenclature for Chapter 2 ....................................................................................................................... xiv 

Nomenclature for Chapter 3 ....................................................................................................................... xvi 

Nomenclature for Chapter 4 ..................................................................................................................... xviii 

Nomenclature for Chapter 5 ........................................................................................................................ xx 

Chapter 1 Introduction .................................................................................................................................. 1 

1.1 Arborescent Polymers ......................................................................................................................... 3 

1.2 Mathematical Models And Parameter Estimation .............................................................................. 4 

1.3 Reference ............................................................................................................................................ 7 

Chapter 2 Mathematical Modeling of Arborescent Polyisobutylene  Production in Batch Reactor ............. 8 

2.1 Abstract ............................................................................................................................................... 8 

2.2 Introduction ......................................................................................................................................... 9 

2.2.1 Mathematical Modeling of Branched Polymer Production........................................................ 12 

2.2.2 Models for Branched Polymer Systems Involving IM .............................................................. 13 

2.2.3 Mathematical Models for Linear Isobutylene Polymerization ................................................... 15 

2.3 Model Development .......................................................................................................................... 19 

2.3.1 Mechanism and Notation ........................................................................................................... 19 

2.3.2 Model Implementation in PREDICI .......................................................................................... 25 

2.3.2.1 Experimental Data and Parameter Estimation .................................................................... 27 

2.3.2.2 Initial Guesses and Uncertainties for Rate Constants ......................................................... 27 

2.4 Simulation Results ............................................................................................................................ 32 

2.5 Conclusion ........................................................................................................................................ 41 

2.6 Reference .......................................................................................................................................... 44 

Appendix 2.1 Examples of Reaction Steps Implemented in PREDICI .................................................. 48 

Appendix 2.2 Calculation of Mw from Different Polymer Species ........................................................ 49 

Appendix 2.3 Scaling Factor Used in PREDICI ..................................................................................... 52 

Appendix 2.4 Simulation results compared with SEC results ................................................................ 54 

Chapter 3 Monte Carlo Model for Arborescent Polyisobutylene Production in Batch Reactor ................. 56 



 

 

 

vi 

3.1 Abstract ............................................................................................................................................. 56 

3.2 Introduction ....................................................................................................................................... 57 

3.3 Model Development .......................................................................................................................... 66 

3.3.1 Monte Carlo Model Development ............................................................................................. 69 

3.4 Results ............................................................................................................................................... 72 

3.5 Conclusions ....................................................................................................................................... 79 

3.6 Reference .......................................................................................................................................... 81 

Appendix 3.1 MC Simulation with Only 10000 Initial IM Molecules ................................................... 84 

Appendix 3.2 Simple PREDICI Simulation for kpIIapp And kpSIapp .......................................................... 85 

Appendix 3.3 Matlab Code for MC Model with Six Parameters ............................................................ 86 

Appendix 3.4 Matlab Code for MC Model with Four Parameters ......................................................... 94 

Chapter 4 Advanced Monte Carlo for Arborescent Polyisobutylene Production in Batch Reactor ......... 100 

4.1 Abstract ........................................................................................................................................... 100 

4.2 Introduction ..................................................................................................................................... 101 

4.3 Model Development ........................................................................................................................ 110 

4.4 Simulation Results .......................................................................................................................... 122 

4.5 Conclusion ...................................................................................................................................... 130 

4.6 Reference ........................................................................................................................................ 131 

Appendix 4.1 Implementation Details in PREDICI for Internal Segments .......................................... 134 

Appendix 4.2 Matlab Code for Advanced MC Model with 3 Minutes Interval ................................... 137 

Chapter 5 Parallel Models for Arborescent Polyisobutylene  Synthesized in Batch Reactor ................... 146 

5.1 Abstract ........................................................................................................................................... 146 

5.2 Introduction ..................................................................................................................................... 147 

5.3 Model Development ........................................................................................................................ 155 

5.4 Parameter Estimation and Simulation Results ................................................................................ 163 

5.4.1 Parameter Estimation ............................................................................................................... 163 

5.4.2 Simulation Results ................................................................................................................... 169 

5.5 Conclusions ..................................................................................................................................... 175 

5.6 References ....................................................................................................................................... 176 

Appendix 5.1 Additional Information about Parameter Estimation Attempts ...................................... 183 

Chapter 6 Conclusions and Recommendations ......................................................................................... 185 

6.1 Conclusions ..................................................................................................................................... 185 

6.2 Recommendations for Future Work ................................................................................................ 189 

6.2.1 Modifications of Current Models ............................................................................................. 189 



 

 

 

vii 

6.2.2 More Experimental Data for Parameter Estimation ................................................................. 189 

  



 

 

 

viii 

List of Figures 

Figure 1.1 Carbenium ion ............................................................................................................................. 1 

Figure 1.2 a) Isobutylene molecule and isoprene molecule; b) the inimer molecule 4-(2-chloro-

isopropyl)styrene has a vinyl group that can undergo propagation reactions and a chloride that 

can be removed to initiate cationic polymerization .................................................................... 2 

Figure 2.1 Synthetic strategy for production of arbPIB.
7
 This scheme involves two types of vinyl groups, 

VI and VM and three types of cations arising from CI, CS and CM ................................................ 9 

Figure 2.2 Aromatic link destruction reaction
22

 .......................................................................................... 11 

Figure 2.3 Comprehensive mechanism for living IB polymerization using TiCl4 as the Lewis acid
51

 ....... 16 

Figure 2.4 Two examples of P9
2I,2S

(18) molecules that have 9 benzene groups from IM units, 18 

isobutylene units, 2 chloride ends of type CI from IM and 2 secondary chlorides of type CS. . 20 

Figure 2.5 Six reactions corresponding to the different true propagation rate coefficients. The new bond 

that forms is shown in bold. ...................................................................................................... 22 

Figure 2.6 Comparison of experimental data from replicate experiments in Table 2.4 and model 

predictions using parameter values in Table 2.8. a) [IB] ▲data, ─ prediction; b) ■ Mn and▲ 

Mw data, ─ prediction c) Bkin ▲data, ─ prediction ................................................................... 34 

Figure 2.7 Comparison of experimental data from 06DNX090 and 06DNX100 in Table 2.4 and model 

predictions using parameter values in Table 2.8. a) [IB] 06DNX090 ∆ data, - - - prediction; 

06DNX100 ■ data, ─ prediction; b) 06DNX090 □ Mn, ∆ Mw data, - - - prediction; 06DNX100 

■ Mn, ▲ Mw data, ─ prediction. c) Bkin 06DNX090 □ data, - - - prediction; 06DNX100 ■ data, 

─ prediction .............................................................................................................................. 35 

Figure 2.8 Predicted [IM] vs. time from the replicate runs, a) simulation results from using estimated 

value kpIMapp in Table 2.8; b) simulation result from using initial value of kpIMapp in Table 2.8, 

which we most believed.  Note the different time scales for a) and b). .................................... 38 

Figure 2.9 Detailed simulation results for polymer species with different numbers of IM units using the 

conditions for 06DNX100. a) Polymer concentrations vs. time; b) Mn vs. time; c) Mw vs. time. 

■ 1 IM per molecule, ▲ 3 IM per molecule, ▼ 5 IM per molecule, ○ 10 IM per molecule and 

  15 IM per molecule. .............................................................................................................. 39 

Figure 2.10 Simulation results for MWD using experimental conditions for run 06DNX100. The left-most 

peak of the overall MWD corresponds primarily to linear polymer with only one inimer unit. 

The second peak corresponds mainly to branched polymer with two or three inimer units.  



 

 

 

ix 

Note that area of the peaks decreases as the number of inimer units increases, except for peak 

15. ............................................................................................................................................. 40 

Figure 2.11 Simulation results for MWD using experimental conditions for run 06DNX001, 06DNX010 

and 06DNX030. ........................................................................................................................ 54 

Figure 2.12 SEC traces of selected arbPIB samples obtained from Dos Santos
21

. (a) 06DNX001; (b) 

06DNX010 ................................................................................................................................ 55 

Figure 3.1 Reaction scheme to produce arborescent polyisobutylene. Step a) is the exchange reaction that 

generates IM from MeOIM.
13

 Step b) is the overall reaction scheme to produce an arbPIB 

molecule from several IM and isobutylene molecules.
15

 .......................................................... 57 

Figure 3.2 Comprehensive mechanism for living IB polymerization using TiCl4 as the Lewis acid
16

 ....... 61 

Figure 3.3 a) Comparison of predicted chainlength distributions obtained using different initial numbers 

of IM molecules     50000, - - - 1500000 and  ── PREDICI predictions; b) individual 

MWD curves for polymer molecules with different numbers of IM units from MC simulation 

with 1500000 initial IM molecules. .......................................................................................... 73 

Figure 3.4 . Comparison between MC and PREDICI model predictions for simulations with [IM]0 = 

0.00454 M. The MC simulations used 50000 IM and 19162996 IB molecules initially      

MC, −−−PREDICI.  The MC results are difficult to see in a) because they overlap with the 

PREDICI results. ....................................................................................................................... 75 

Figure 3.5 Comparison between MC model with only 4 parameters and MC model with all 6 parameters 

when [IM]0 = 0.00454 M. Note that 50000 IM and 19162996 IB molecules are used initially in 

the MC simulations.  The thinner dash-dot lines correspond to MC simulations with only 4 

parameters and the thicker dash-dot lines correspond to MC model with 6 parameters. In a) the 

results are overlaid so that the thinner line cannot be seen. ...................................................... 77 

Figure 3.6 SCVP results with [IM]0 = 1 M and 2000000 initial IM units .................................................. 78 

Figure 3.7 MC predictions for simulations with [IM]0 = 0.00454 M. The MC simulations used 10000 IM 

and 3832599 IB molecules initially. These figures agree well with the MC simulations in 

Figure 3.4 for less computing time. .......................................................................................... 84 

Figure 3.8 PREDICI rough simulation results for kpIIapp = 0.00075 Lmol
-1

s
-1

 and kpSIapp = 0.00001 Lmol
-1

s
-1

 

with experimental data. ── simulation results; ■ is the experimental data. ............................. 85 

Figure 4.1 Typical structure of an inimer ................................................................................................. 101 

Figure 4.2 a) Exchange reaction that converts 4-(2-methoxyisopropyl)styrene to IM;
19

 b) a simplified 

reaction scheme for the “one-pot” living copolymerization of IM and IB
21

 ........................... 103 

Figure 4.3 Two different paths for carbocationic polymerization using different amount of Lewis acid 

coinitiator. Path A is dominant when LA concentration is lower than the concentration of 



 

 

 

x 

initiator; Path B is dominant when LA concentration is much higher than the concentration of 

initiator. Note I is initiator and M is monomer.
26

 .................................................................... 104 

Figure 4.4 Detailed illustration of dangling segments and internal segments. ......................................... 112 

Figure 4.5 Detailed process for assembling the polymer molecule shown in Figure 4.4. The Cl groups that 

uncaps to initiate the next segment is shown in bold .............................................................. 115 

Figure 4.6 Fraction of the total CI end groups that are eventually converted to CM groups (via reaction 2 in 

Table 4.2) at any time during a batch with [IB]0 = 1.74 M and [IM]0 = 0.00454 M that ends at 

tf = 5400 s.  The values of r2 and tM shown on the plot indicate that 75% of the reactions of this 

type have occurred by a time of 528 s. ................................................................................... 122 

Figure 4.7 Model predictions for hypothetical species from Table 4.4, a) CHI


S; b) CHM; c) CHS; d) CHS


M 

and CHS


S obtained by starting with [IB]0 = 1.74 M and [IM]0 = 0.00454 M.  Note that only the 

first 600 seconds of the simulated results are shown in c) and d). .......................................... 123 

Figure 4.8 Predicted concentrations of vinyl groups and end groups obtained by solving ODEs in Table 

4.4, a) VI and VM vinyl groups; b) ── is CI groups; - - - is CM groups;    is CS groups, 

starting with  [IB]0 = 1.74 M and [IM]0 = 0.00454 M............................................................. 123 

Figure 4.9 MWDs obtained using different number of random polymer chains and discretization intervals 

of 180 s in Tables 4.7 and 4.8, for a batch with [IB]0 = 1.74 M and [IM]0 = 0.00454 M and tf = 

5400 s. - - - is a distribution with 1   10
4
 polymer chains; ── is a distribution with 1   10

5
  

polymer chains;    is a distribution with 2   10
5
  polymer chains. .................................... 125 

Figure 4.10 MWDs with different time intervals in Tables 4.7 and 4.8, using [IB]0 = 1.74 M and [IM]0 = 

0.00454 M and tf = 5400 s and 1   10
5
 polymer chains. - - - is a distribution with 60 s 

discretization intervals; ── is a distribution with 180 s intervals;    is a distribution with 

600 s intervals. ........................................................................................................................ 125 

Figure 4.11 MWDs for results from traditional MC and advanced MC for a batch with [IB]0 = 1.74 M and 

[IM]0 = 0.00454 M and tf = 5400 s. ── is advanced MC and there are 1   10
5
 polymer chains, 

using 180 s intervals in Tables 4.7 and 4.8; - - - is from a traditional MC simulation that results 

in 0.99313   10
5
 polymer chains. ........................................................................................... 126 

Figure 4.12 MWDs results for dangling segments and internal segments from advanced MC with [IB]0 = 

1.74 M and [IM]0 = 0.00454 M and tf = 5400 s and 1  10
5
 polymer chains. ── are dangling 

segments (36236 pieces); - - - are internal segments (308953 pieces). Note internal segment 

with length 0 is not considered here. ....................................................................................... 128 

Figure 4.13 Captured photo from PREDICI. L0 is the concentration of segments that start growing at t = 

0; L1 is the concentration of the segments that start growing at t = 1 min.; L2,L3… are linear 



 

 

 

xi 

segments that are born at different time. M0, M1… are the corresponding initiator that initiates 

the linear segments. ................................................................................................................. 135 

Figure 4.14 PREDICI file for kp1.fun that controls the birth time of L1(1). ............................................ 136 

Figure 5.1 a) Typical structure of an inimer; b) a simplified reaction scheme for the “one-pot” living 

copolymerization of IM and IB.
13

 ........................................................................................... 148 

Figure 5.2 Two different paths for carbocationic polymerization using different amount of Lewis acid 

coinitiator. Path A is dominant when LA concentration is lower than that of the initiator; Path 

B is dominant when LA concentration is higher than that of the initiator. Note I is initiator and 

M is monomer.
33

 ..................................................................................................................... 150 

Figure 5.3 Comparison of the calculated MWD between simulation 3 using PREDICI and our previous 

advanced MC model
15

 using the initial condition [IM]0 = 0.00454 M and [IB]0 = 1.74 M and 

the parameter values in Table 5.2. - - - is the MWD calculated by PREDICI; ─ is the MWD 

calculated by advanced MC with 10
5
 polymer chains. ........................................................... 161 

Figure 5.4 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with [IM]0 = 0.00114 M and 

[IB]0 = 1.74 M . ── simulation with newly estimated parameters; - - - simulation with old 

parameters; ■ experimental values; ▲ Bkin calculated from data with assumption [IM]=0; ∆ 

Bkin calculated from data using simulated [IM]; a) [IB], b) [IM], c) polymer concentration, d) 

Bkin, e) Mn f) Mw. ...................................................................................................................... 171 

Figure 5.5 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with [IM]0 = 0.00227 M and 

[IB]0 = 1.74 M . ── simulation with newly estimated parameters; - - - simulation with old 

parameters; ■ experimental values; ▲ Bkin calculated from data with assumption [IM]=0; ∆ 

Bkin calculated from data using simulated [IM]; a) [IB], b) [IM], c) polymer concentration, d) 

Bkin, e) Mn f) Mw. ...................................................................................................................... 172 

Figure 5.6 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with[IM]0 = 0.00454 M and 

[IB]0 = 1.74 M . ── simulation with newly estimated parameters; - - - simulation with old 

parameters; ■ experimental values; ▲ Bkin calculated from data with assumption [IM]=0; ∆ 

Bkin calculated from data using simulated [IM]; a) [IB], b) [IM], c) polymer concentration, d) 

Bkin, e) Mn f) Mw. ...................................................................................................................... 173 

Figure 5.7 Predicted MWDs for a) internal segments and b) dangling segments at t = 5400 s from 

experiment with [IM]0 = 0.00454 M and [IB]0 = 1.74 M and parameter values from Table 5.7; 

─ PREDICI, -- Advanced Monte Carlo.  Note that the two curves in a) overlap. .................. 174 



 

 

 

xii 

List of Tables 

Table 2.1 Summary of typical reactions based on end groups .................................................................... 23 

Table 2.2 Summary of reactions and rate expressions in terms of the apparent and true propagation rate 

constants assuming that all propagation reactions occur via both path A and path B. CM, CI and 

CS in the second column indicate the type of cation that is participating in the reaction. .......... 24 

Table 2.3 Assumptions for model development ......................................................................................... 26 

Table 2.4 Experiments from Dos Santos
.21

 [IB]0 = 1.74 M, [TiCl4]0 = 0.0313 M, T = -95 °C in Hx/MeCl 

(60/40).  The inimer that initiated the polymerization was formed in situ from a precursor 

(MeOIM), as shown in Figure 3.1. ............................................................................................. 28 

Table 2.5 Initial values, upper and lower values, and uncertainties of each parameter .............................. 29 

Table 2.6 Literature values for kinetic parameters from IB and styrene homopolymerization and 

copolymerization ........................................................................................................................ 29 

Table 2.7 The actual apparent rate constants for parameter estimation ...................................................... 31 

Table 2.8 Parameter estimation results ....................................................................................................... 33 

Table 3.1 Assumptions for PREDICI material balance model development
15

 ........................................... 62 

Table 3.2 Parameter estimation results for four lumped parameters.
15

 ....................................................... 63 

Table 3.3 Summary of six possible propagation reactions and corresponding reaction rates between end 

groups and vinyl groups during copolymerization of IM and IB ............................................... 67 

Table 3.4 Summary of reactions and rate expressions for reactions between different types of molecules 

during copolymerization of IM and IB. CM, CI and CS in the second column indicate the type of 

cation that is participating in the reaction.
15

 ............................................................................... 68 

Table 3.5 special matrix for counting IM and polymers ............................................................................. 70 

Table 4.1 Six apparent propagation rate constants and their estimated values.
21,22

 .................................. 104 

Table 4.2 Summary of six possible propagation reactions between end groups and vinyl groups during 

copolymerization of IM and IB ................................................................................................ 105 

Table 4.3 Assumptions from our previous PREDICI model
21

 .................................................................. 107 

Table 4.4 Dynamic material balances and initial conditions (IC) used in advanced MC calculations. .... 111 

Table 4.5 Algorithm for assembling a random polymer molecule using information available at the end of 

the batch. ................................................................................................................................... 113 

Table 4.6 Random numbers, Criteria and Outcomes used in the MC algorithm in Table 4.5 .................. 114 

Table 4.7 Probabilities of lengths of internal segments that are born at tM = 2520 s and that end at different 

times tS. The probability values were obtained using the parameter values in Table 4.1 for a 



 

 

 

xiii 

batch with [IB]0=1.74 M, [IM]0=0.00454 M and tf = 5400 s. Similar tables are required for 

different values of tM. ................................................................................................................ 118 

Table 4.8 ODEs for different chain lengths that are solved by an alternative way using Matlab. ............ 118 

Table 4.9 Probabilities for dangling segments born at different times with time interval 180 s. ............. 120 

Table 5.1 Summary of six possible propagation reactions between end groups and vinyl groups using 

apparent propagation rate constants during copolymerization of IM and IB. .......................... 149 

Table 5.2 Six apparent propagation rate constants and their estimated values.
13-15

 .................................. 149 

Table 5.3 Assumptions from our previous PREDICI model.
13

 ................................................................. 153 

Table 5.4 Four parallel polymerization simulations that focus on different arborescent polymerization 

characteristics ........................................................................................................................... 157 

Table 5.5 Pseudo rate constants derived using reactions in corresponding rows in Table 5.4 for 

Simulations 1, 3 and 4. ............................................................................................................. 158 

Table 5.6 Initial values and lower and upper bounds used for estimation of six apparent rate constants 164 

Table 5.7 Parameter ranking and estimation results for all six apparent rate constants............................ 168 

Table 5.8 Twenty different initial guesses used for parameter estimation. Note that the estimable 

parameters determined in each attempt are marked in bold and the best trial (Trial 19) is 

highlighted. ............................................................................................................................... 183 

Table 5.9 Estimation results from all 20 trials.  Values shown as –- did not change from their initial values 

because the corresponding parameters were not selected for estimation.................................. 184 

 



 

 

 

xiv 

Nomenclature for Chapter 2 

BLD branching level determined by link destruction method 

Bkin branching level determined by kinetic calculations and measured molecular weight  

CI chloride-capped groups from the IM 

CM chloride-capped groups on a chain end formed after propagation with monomer 

CS chloride-capped groups along the side of a chain, produced after propagation with a VI type 

vinyl group, either on IM or polymer 

Hx Hexane 

IB Isobutylene 

IM Inimer, a small molecule that functions of both initiator and monomer 

kpIM true rate constant for reactions involving CI + VM 

kpII true rate constant for reactions involving CI + VI 

kpMM true rate constant for reactions involving CM + VM 

kpMI true rate constant for reactions involving CM + VI 

kpSM true rate constant for reactions involving CS + VM 

kpSI true rate constant for reactions involving CS + VI 

appk  apparent rate constant that accounts for ionization equilibrium 

kpIMapp apparent rate constant for reactions involving CI + VM 

kpMMapp apparent rate constant for reactions involving CM + VM 

kpMIapp apparent rate constant for reactions involving CM + VI 

kpSMapp apparent rate constant for reactions involving CS + VM 

kp12 cross-propagation rate constant in IB (1) and styrene (2) copolymerization 

kp21 cross-propagation rate constant in IB (1) and styrene (2) copolymerization 

k0 rate constant for intermediate formation,            

k-0 rate constant for intermediate dissociation,     

K0 k0/ k-0, equilibrium constant for intermediate formation,         

k1 ionization rate constant to form active species with monomeric gegenion,     

k-1 deactivation rate constant for active species with monomeric gegenion,     

K1 k1/ k-1, equilibrium constant for active species with monomeric gegenion 

k2 ionization rate constant to form active species with dimeric gegenion,            

k-2 deactivation rate constant for active species with dimeric gegenion,     

K2 k2/ k-2, equilibrium constant for active species with dimeric gegenion,         

LA Lewis Acid 

MeCl methyl chloride 

Mn,theo the molecular weight that would be obtained if all IM was consumed as initiator only 

MIB
 

the molar mass of isobutylene 

MIM
 

the molar mass of inimer 

Mn number average molecular weight 

Mw weight average molecular weight 

MWD molecular weight distribution 
*

nP LA  polymer/Lewis acid intermediate with chain of length n, n>1 

nP LA   active growing chain of length n, with monomeric Lewis acid gegenion, n>1 



 

 

 

xv 

2nP LA   active growing chain of length n, with dimeric Lewis acid gegenion, n>1 
, ( )xI yS

iP m  polymer molecules with i IM units, m IB units, x CI  end groups and y CS side groups 

r1 kp11/ kp12 in IB (1) and styrene (2) copolymerization 

r2 kp22/ kp21 in IB (1) and styrene (2) copolymerization 

pAR  rate expressions for reactions via path A, i.e., with monomeric gegenion 

pBR  rate expressions for reactions via path B, i.e., with dimeric gegenion 

pTotR  rate expressions for combination of both path A and path B 

SCVP self-condensing vinyl polymerization 

SCVCP self-condensing vinyl copolymerization 

TMPCl 2-chloro-2,4,4-trimethylpentane 

VI vinyl groups on IM and polymer 

VM vinyl groups on isobutylene 

,0

yS

i  zeroth moment for polymer chains with i IM units and y CS side groups 

,1

yS

i  first moment for polymer chains with i IM units and y CS side groups 

,2

yS

i  
second moment for polymer chains with i IM units and y CS side groups 

 



 

 

 

xvi 

Nomenclature for Chapter 3 

Bkin branching level determined by kinetic calculations and measured molecular weight  

CI chloride-capped groups from the IM 

CItot total number of CI groups in MC simulation 

Cj concentration of species j in the system 

CM chloride-capped groups on a chain end formed after propagation with monomer 

CMtot total number of CM groups in MC simulation 

CS 

chloride-capped groups along the side of a chain, produced after propagation with an IM 

vinyl group 

CStot total number of CS groups in MC simulation 

∆t small time interval between two successive reactions in MC 

DP Degree of polymerization, here includes both IM and IB 

IB Isobutylene 

IM Inimer, a small molecule that functions of both initiator and monomer 

   
   rate constant for initiation used in MC model 

   
   rate constant for propagation used in MC model 

      true rate constant for reactions involving CI + VI 

        apparent rate constant for reactions involving CI + VI 

       
   apparent rate constant for reactions involving CI + VI used in MC model 

      true rate constant for reactions involving CI + VM 

        apparent rate constant for reactions involving CI + VM 

       
   apparent rate constant for reactions involving CI + VM used in MC model 

      true rate constant for reactions involving CM + VI 

        apparent rate constant for reactions involving CM + VI 

       
   apparent rate constant for reactions involving CM + VI used in MC model 

      true rate constant for reactions involving CM + VM 

        apparent rate constant for reactions involving CM + VM 

       
   apparent rate constant for reactions involving CM + VM used in MC model 

      true rate constant for reactions involving CS + VI 

        apparent rate constant for reactions involving CS + VI 

       
   apparent rate constant for reactions involving CS + VI used in MC model 

      true rate constant for reactions involving CS + VM 

        apparent rate constant for reactions involving CS + VM 

       
   apparent rate constant for reactions involving CS + VM used in MC model 

   
   rate constant for termination used in MC model 

k0 rate constant for intermediate formation,            

k-0 rate constant for intermediate dissociation,     

K0 k0/ k-0, equilibrium constant for intermediate formation,         

k1 ionization rate constant to form active species with monomeric gegenion,     

k-1 deactivation rate constant for active species with monomeric gegenion,     
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K1 k1/ k-1, equilibrium constant for active species with monomeric gegenion 

k2 ionization rate constant to form active species with dimeric gegenion,            

k-2 deactivation rate constant for active species with dimeric gegenion,     

K2 k2/ k-2, equilibrium constant for active species with dimeric gegenion,         

LA Lewis Acid 

MeOIM 4-(2-methoxyisopropyl)styrene 

Mn number average molecular weight 

Mw weight average molecular weight 

MWD molecular weight distribution 

NA Avogadro’s constant  

    
 number of    end groups in MC model 

    
 number of    end groups in MC model 

    
 number of    end groups in MC model 

    number of initiator in MC model 

    number of monomer in MC model 

    number of polymer in MC model 

     number of    vinyl groups in MC model 

     number of    vinyl groups in MC model 

pj probability of the jth reaction 
*

nP LA  polymer/Lewis acid intermediate with chain of length n, n>1 

nP LA   active growing chain of length n, with monomeric Lewis acid gegenion, n>1 

2nP LA   active growing chain of length n, with dimeric Lewis acid gegenion, n>1 
, ( )xI yS

iP m  polymer molecules with I IM units, m IB units, x CI  end groups and y CS side groups 

   
   the reaction rate of initiation in MC model 

   
   the reaction rate of jth reaction in MC model 

   
   the reaction rate of propagation reaction in MC model 

   
   the reaction rate of termination reaction in MC model 

       
   total reaction rate of all reactions in MC model 

pAR  rate expressions for reactions via path A, i.e., with monomeric gegenion 

pBR  rate expressions for reactions via path B, i.e., with dimeric gegenion 

pTotR  rate expressions for combination of both path A and path B 

r1 to r4 uniformly distributed random number from 0 to 1 

SCVP self-condensing vinyl polymerization 

SCVCP self-condensing vinyl copolymerization 

V specific volume used in MC model 

VI vinyl groups on IM and polymer 

VItot total number of VI groups in MC simulation 

VM vinyl groups on isobutylene 

 

 



 

 

 

xviii 

Nomenclature for Chapter 4 

Bkin branching level determined from kinetic calculations and measured molecular weight  

    chloride-capped groups from the inimer 

    chloride-capped groups on a chain end formed after propagation with monomer 

    chloride-capped groups along the side of a chain, produced after propagation with an inim-

er vinyl group 

       hypothetical counter species that counts the total number of moles (per liter) of    groups 

that have been converted to    at a particular time in the batch (see Table 4.4) 

       hypothetical counter species that counts the total number of moles (per liter) of    groups 

that have been converted to    at a particular time in the batch (see Table 4.4) 

     hypothetical counter species that counts the number of    groups per unit volume that 

change to     (see Table 4.4) 

     hypothetical counter species that counts the number of    groups that are consumed by ei-

ther    groups or    groups (see Table 4.4) 

       hypothetical counter species that counts only the    groups that are converted to    

groups. (see Table 4.4) 

       hypothetical counter species that counts only the    groups that are converted to other    

groups. (see Table 4.4) 

∆t small time interval between two successive reactions using traditional Monte Carlo method 

IB Isobutylene 

IM Inimer, a small molecule that functions as both initiator and monomer 

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving CM and    

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

k0 rate constant for intermediate formation,             

k-0 rate constant for intermediate dissociation,     

K0 k0/ k-0, equilibrium constant for intermediate formation,         

k1 ionization rate constant to form active species with monomeric gegenion,     

k-1 deactivation rate constant for active species with monomeric gegenion,     

K1 k1/ k-1, equilibrium constant for active species with monomeric gegenion 

k2 ionization rate constant to form active species with dimeric gegenion,            

k-2 deactivation rate constant for active species with dimeric gegenion,     
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K2 k2/ k-2, equilibrium constant for active species with dimeric gegenion,         

LA Lewis Acid 

MeOIM 4-(2-methoxyisopropyl)styrene 

     molar mass of isobutylene 

     molar mass of inimer 

 ̅   number average molecular weight 

 ̅        theoretical number average molecular weight  

Mw weight average molecular weight 

MWD molecular weight distribution 

    
 number of    end groups that has not been studied in MC molecule assembly 

      probability of polymer chain with length   

  
     polymer/Lewis acid intermediate with chain of length n 

  
      active growing chain of length n, with monomeric Lewis acid gegenion 

  
    

   active growing chain of length n, with dimeric Lewis acid gegenion 

  ,   …    uniformly distributed random numbers between 0 and 1 

SCVP self-condensing vinyl polymerization 

SCVCP self-condensing vinyl copolymerization 

      segments with length   

    beginning time of the batch 

    time when a CI group or CS group reacts with a    group to start a new segment 

    time when a CI group or CM group reacts with a    group 

     time when a CS group reacts with a    group 

    batch end time 

    vinyl group on inimer and polymer 

    vinyl group on isobutylene 
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Nomenclature for Chapter 5 

Bkin average branching level determined from kinetic calculations and measured molecular 

weight  

    chloride-capped groups from the inimer or polymer 

  
   

  chloride-capped groups from the inimer or polymer in simulation (i) 

    chloride-capped groups on a chain end formed after propagation with monomer 

  
   

  chloride-capped groups on a chain end formed after propagation with monomer in simula-

tion (i) 

    chloride-capped groups along the side of a chain, produced after propagation with an inim-

er vinyl group 

  
   

  chloride-capped groups along the side of a chain, produced after propagation with an inim-

er vinyl group in simulation (i) 

IB isobutylene 

       isobutylene in simulation (i) 

         experimental measurements of the concentration of IB 

IM inimer, a small molecule that functions as both initiator and monomer 

       inimer, a small molecule that functions as both initiator and monomer in simulation (i) 

J objective function value  

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

       
   average rate constant defined in Table 5.4.  

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

       
   average rate constant defined in Table 5.4 

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving CM and    

       
   average rate constant defined in Table 5.4 

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

       
   average rate constant defined in Table 5.4 

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

       
   average rate constant defined in Table 5.4 

      true rate constant for propagation reactions involving    and    

         apparent rate constant for propagation reactions involving    and    

       
   average rate constant defined in Table 5.4 

     an unknown value that is related to         

k0 rate constant for intermediate formation,             

k-0 rate constant for intermediate dissociation,     

K0 k0/ k-0, equilibrium constant for intermediate formation,         
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k1 ionization rate constant to form active species with monomeric gegenion,     

k-1 deactivation rate constant for active species with monomeric gegenion,     

K1 k1/ k-1, equilibrium constant for active species with monomeric gegenion 

k2 ionization rate constant to form active species with dimeric gegenion,            

k-2 deactivation rate constant for active species with dimeric gegenion,     

K2 k2/ k-2, equilibrium constant for active species with dimeric gegenion,         

LA Lewis Acid 

MeOIM 4-(2-methoxyisopropyl)styrene 

     molar mass of isobutylene 

     molar mass of inimer 

 ̅   number average molecular weight 

 ̅    
  experimental measurements of the number average molecular weight 

 ̅        theoretical number average molecular weight  

 ̅   weight average molecular weight 

MWD molecular weight distribution 

n number of IB units in an internal or dangling segment 

  ;    total number of IB and IM units in a polymer molecule 

           polymer chains with n IB and IM units in total in simulation 3 

      polymer  concentrations in simulation 4 

  
     polymer/Lewis acid intermediate with chain of length n 

  
      active growing chain of length n, with monomeric Lewis acid gegenion 

  
    

   active growing chain of length n, with dimeric Lewis acid gegenion 

SCVP self-condensing vinyl polymerization 

SCVCP self-condensing vinyl copolymerization 

  
   

     dangling segment with length n in simulation 2 

  
   

     internal segment with length n in simulation 2 

   
   pooled variance estimates for the isobutylene concentration 

  ̅ 

   pooled variance estimates for the number average molecular weight 

    vinyl group on inimer and polymer 

  
   

  vinyl group on inimer and polymer in simulation (i) 

    vinyl group on isobutylene 

  
   

  vinyl group on isobutylene and polymer in simulation (i) 
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Chapter 1 

Introduction 

In this thesis, four mathematical models are developed to describe the living carbocation-

ic copolymerization of inimer and isobutylene in batch reactors to produce arborescent polyiso-

butylene. Carbocationic polymerization is a chain-growth reaction where the active center is a 

carbenium ion
1
 (shown in Figure 1.1). Because of the high reactivity of the carbocations, carbo-

cationic polymerizations have been traditionally considered uncontrollable. They were treated in 

the same way as free radical polymerizations where the molecular weight was determined by the 

rates of side reactions, like chain transfer and termination, relative to the rate of propagation.
1
 It 

was not until 1974 that living conditions were achieved experimentally in carbocationic polymer-

ization.
2 

 

R C
+

H

H

 

Figure 1.1 Carbenium ion  

 

The annual production of polymers produced by carbocationic polymerization is relative-

ly small, at around 2% of the total polymer market worldwide provided.
3
 However, carbocationic 

polymerization is used for some important applications where other types of polymerization (e.g., 

free radical, condensation, anionic) cannot be used.
1,4

 Among these polymer products, butyl rub-

ber, which is a copolymer of isobutylene and isoprene (Figure 1.2a), is the highest-volume prod-



 

 

 

 

2 

uct.
3
 Butyl rubbers have many desirable physical properties, like low air permeability, making 

them widely used as inner tubes for all kinds of vehicles.
1,5

 Also, butyl rubbers also have broad 

damping properties that can be used to reduce vibration on machines.
1,5

 Besides the excellent 

physical properties, butyl rubbers also have outstanding chemical stability and biocompatibility.
1,4

  

Even though the polyisobutylene-based products have excellent properties for a variety of 

applications, their annual production is still relatively small comparing with other polymer prod-

ucts. The main reason is the undesirable operating conditions for carbocationic polymerization. 

Most carbocationic polymerizations are conducted at very low temperatures between -80 to -

100  C. Higher temperatures would cause low reactivity and molecular weight, because the rate of 

depropagation increases faster than the rate of propagation when the temperature increases.
1
  

 

Cl

isobutylene isoprene 4-(2-chloroiopropyl)styrene

a) b)

 

Figure 1.2 a) Isobutylene molecule and isoprene molecule; b) the inimer molecule 4-(2-chloro-

isopropyl)styrene has a vinyl group that can undergo propagation reactions and a chloride that can be re-

moved to initiate cationic polymerization 
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1.1 Arborescent Polymers 

Recently, researchers have been paying attention to hyperbranched, dendritic or arbores-

cent polymers.
6-8

 These highly branched polymers have unique physical properties compared to 

their linear counterparts, making them good candidates for use in many specialized areas, e.g. 

biomaterials, gene and drug delivery and coatings.
6-10

 One way to produce hyperbranched or ar-

borescent polymers is by using inimer molecules like that shown in Figure 1.2b. Inimers have 

both the function of an initiator and a monomer. Because of this structure each inimer molecule 

has the potential to form a T-shaped branch on a polymer chain. By adding inimer into the recipe, 

it is quite easy to obtain arborescent polymers in a single batch reactor.
11

 

In this thesis, mathematical models are developed to describe the formation of arbores-

cent polyisobutylene (arbPIB) in a batch reactor.
11,12

 This arbPIB and its derivatives are very 

promising biomaterials that can be used for human implantation, due to their outstanding proper-

ties, like tensile strength, permeability and biocompatibility. Some of the properties, like strength 

and permeability to liquid, are largely decided by its branching level and molecular weight distri-

bution. In general, higher branching levels cause lower viscosity and lower hardness; higher mol-

ecules weight causes higher viscosity and more stiffness. In order to know how the initial concen-

tration of inimer used in the recipe will influence on the polymer branching level and molecular 

weight over time, performing a large number of experiments would be necessary. However, this 

arbPIB material is synthesized in special reactors at low temperatures near -80  C, which makes 

experiments difficult and time-consuming for experimenters.   
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1.2 Mathematical Models And Parameter Estimation 

In order to save time and energy required for performing experiments, and also to under-

stand the mechanism of the reactions better, researchers have built mathematical models to de-

scribe a wide variety of polymerization systems.
13,14

 A good mechanistic model can be used to 

explain the results of experiments that have been conducted and can be used to predict what will 

happen using new operating conditions.  Reliable values of kinetic parameters are required to ob-

tain good predictions. In many cases when researchers have a sound understanding of the im-

portant chemical phenomena, they can derive appropriate model equations, but they do not have 

accurate values of the required kinetic parameters.  In this situation, parameter estimation using 

experimental data can help modelers to obtain accurate estimates of some or all of their model 

parameters.  

The goal of the research in this thesis is to build fundamental models that can explain 

what is happening during the carbocationic copolymerization of the inimer and isobutylene in 

Figure 1.1. In this copolymerization system, there are six different propagation rate constants, 

which arise due to the three different types of active chain ends and two different types of vinyl 

groups in this system (which will be explained in Chapter 2). These models should: i) account for 

the effects of all six different types of propagation reactions; ii) predict concentration changes of 

inimer, isobutylene and polymer molecules over time; iii) predict values of average branching 

level, and number and weight average molecular weight (i.e.    and   ); iv) predict the overall 

molecular weight distribution (MWD) of arbPIB and detailed information about MWDs of mole-

cules with different numbers of branches; v) contain reliable parameter values that can be used in 

future modeling studies. In Chapters 2 to 5 of this thesis, four different mathematical models are 

developed to accomplish these goals.  

In the Chapter 2, a relatively simple PREDICI model is introduced that tracks a large 

number of polymeric species with different levels of branching and different numbers of end 
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groups. The idea behind this model is simple, trying to include all possible reactions that could 

happen in the system between different types of molecules. Because of the very large number of 

reactions and species in the system, I applied several simplifying assumptions to make the size of 

the model manageable. Nevertheless, there are still over 1000 reaction steps and over 100 poly-

mer species remaining in the model. This PREDICI model can only be applied to polymerization 

systems with very low branching level (below 5 branches per molecule on average). This model 

can predict concentration changes of inimer, isobutylene and polymers chains with different 

numbers of branches. Also, it can predict the values of    and   . An important feature of this 

model is that it can predict the MWD of the whole system, and also MWDs of polymers with dif-

ferent numbers of branches. Parameter estimation is performed by fitting limited available data 

with low branching levels. Although use of this model is only accurate for systems with low 

branching levels, it inspired the development of three additional models that are valid for high 

branching levels.  

In order to build a model that can be applied for higher branching levels, I developed a 

Monte Carlo (MC) model using the traditional MC method developed by Gillespie
15

, which is 

described in Chapter 3. The ideas behind this model are not complex and the implementation in 

Matlab is quite straightforward. Since the reaction mechanism in this MC model focuses on reac-

tions between individual molecules, the model requires significantly long computing times (sev-

eral days on my laptop computer) to achieve reliable results for typical batch runs. Thus, this MC 

model can achieve all the goals that were listed above, except that it is unsuitable for parameter 

estimation, due to the excessive computational effort.  

To address the long computation-time issue of the traditional MC method, we developed 

an advanced MC model with the help of Dr. Piet Iedema described in Chapter 4. This model 

combines the idea of dynamic material balances and random processes, making it much faster 

(e.g., by a factor of ~200) than the traditional MC model.  However, the ideas required to develop 
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and implement this model are complicated. Like the traditional MC model, the advanced MC 

model can also provide information about each individual molecule in the system at the end of the 

batch. Even if it is more efficient, it is still too slow to be used for parameter estimation.  

To address the issue of long computing time for parameter estimation, a good idea came 

to my mind after reading a paper by Zargar et al.
16

 As a result, I developed a relatively simple 

model in PREDICI (shown in Chapter 5) that consists of three parallel systems:  one that tracks 

the end groups, one that tracks the internal and dangling segments in the branched polymer mole-

cules and on that tracks the concentration of polymer molecules and unreacted inimer and mono-

mer. This model significantly shortens the computing time from hours to seconds, making it use-

ful for parameter estimation. Because of the much faster calculations, much information about the 

details of the polymerizing system is neglected as compensation. This model can predict the value 

of    and the average branching level, but not    and MWD. Overall conclusions and recom-

mended future work are summarized in Chapter 6.  
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2.1 Abstract 

A novel model describes copolymerization of isobutylene and inimer via living carbocationic 

polymerization. Six different propagation rate constants and two types of equilibrium reactions 

are considered. Simplifying assumptions are made to enable implementation in PREDICI, so that 

MWD could be predicted for molecules with different branching levels.  Four apparent rate con-

stants were estimated from experimental data with <5 branches per molecule. Model predictions 

provide a good fit to data, and simulation results show that polymers with high branching levels 

and 15 inimer units contribute significantly to the MWD, even though their concentrations are 

very low.  

 

 

This chapter was published as: 

Zhao YR, McAuley KB, Puskas JE, Dos Santos LM, Alvarez A. Mathematical modeling of arborescent polyisobutyl-

ene production in batch reactors. Macromol. Theory Simul. 2013; 22: 155-173. 
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2.2 Introduction 

Hyperbranched polymers and their synthesis and applications have gained considerable 

attention in recent years, especially for biomedical applications such as drug and gene delivery.
1-5

 

Since Fréchet et al. discovered self-condensing vinyl polymerization (SCVP)
6
, the process of syn-

thesizing hyperbranched polymers has been greatly simplified. Their novel method uses inimer 

(IM) molecules that act as both initiator and monomer. Typical IM molecules (see first reactant in 

Figure 2.1) contain an initiating group (e.g., a group that can produce a free radical or a cation) 

and a vinyl group that can polymerize.
7
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Figure 2.1 Synthetic strategy for production of arbPIB.
7
 This scheme involves two types of vinyl groups, 

VI and VM and three types of cations arising from CI, CS and CM 

 

Homopolymerization of IM results in compact highly branched polymer molecules, 

whereas copolymerization of IM and vinyl monomers results in hyperbranched polymer with a 

tree-like 3-dimensional structure with relatively long polymer chains between branching points.
8
 

Arborescent polyisobutylene (arbPIB) is produced via carbocationic copolymerization of IM 

molecules and isobutylene monomer.
7-11

 Puskas et al. used a small amount of the IM 4-(2-

hydroxyisopropyl)styrene (0.03 to 0.26 mole percent) and a larger amount of isobutylene (99.97 
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to 99.74 mole percent) to synthesize high molecular weight arbPIB through a “one-pot” living-

type polymerization.
9
 In this living polymerization, tertiary chloride groups on dormant polymer 

chains are removed by a Lewis acid to produce active carbocations. The carbocations can then 

react with a few vinyl groups before the active chain ends are capped by chloride, returning the 

polymer to its dormant state. A simplified reaction scheme and an example of a simple hyper-

branched product molecule are shown in Figure 2.1. This reaction scheme involves two types of 

vinyl groups, VI, from the IM, and VM, from the monomer.  There are three different types of 

chloride groups (CI, CS and CM) that can uncap to produce three different types of carbocations, 

where CI is the chloride on the IM, CS is the chloride produced after consumption of an IM vinyl 

group VI, and CM is the chloride produced after consumption of the monomer. 

This one-pot synthetic strategy greatly reduces the labor required to make arbPIB com-

pared with earlier multi-step processes.
12-15

 Such a simple process for producing hyperbranched 

polymers makes it attractive for industrial production.
16

 

Compared to linear PIB, branched PIB has several properties that are desirable in some 

biomedical and industrial applications, including lower viscosity and less shear sensitivity for 

high molecular weight polymers.
17

 Recently, Lim et al. showed that a material with an arbPIB 

core has outstanding biocompatibility and biostability, making it a candidate for human implanta-

tion and drug delivery applications.
18

 They also showed that the encrustation of arbPIB is compa-

rable to or better than that of medical-grade silicone rubber in a rabbit model.
19

   

The physical properties of arbPIB depend on the molecular weight distribution (MWD) 

and on B, the average number of branches per molecule. Two methods have been developed to 

measure B. One method determines branching by link destruction, BLD, which can be calculated 

from:
7 

      
        

     (2.1) 
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where   
      is the number average molecular weight of the arbPIB sample  before link destruc-

tion and   
     is the number average molecular weight of the arms, measured after link destruc-

tion. Figure 2.2 shows the method used by Puskas et al. to destroy the links. 

 

 

Figure 2.2 Aromatic link destruction reaction
22

 

 

Using the second method, in which branching levels are estimated based on kinetics, Bkin 

is determined from: 

                  (2.2) 

            
          

          
    

          

     
    

 

where         is the molecular weight that would be obtained if IM were consumed as initiator 

only (i.e., CI groups are consumed and VI does not react), which would lead to linear PIB without 

branches. After nearly all of the IM has been consumed,         can be approximated using the 

expression on the right. Values of B determined by     and      show good agreement.
7,20-22

 In 

situations, like those simulated in this article, where end groups of type CI are all consumed early 

in the batch reaction,     and      are related by           .  
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2.2.1 Mathematical Modeling of Branched Polymer Production 

Several types of branched polymers, especially polyolefins, have received considerable 

research attention due to their important industrial applications. Two different modeling ap-

proaches have been used. The first approach uses Monte Carlo simulations where individual pol-

ymer molecules are simulated using probabilities of different types of reaction events
23-30

 and the 

second involves dynamic material balances on different types of branched species
31-36

. 

For example, Tobita and Iedema et al. developed effective Monte Carlo methods for modeling 

branching during olefin polymerization
23-25,29,30

 and Matyjaszewski et al.
26,27

 and Armes et al.
28

 

used Monte Carlo simulations to study the copolymerization of vinyl and divinyl monomers by 

atom transfer radical polymerization. The main benefit of Monte Carlo method is that it is possi-

ble to obtain very detailed structural information about branching and molecular weight.
24

 The 

main disadvantage is the considerable computational effort required due to the large number of 

molecules that must be simulated to obtain accurate results.  

Other researchers have used dynamic material balances to build models for long-chain 

branching of polymers. For example, Hutchinson used PREDICI, a commercial software package 

that applies a discrete Galerkin technique, to calculate the MWDs and long-chain-branching 

(LCB) due to chain-transfer to polymer for free radical ethylene polymerization in a continuous 

stirred tank reactor (CSTR).
32

 Iedema et al. used PREDICI and method of moments to model free 

radical polymerization with LCBs, incorporating additional reactions to account for branching via 

terminal double bonds
31

, along with chain transfer to chain transfer agent and termination by 

combination
33

. Several research groups have developed models to describe branching resulting 

from divinyl comonomers using controlled radical polymerization.
34-36

 The main benefit of using 

a dynamic material balance approach is that it is relatively easy to derive balance equations for 

branched species of interest. The main disadvantage is the large number of species that must be 

tracked (and equations that must be solved) for systems with high branching levels, especially 
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when predictions of detailed structural information are required. Although researchers have de-

veloped mathematical models for many different polymerization systems involving branching, 

very little modeling work has been performed for systems involving IM. 

2.2.2 Models for Branched Polymer Systems Involving IM 

He et al. used Monte Carlo methods to simulate batch homopolymerization (SCVP) of 

IM by themselves
37

 and in the presence of multifunctional initiators to produce multi-arm (star) 

polymers
38

.  Sensitivity analysis was performed using different rate constants for reactions in-

volving CI and CS active sites to predict MWD and degree of branching. Copolymerization of IM 

and vinyl monomers
39

 was also modeled. A single rate constant value was assumed for polymeri-

zation of IM vinyl groups of type VI and monomer vinyl groups VM, and all end groups (of types 

CM, CI and CS) were assumed to have the same reactivity. This model was aimed at understanding 

the influence of IM during living radical copolymerizations, but no attempt was made to estimate 

model parameters or to match results from any experiments. 

Traditional material balance models have also been developed for dendritic polymer formation 

using IM. Müller et al. and Yan et al. produced a series of articles concerned with IM homopoly-

merization (SCVP) and copolymerization, which they call self-condensing vinyl copolymeriza-

tion (SCVCP).
40-44

 They made several simplifying assumptions about equal reactivity of end 

groups and vinyl groups to develop analytical expressions for average molecular weights and de-

gree of branching.  For IM homopolymerization (SCVP), they also predicted the MWD. Müller et 

al. performed dynamic material balances on vinyl groups and the two different types of reactive 

end group (CI and CS)
40

, initially assuming different values for apparent propagation rate con-

stants that correspond to the two types of reactive end groups. They then compared their simula-

tion results with experimental data for carbocationic polymerization of the IM 3-(1-chloroethyl)-

ethenylbenzene
6
 and fitted an overall value of the apparent rate constant, assuming equal reactivi-
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ty of carbocations. Using this fitted rate constant, they were able to obtain good predictions of 

Mw, but predicted polydispersities were much larger (e.g., by orders of magnitude) compared to 

experimental polydispersities. Several possible reasons for the mismatch were suggested includ-

ing steric hindrance, intramolecular loop formation and side reactions (chain transfer and termina-

tion) that were not considered in the model.
40

  

In their copolymerization (SCVCP) models, Litvinenko and Müller used the same appar-

ent propagation rate constant, regardless of the type of vinyl group or end-group in two arti-

cles.
42,44

 In a more advanced model, they considered a different activity for end groups of type CM 

than for CI and CS.
43

 Simulation results were compared with experimental data for atom transfer 

radical copolymerization of styrene with the IM p-chloromethylstyrene.
43

 The apparent reactivity 

ratio was tuned by hand to obtain improved predictions of Mn and Mw, but no systematic parame-

ter estimation was performed. Later, Zhou et al.
45

 extended the copolymerization model to study 

the influence of vinyl impurities without a reactive initiating group on IM homopolymerization. 

Their model assumes a single type of vinyl group, but accounts for two different types of end 

groups, which are assumed to have the same reactivity. 
 

Cheng et al. also developed material balance equations for IM homopolymerization, 

which they solved using generating functions.
46,47

 In their semi-batch reactor model, they as-

sumed a single apparent propagation rate constant for all types of end groups
46

, but in a subse-

quent batch reactor model, they accounted for different reactivities of end groups of type CI and 

CS
47

. They did not compare their simulation results with experimental data. Recently, Zargar et 

al.
48

 used the method of moments to model the dendritic copolymerization of two vinyl mono-

mers using a RAFT (reversible addition fragmentation chain transfer) agent as the IM. Zargar’s 

model tracked the lengths of the linear segments that make up the branched polymer molecules, 

so that they could predict Mn, Mw and polydispersity for the segments, and the conversion of the 

two vinyl monomers. Reactive groups of type CS were assumed to have the same reactivity as one 
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of the CM groups. No attempt was made to compare simulation results with experimental data or 

to estimate any of the model parameters.   

2.2.3 Mathematical Models for Linear Isobutylene Polymerization 

De Freitas and Pinto
49

 developed a dynamic model for cationic isobutylene polymeriza-

tion in continuous precipitation reactors under nonliving conditions where the chain transfer and 

chain termination reactions are important. Puskas et al.
50,51

 built several models based on the 

mechanism shown in Figure 2.3 for isobutylene homopolymerization under living conditions. In 

this mechanism, path A is dominant when the initial concentration of the Lewis acid (i.e., 

[TiCl4]0) is lower than the initial concentration of initiator, [I]0, while path B is dominant when 

[TiCl4]0 is higher than [I]0. A detailed parameter estimability analysis was conducted and correla-

tions among parameters were carefully analyzed.
51

 Their models give a good fit of experimental 

data and provide good initial guesses for several parameters that appear in the current model. 

However, Faust et al.
52,53

 published several articles that suggest that monomeric TiCl4 is too weak 

to activate the initiation and propagation reactions. Thus, they assume that only path B exists in 

cationic PIB homopolymerization. In this article, we use the mechanism of Puskas et al. Experi-

mental evidence indicates that the order of the propagation reaction is approximately first-order 

with respect to [TiCl4]0 when [TiCl4]0 is low (e.g., [TiCl4]0 = 0.25[I]0 ) and is nearly second-order 

when [TiCl4]0 is high (e.g. [TiCl4]0 = 10[I]0).
54,55
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Figure 2.3 Comprehensive mechanism for living IB polymerization using TiCl4 as the Lewis acid
51

 

 

The reaction mechanism in Figure 2.3 can be rewritten as shown below to enable the de-

velopment of rate expressions for the two paths: 
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(2.4) 

 
where Pn is a polymer chain with n monomer units, LA is Lewis Acid, k0, k1 and k2 are forward 

rate constants and k-0, k-1 and, k-2 are rate constants for the corresponding reverse reactions. kp is 
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the true propagation rate constant for the un-capped cation. The following expressions for equilib-

rium constants can be developed from these reactions:  

   
  

   
 

   
    

        
      

  

   
 

   
     

   
      

      
  

   
 

   
    

  

   
        

 
 

     
   

     

        
        

   
    

  

         
 

(2.5) 

Using these equilibrium constants, the overall polymerization rate expressions for the two paths 

are:  

         
                             (2.6) 

         
    

                           (2.7) 

 

Note that when both path A and path B are active, equations 2.6 and 2.7 are added together to 

determine the total rate of polymerization: 

                           (2.8) 

where 
appk , the apparent propagation rate constant for IB homopolymerization, is related to the 

true propagation rate constant by: 

                            (2.9) 

In summary, mathematical models have been developed for cationic IB homopolymeriza-

tion and parameters have been estimated using experimental data. Although living copolymeriza-

tions involving IM have also been modeled, there are no existing models for arborescent copoly-

merization of IB and IM for which parameters have been estimated, so that model predictions can 

be compared effectively with the available data.    

In this paper, we developed a new fundamental model for the copolymerization of IM 

and isobutylene in a batch reactor to produce arborescent polymers via carbocationic polymeriza-

tion. Several assumptions are made so that this model can be implemented in PREDICI. Experi-

mental data generated by Dos Santos et al.
10,21

 are used for parameter estimation and model test-
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ing. Using this model, detailed predictions of branching levels and MWD are obtained. Devia-

tions between model predictions and the data are then used to suggest improved mechanisms and 

assumptions for developing more accurate and comprehensive models in the future. 
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2.3 Model Development 

2.3.1 Mechanism and Notation 

After examining the structure of highly branched PIB, it is apparent that there are three 

different kinds of chloride groups at ends and along the sides of the polymer molecules, as shown 

in Figure 2.1. The three types of chloride-capped ends (or side groups) are: i) chloride-capped 

groups from the IM, which are called CI; ii) chloride-capped groups on a chain end formed after 

propagation with monomer, which are called CM; iii) chloride-capped groups along the side of a 

chain, produced after propagation with an IM vinyl group, which are called CS. Polymerization 

can occur when any of these different types of chloride groups is removed (by reaction with the 

Lewis acid) to produce a carbocation that can react with vinyl groups of type VM or VI.  All chains 

in the system are usually in their dormant state (with Cl attached). Typically, a few monomer 

units can add to the chain ends during periods when the cations are uncapped.   

In the notation used in this article, the branched molecule in Figure 2.1 is denoted by

2 ,2

5 (10)I SP . The subscript 5 indicates that 5 IM molecules were consumed to make the molecule, 

and the 10 in brackets indicates that the molecule contains 10 monomer units. The 2I superscript 

indicates that the molecule has two CI end groups and the 2S superscript indicates that the mole-

cule has two CS side groups. Since the number of IM units in the molecule is equal to the total 

number of chloride groups, an additional counter is not needed to track the CM chloride ends. For

2 ,2

5 (10)I SP , the number of CM ends is 5 – 2 – 2 = 1. Figure 2.4 shows two unique examples of 

highly branched macromolecules that consist of 9 IM units and 18 monomer units with 2 CI and 2 

CS chloride ends, but having different structures. We assume that these two molecules will have 

exactly the same rates of reaction with other species in the reaction mixture, even though their 

structures are slightly different.  Note that Bkin = 8 for the branched molecules in Figure 2.4.  This 

notation was adopted to make it clear that the number of monomer units (in brackets) is tracked 
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automatically by PREDICI.  The index for the number of inimer units (i.e. the subscript) and the 

indices for the numbers of potential cations of different types (i.e., the superscripts) are handled in 

PREDICI
 
by defining different polymeric species.     
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Figure 2.4 Two examples of P9
2I,2S

(18) molecules that have 9 benzene groups from IM units, 18 isobutyl-

ene units, 2 chloride ends of type CI from IM and 2 secondary chlorides of type CS. 
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For the copolymerization of IM and isobutylene, many different reactions are possible 

between any two branched molecules. All of the possible reactions must be accounted for in reac-

tion rate expressions. Reactions between the two types of vinyl groups (VI and VM) and different 

types of cations (arising from CI, CS and CM) will have different true propagation rate constants. 

The rates of different types of reactions will also depend on the numbers of each type of potential 

cations on both reacting molecules, as well as the Lewis acid concentration (as shown for homo-

polymerization in equation 2.9).  Here, molecules with specific structures are used as examples to 

write the corresponding propagation rate equations.  

For propagation, there are six different true copolymerization rate constants of the form 

kpij, where the subscript i indicates the type of cation, and j is the type of vinyl group (i.e., kpIM, 

kpMM, kpSM, kpII, kpMI, and kpSI). Simple reactions involving these rate constants are shown in Figure 

2.5. The bond that forms is shown in bold to make the diagrams easier to understand.   

In general, all reactions between potential cations and the two types of vinyl groups can 

be summarized as shown in Table 2.1. General rate expressions for reactions between any two 

molecules are provided in Table 2.2. As shown in Tables 2.1 and 2.2, all reactions with vinyl 

groups of type VM result in formation of a cation of type CM, and reactions with VI result in for-

mation of a cation of type CS. Groups of type CI are present initially in the reactor (i.e., on the IM) 

and are depleted over time. Note that when two polymer molecules react, any potential cation on 

the first molecule can react with the vinyl group of type VI on the second molecule, or any cation 

on the second molecule can react with the vinyl group on the first molecule. The rate expressions 

in Table 2.2 account for both of these possibilities. For example, for the polymer + polymer reac-

tions involving CM type cations, the number of ways that two molecules can react is i1 – x1 – y1 

+i2 – x2 –y2 because the first molecule contains i1 – x1 – y1 potential cations of type CM and the 

second molecule contains i2 – x2 –y2. 
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Figure 2.5 Six reactions corresponding to the different true propagation rate coefficients. The new bond 

that forms is shown in bold. 
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Table 2.1 Summary of typical reactions based on end groups 

CI react with VI (IM)      

       
→        

CI react with VM (IB)      

       
→        

CM react with VI (IM)      

       
→        

CM react with VM (IB)      

       
→         

CS react with VI (IM)      

       
→        

CS react with VM (IB)      

       
→         
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Table 2.2 Summary of reactions and rate expressions in terms of the apparent and true propaga-

tion rate constants assuming that all propagation reactions occur via both path A and path B. CM, 

CI and CS in the second column indicate the type of cation that is participating in the reaction. 

Polymer 

+ 

IB 

CM 

  
           

              
→              

            

                    [  
        ]      

                                           [  
        ]      

CI 

  
           

        
→        

                

              [  
        ]      

                                     [  
        ]    

 

CS 

  
           

        
→        

                

              [  
        ]      

                                     [  
        ]    

 

Polymer 

+ 

IM 

CM 

  
           

              
→             

                  

                    [  
        ]      

                                           [  
        ]    

 

CI 

  
           

        
→       

              

              [  
        ]      

                                     [  
        ]     

CS 

  
           

        
→        

              

              [  
        ]      

                                     [  
        ]    

 

IM 

+ 

Polymer 

CI 

     
        

       
→      

              

             [  
        ]      

                                        [  
        ]

 

Polymer 

+ 

Polymer 

CM 

   

               

           
                          
→                            

                            

                                [   

           ][   

           ]  

           

                                            [   

           ][   

           ]

 

CI 

   

               

           
              
→                 

                              

                    [   

           ][   

           ]  

                                           [   

           ][   

           ]
 

CS 

   

               

           
              
→                 

                          

                    [   

           ][   

           ]  

                                           [   

           ][   

           ]
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2.3.2 Model Implementation in PREDICI 

A model was developed and implemented in PREDICI that can track concentrations of 

IM, IB and polymer molecules that contain up to 15 IM units (i.e., i = 15). When writing the per-

tinent reaction rate equations in PREDICI, the assumptions shown in Table 2.3 were made to 

keep the number of species and reactions to a manageable level. After making all of the assump-

tions in Table 2.3, the number of species implemented in PREDICI model is 122 and the number 

of reactions is 1430. Note that if assumptions 1-4 are not made, the number of species is 787 and 

the number of reactions is > 20000. Implementing a model that can account for molecules with up 

to 20 branches, using the assumptions in Table 2.3 would require 212 species and 4086 reactions. 

Number and weight average molecular weights were calculated using the method of mo-

ments, by adding contributions from polymer molecules with different numbers of IM units and 

different numbers of CS side groups: 
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where  
,0

yS

i , 
,1

yS

i and 
,2

yS

i  are zeroth, first and second moments of the chain length distribution 

for polymer species containing i IM units and y side groups of type CS, respectively, and MIB is 

the molar mass of isobutylene monomer.  The complete MWD was also calculated using PRED-

ICI. 
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Table 2.3 Assumptions for model development 

1 Reactions between CI end groups and IM can be neglected because [IM]0 is low relative to [IB]0, so 

that reactions involving kpII can be neglected. 

2 CS end groups can only react with monomer vinyl groups.  Reactions between CS end groups and IM 

molecules can be neglected because IM molecules will typically initiate polymerization before their 

vinyl groups can be consumed by reaction.  Reactions between CS end groups and VI groups on pol-

ymer molecules can be neglected due to steric hindrance. Because [IM]0 is very low compared to 

[IB]0 , CS groups will react with IB before they encounter the VI groups on large molecules.  Thus, 

reactions involving kpSI can be neglected. 

3 The CI groups on the IM are all consumed very early in the reaction because the chloride end is de-

signed to behave as an initiator for living carbocationic polymerization.
42

 As a result, the only reac-

tion that IM can undergo appreciably is reaction with IB to produce P1(1). Therefore, vinyl groups of 

type VI can undergo propagation reactions only after they belong to oligomer or polymer molecules. 

Another consequence of this assumption is that there are no CI groups on any polymer molecules so 

that reactions between polymer molecules and IM can be ignored.  Note that this assumption means 

that there is no need to track the number of CI groups in the model, (except for those on IM, which 

are consumed quickly).  

4 Reactions that lead to 16 or more IM units in a molecule are neglected to keep the number of species 

and reactions manageable for implementation in PREDICI. 

5 Puskas et al.
59

 observed a penultimate effect during styrene/isobutylene copolymerization, indicating 

that the rate of IB addition to CM may depend on whether the penultimate unit is IB or a styrene-like 

IM unit.  Since [IM]0 is so low compared to [IB]0 in the recipes that will be simulated, this penulti-

mate effect can be neglected with only a small effect on model predictions.   

6 [LA] [LA]0 throughout the course of the batch reactions, because only a small fraction of the TiCl4 

is consumed to produce ions.
52
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2.3.2.1 Experimental Data and Parameter Estimation 

The data in Table 2.4 were used for parameter estimation. These data are from a series of 

experiments conducted by Dos Santos
10,21

 and were chosen because measured values of Bkin are 

relatively low (below 4.50). Other data with higher levels of branching (e.g., with Bkin = 10) were 

not selected for parameter estimation because high branching levels are not consistent with the 

assumption that branched polymer molecules contain 15 or fewer IM units
7,11

. Note that the first 

three experiments in Table 2.4 are replicates that were conducted using the same reactor condi-

tions. As shown in Table 2.4, [TiCl4]0 >> [IM]0, which indicates that path B should be dominant. 

However, for all simulations the rate expressions from Table 2.2 that consider both paths A and B 

were used. 

2.3.2.2 Initial Guesses and Uncertainties for Rate Constants 

Based on the assumptions in Table 2.3, several true rate constants disappear from the 

model equations, so that the only rate and equilibrium constants that influence the rate of 

polymerization are kpIM, kpMM, kpMI, kpSM, K0K1
I
, K0K2

I
, K0K1

M
, K0K2

M
, K0K1

S
 and K0K2

S
. Table 2.5 

shows initial values of the different parameters that were chosen for initial simulations.  These 

values were selected based on the literature values in Table 2.6. Table 2.5 also shows reasonable 

upper and lower values for each parameter, between which the parameters could be adjusted 

without becoming physically unrealistic.  Because there is no information in the literature about 

values of K0K1 and K0K2 for end groups of types CS and CI, the initial values and uncertainty 

ranges for these parameters are set at the same values as for CM end groups.   
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Table 2.4 Experiments from Dos Santos
.21

 [IB]0 = 1.74 M, [TiCl4]0 = 0.0313 M, T = -95 °C in 

Hx/MeCl (60/40).  The inimer that initiated the polymerization was formed in situ from a precur-

sor (MeOIM), as shown in Figure 3.1.  

Sample 
Time 

(min) 

[IB]  

(mol/L) 

Conversion 

(%) 

Mn 

(kg/mol) 

Mw 

(kg/mol) 
PDI Bkin 

06DNX001 

[IM]0 = 0.00114 M 

10 1.434 17.6 57.7 75.0 1.3 2.8 

20 0.877 49.6 93.0 139.5 1.5 1.2 

40 0.388 77.7 185.8 315.9 1.7 1.8 

80 0.094 94.6 266.8 533.6 2.0 2.3 

06DNX010 

[IM]0 = 0.00114 M 

10 1.169 32.8 61.2 85.7 1.4 1.2 

20 0.783 55 97.7 156.3 1.6 1.1 

40 0.226 87 208.1 353.8 1.7 1.8 

80 0.054 96.9 269.6 539.2 2.0 2.2 

06DNX030 

[IM]0 = 0.00114 M 

15 1.056 39.3 73.9 103.5 1.4 1.2 

30 0.566 67.5 133.4 213.4 1.6 1.3 

80 0.078 95.5 224.1 493.0 2.2 1.7 

06DNX090 

[IM]0 = 0.00227 M 

5 1.262 27.5 33.8 47.3 1.4 - 

10 0.987 43.3 48.8 68.3 1.4 - 

15 0.750 56.9 60.6 118.8 2.0 - 

21 0.524 69.9 84.4 135.9 1.6 - 

30 0.233 86.6 109.7 193.1 1.8 - 

40 0.0748 95.7 139.3 287.0 2.1 - 

60 0.019 98.9 172.4 379.3 2.2 - 

90 0.030 98.3 183.0 503.2 2.8 3.22 

120 0 100 191.4 620.1 3.2 - 

06DNX100 

[IM]0 = 0.00454 M 

5 1.206 30.7 23.1 33.7 1.5 - 

10 0.907 47.9 34.0 51.3 1.5 - 

15 0.689 60.4 40.5 68.8 1.7 - 

20 0.468 73.1 59.6 94.8 1.6 - 

40 0.097 94.4 84.9 180.8 2.1 - 

60 0.071 95.9 92.9 242.5 2.6 - 

90 0.080 95.4 112.1 369.9 3.3 4.46 
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Table 2.5 Initial values, upper and lower values, and uncertainties of each parameter 

Parameter Initial Lower Upper Unit 

kpMM 
6.0×10

8
 1×10

8
 1×10

9
 L mol

-1 s-1
 

kpMI 1.2×10
8
 1×10

6
 1×10

9
 L mol

-1 s-1
 

kpSM 1×10
9
 1×10

7
 2×10

9
 L mol

-1 s-1
 

kpIM 
6.0×10

8
 1×10

7
 1×10

9
 L mol

-1 s-1
 

K0K1 5.6×10
-9

 1×10
-10

 1×10
-7

 L mol
-1

 

K0K2 
8.7×10

-8
 1×10

-9
 1×10

-6
 L

2 mol
-2

 

 

 

Table 2.6 Literature values for kinetic parameters from IB and styrene homopolymerization and 

copolymerization 

 Value Unit Initiate system Solvents T/°C Reference 

kpIM 

   & 

kpMM 

(kpIB) 

(6±2) ×10
8
 L mol

-1 sec
-1

 RCl/TiCl4 CH2Cl2 -78 57 

(4.2-4.7) ×10
8
 L mol

-1 sec
-1

 TMPCl/TiCl4 Hx/MeCl 60/40 -80 58 

(3.6-5.7) ×10
8
 L mol

-1 sec
-1

 TMPCl/TiCl4 Hx/MeCl 60/40 -80 53 

(3-6) ×10
8
 L mol

-1 sec
-1

 TMPCl/TiCl4 Hx/MeCl 60/40 -80 

52 
(0.3-1.0) ×10

9
 L mol

-1 sec
-1

 
H-[IB]n-

Cl/TiCl4 
Hx/MeCl 60/40 -80 

kpSt 
(1.3-7.7) ×10

9
 L mol

-1 sec
-1

 -- MeCHX/MeCl 
-80 ~ -50 56 

8.4×10
9
 L mol

-1 sec
-1

 -- CH2Cl2 

r1 
7.24 -- TMPCl/TiCl4 

MeCHX/MeCl 

40/60 
-90 

59 

0.3-9.79 -- -- -- -- 

r2 

1.96 -- TMPCl/TiCl4 
MeCHX/MeCl 

40/60 
-90 

59 

0.17-6 -- -- -- -- 

1.40 -- 
Cumyl  

chloride/BCl3 

Methylene  

chloride 
-78 60 

K0K1 5.6×10
-9

 L
2 mol

-2
 TMPCl/TiCl4 Hx/MeCl 60/40 -80 50,51 

K0K2 

8.7×10
-8

 L
2 mol

-2
 TMPCl/TiCl4 Hx/MeCl 60/40 -80 51 

3.5×10
-7

 L
2 mol

-2
 TMPCl/TiCl4 Hx/MeCl 60/40 -80 50 

7.2×10
-7

 L
2 mol

-2
 TMPCl/TiCl4 Hx/MeCl 60/40 -80 53 

4.82 ×10
-7

 L
2 mol

-2
 

H-[IB]n-

Cl/TiCl4 
Hx/MeCl 60/40 -80 52 
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The data in Table 2.4 were collected using a hexane/MeCl solvent mixture with a ratio of 

60/40 v/v, using IM and TiCl4 as the initiating system at -95 °C
10,21

, which is different from some 

of the solvents and temperatures shown in Table 2.6. Solvent polarity can greatly influence rate 

and equilibrium constants for carbocationic polymerization
11

, so that parameter values in Table 

2.6 may be significantly different from values that would be appropriate for the experiments in 

Table 2.4. According to studies by Sipos et al.
53

 and De et al.
56

, temperature has only a small in-

fluence on propagation rate constants for carbocationic polymerization of isobutylene and sty-

rene. For the different initiating systems shown in Table 2.6, researchers report similar values for 

kpMM, which is the true homopolymerization rate constant for IB. Mayr et al.
57

 used the diffusion 

clock method for determining true propagation rate constants in isobutylene homopolymerization. 

This method is based on competition at the propagating chain end between the monomer and a 

trapping agent whose reaction mechanism is known to be diffusion controlled. Faust’s 

group
52,53,58

  did a series of experiments and gradually narrowed the range of plausible kp values 

for IB homopolymerization to 4.2-4.7 ×10
8
 L mol

-1 s-1
, using conditions similar to those in Table 

2.4. Thus, the value of kpMM in Table 2.5 is well-known and a small uncertainty range is assigned.  

The value of kpIM is unknown, but can be assumed to be close to kpMM due to the structure 

of the IM cation.  However, due to the influence of the benzene ring, the exact value of kpIM may 

different from kpMM, which is accounted for by the larger uncertainty range specified for kpIM in 

Table 2.5. No literature values could be found for kpMI and kpSM, due to the limited amount of re-

search on copolymerization of IB and IM. However, the structure of the IM molecule near its vi-

nyl group VI is similar to the structure of styrene. As a result, literature values of kp12 and kp21 for 

IB (1) and styrene (2) copolymerization are shown in Table 2.6 as initial guesses for kpMI and kpSM, 

respectively, so that kpMI   kp12 = kpMM/r1, kpSM   kp21 = kpSt/r2. When calculating these rate con-

stant values, kpSt was set at 4 × 10
9
 L mol

-1 s-1
 because Faust et al.

56
 has reported values ranging 

from 1.3 ×10
9
 to 8.4 × 10

9
 L mol

-1 s-1
 using different temperatures and initiating systems. The re-
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activity ratio values used to compute kpMI and kpSM were r1 = 5 and r2 = 4, which were selected 

from the range of plausible values reported by Puskas et al.
59

 who reviewed reactivity ratios for 

IB/styrene copolymerization from different research groups. Since the true values for kp12 and kp21 

may be significantly different than values for kpMI and kpSM due to steric hindrance, large uncer-

tainty ranges for kpMI and kpSM are assigned in Table 2.5. 

Puskas et al.
50,51

 estimated the value of K0K1, obtaining wide confidence intervals, which 

are reflected in the uncertainty range shown in Table 2.5. K0K2 has been estimated by several re-

searchers
50-53,58

 and the large uncertainty range specified in Table 2.5 reflects the range of values 

that were obtained. 

It is not possible to estimate all of the parameters in Table 2.5 uniquely from the available 

[IB], Mn, Mw and Bkin data in Table 2.4, because the true rate constants and equilibrium constants 

are multiplied together in the rate expressions in Table 2.2, leading to highly correlated effects of 

the parameters,
51

 especially when experiments use the same value for [TiCl4]. As a result, the pa-

rameters are lumped together into four apparent parameters for estimation, as shown in Table 2.7. 

The initial values, lower and upper bounds for the apparent parameters were calculated based on 

values in Table 2.5.  

 

Table 2.7 The actual apparent rate constants for parameter estimation 

Parameter Initial Lower Upper Unit 

kpMMapp = kpMM (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 0.158 4.11 10

-4
 4.11 L mol

-1 s-1
 

kpMIapp = kpMI (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 0.0316 4.11 10

-6
 4.11 L mol

-1 s-1
 

kpSMapp = kpSM (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 0.264 4.11 10

-5
 4.11 L mol

-1 s-1
 

kpIMapp = kpIM (K0K1[TiCl4]0+K0K2[TiCl4] 0
 2
) 0.158 4.11 10

-5 4.11 L mol
-1 s-1

 

where k’pMM, k’pMI, k’pIM and k’pSM are the corresponding apparent rate constants for kpMM, kpMI, kpIM and 

kpSM. [TiCl4]0 = 0.0313 M. The values obtained here are based on those in Table 2.5.   
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2.4 Simulation Results 

It is sometimes difficult to determine whether all parameters that appear in a fundamental 

model should be estimated from the available data, or whether some parameters should be held at 

their literature values.
61

 Estimating too many parameters using limited data leads to large uncer-

tainty ranges for parameter estimates and can produce model predictions that are worse than if 

fewer parameters had been estimated. Estimating too few parameters gives poor predictions be-

cause of bias due to incorrect values for parameters that are not estimated.
62

 In this article, statis-

tical techniques developed by Yao et al.
63

 and Wu et al.
64,65

 are used to determine whether all four 

parameters in Table 2.7 can be estimated using the data in Table 2.4. Yao’s sensitivity-based al-

gorithm ranks parameters from the most estimable to the least estimable according to their effect 

on model predictions. After applying this algorithm, parameters with large initial uncertainty that 

have the most influence appear at the top of the list, while parameters having little effect on the 

model predictions appear near the bottom of the list.
66,67

 An advantage of this method is that it 

also considers the correlated effects of different parameters. After determining the ranked list of 

parameters, Wu’s mean-squared error criterion is used to determine the appropriate number of 

parameters to estimate from the ranked list, so that the most reliable predictions can be ob-

tained.
64,65,68,69

  

Estimability ranking results are shown in Table 2.8, with kpMIapp listed as the most im-

portant parameter for estimation and kpSMapp listed as the least influential parameter. kpSMapp ap-

pears at the bottom of the list because it has a relatively small influence on the model predictions, 

compared with the other three parameters. Use of Wu’s MSE criterion showed that all four of the 

apparent rate constants could be estimated together, using the data in Table 2.4. The resulting pa-

rameter estimates are shown in Table 2.8, along with their approximate 95% confidence intervals. 

Some parameters (e.g., kpSMapp) have relatively large confidence intervals, because of the limited 

number of runs and the limited amount of branching data used for parameter estimation. Parame-
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ter estimation was repeated assuming that polymer molecules could only have up to 13 IM units 

rather than 15, giving similar parameter values to those shown in Table 2.8. Predictions using the 

model with 15 IM units were slightly better than those obtained using only 13 IM units. 

 

Table 2.8 Parameter estimation results 

Parameter Initial Final value 
95% Confidence 

Interval 
Unit 

1 kpMIapp 0.0316 0.195  0.079 L mol
-1 s-1

 

2 kpMMapp 0.158 2.126  0.421 L mol
-1 s-1

 

3 kpIMapp 0.158 3.99 10
-4

  9.54 10
-5

 L mol
-1 s-1

 

4 kpSMapp 0.264 1.39 10
-2

  7.06 10
-2

 L mol
-1 s-1

 

 

 

A comparison between model predictions (using up to 15 IM units per molecule) and the 

experimental data in Table 2.4 are shown in Figures 2.6 and 2.7. Data from the replicate runs are 

plotted together in Figure 2.6 and experimental data with [IM]0 = 0.00227 M and [IM]0 = 0.00454 

M are plotted together in Figure 2.7. In both Figure 2.6 and 2.7, the predicted IB consumption 

rate agrees well with the data, but the predicted consumption rate is slightly faster. In Figure 2.7a, 

the model predicts faster consumption of IB for the experiment with higher [IM]0, which matches 

the trend of data. Simulation results for Mw in Figure 2.6b follow the correct upward trend, but 

are lower than the experimental data. Simulation results for Mn agree well with the experimental 

data. In Figure 2.7b the Mw predictions for run 06DNX100 agree well with the data, but the mod-

el predicts Mw values for run 06DNX090 that are lower than the data at long reaction times.  The 

model predicts Mn values for 06DNX100 that are higher than the data at long times, but give rela-

tively good Mn predictions for run 06DNX090. Note that the final polydispersity values predicted 

by the PREDICI model for the replicate runs are 1.8, which agrees well with the measured poly-

dispersities of 2.0 to 2.2. However, predicted polydispersities of 2.1 for the more highly branched 
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polymers produced in runs 06DNX090 and 06DNX100 are lower than the measured values of 3.2 

and 3.3, respectively.   
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Figure 2.6 Comparison of experimental data from replicate experiments in Table 2.4 and model predictions 

using parameter values in Table 2.8. a) [IB] ▲data, ─ prediction; b) ■ Mn and▲ Mw data, ─ prediction c) 

Bkin ▲data, ─ prediction 
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Figure 2.7 Comparison of experimental data from 06DNX090 and 06DNX100 in Table 2.4 and model 

predictions using parameter values in Table 2.8. a) [IB] 06DNX090 ∆ data, - - - prediction; 06DNX100 ■ 

data, ─ prediction; b) 06DNX090 □ Mn, ∆ Mw data, - - - prediction; 06DNX100 ■ Mn, ▲ Mw data, ─ pre-

diction. c) Bkin 06DNX090 □ data, - - - prediction; 06DNX100 ■ data, ─ prediction 
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The simulated value of Bkin as obtained from equation 2.2 agrees well with the experi-

mental data in Figure 2.6c, but is slightly higher than the experimental data in Figure 2.7c. In the 

experiments reported in Table 2.4, [IB] was measured over time, but [IM] was not, because [IM] 

is relatively low and the IM is consumed quickly. When calculating Bkin from the molecular 

weight data, Dos Santos and Puskas assumed instantaneous IM consumption and used the second 

expression in equation 2.2. For consistency, the same method for computing Bkin was used for the 

curves shown in Figures 2.6c and 2.7c, which may help to explain why some of calculated Bkin 

data values in Table 2.4 are higher at 10 min. than the corresponding values at 20 min. When the 

model prediction for [IM] is used in the first expression in Equation 2.2, the Bkin curve starts from 

zero at low times because all initial chains are linear, rather than at the unrealistically high initial 

values shown in Figures 2.6 and 2.7.  

Note that the estimated value of kpIMapp in Table 2.8 is considerably smaller than the ini-

tial value.  As a result, the model predicts slow IM consumption (see Figure 2.8a), which is very 

different from the fast consumption behaviour predicted using the initial guess for kpIMapp, shown 

in Figure 2.8b. Usually, the apparent initiation rate constant for carbocationic initiators is similar 

to the apparent propagation rate constant,
51

 so that all of the initiator or inimer is consumed quick-

ly. The most problematic feature of the simulated response in Figure 2.8a, however, is that almost 

half of the IM is still present in the system at the end of the reaction. The IM remains unreacted 

because of the low value of kpIMapp and assumptions 1 and 3 in Table 2.3. In the simulations, reac-

tions between the CI groups on the IM and VI groups on IM and polymer molecules are neglected, 

so that CI is only permitted to react with VM groups on the monomer. After the monomer has been 

consumed, no further reactions to consume the IM occur in the simulations. Although assump-

tions 1 and 3 make sense when kpIMapp is similar to kpMMapp, these assumptions may not be valid 

when the parameter estimates in Table 2.8 are used. However, according to the study of Puskas et 

al.,
8
 under similar experimental conditions, the initiation efficiency of IM was below 0.5 (i.e., less 
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than half of the CI groups were consumed, which is consistent with Figure 2.8a.  Note that as-

sumption 3 prevents consumption of VI groups on the inimer, because the model was formulated 

assuming that all of the CI groups would be consumed rapidly.  If the CI groups persist, then per-

mitting inimer molecules to react via their VI groups becomes more important to obtain good 

model predictions. The model could be extended to account for additional reactions involving IM, 

but the number of species and reactions that would need to be included in PREDICI would be-

come prohibitive (i.e., if assumptions 1 and 3 were relaxed, the number of polymer species 

tracked by the model would more than double and the number of reaction steps would be more 

than 4000 if up to 15 IM units were permitted in each polymer molecule.   

Given the small amount of data used to fit the parameters in Table 2.8, it is not clear 

whether kpIMapp should be smaller than the initial guess. Perhaps the parameter estimator selected 

the small value in an attempt to fit Bkin = 2.8, which was reported after 10 min. in one of the repli-

cate experiments. Using a small value of kpIMapp, which leads to slow initiation, also helps to in-

crease polydispersity so that molecular weight behaviour could be better fitted by the model.   

One of the advantages of this model is that it can give detailed information, such as con-

centration, Mn, Mw and MWD curves for single polymer species, e.g. for P1 (the linear polymer) 

or P10
5S

  (branched polymer containing 10 IM units with 5 unreacted CS groups). Also, infor-

mation about similar types of polymer species can be combined via simple calculations. Figure 

2.9 shows the detailed simulation results for polymer species with different numbers of IM units, 

obtained from simulations using the conditions for 06DNX100 and the estimated parameter val-

ues in Table 2.8. Note that polymer molecules of type 1IM, which have only one IM unit, are lin-

ear chains.  Polymer molecules of type 3IM are a combination of P3
SS

, P3
S
 and P3. Figure 2.9a 

shows that polymer of type 1IM has the highest concentration in the system and that polymer 

species with more than 3 IM units have very low concentrations.  In Figures 2.9b and 9c, values 
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of Mn and Mw for different polymer species show that, as expected, polymer molecules with 15 

IM units have the highest molecular weight.    
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Figure 2.8 Predicted [IM] vs. time from the replicate runs, a) simulation results from using estimated value 

kpIMapp in Table 2.8; b) simulation result from using initial value of kpIMapp in Table 2.8, which we most be-

lieved.  Note the different time scales for a) and b). 
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Figure 2.9 Detailed simulation results for polymer species with different numbers of IM units using the 

conditions for 06DNX100. a) Polymer concentrations vs. time; b) Mn vs. time; c) Mw vs. time. ■ 1 IM per 

molecule, ▲ 3 IM per molecule, ▼ 5 IM per molecule, ○ 10 IM per molecule and   15 IM per molecule. 



 

 

 

 

40 

Figure 2.10 shows simulation results for the overall chain length distribution, which was 

determined by combining all polymer species together.  Selected peaks corresponding to polymer 

molecules with different numbers of inimer units are also shown.  In this predicted MWD curve, 

there are several distinct peaks, similar to experimental SEC results obtained by Dos Santos.
21 

(The details are shown in Appendix 2.4.) The first peak in the overall distribution corresponds 

mainly to polymers with only 1 IM unit, and the second results mainly from a combination of 

polymers with 2 and 3 IM units.  Polymers with more IM units produce overlapping peaks at 

higher chain lengths.  The relative size of each individual peak decreases as the number of inimer 

units per molecule increases, up to 14 IM units (not shown). The reason that polymer species with 

15 IM units do not follow this trend is that they are not permitted to react with other polymer 

molecules to form polymers with even higher branching levels.  Figure 2.10 suggest that polymer 

molecules with 15 or more inimer units have a significant contribution to the overall MWD of the 

polymer, so that neglecting molecules with more than 15 inimer units is not valid, even for condi-

tions that result in Bkin  5.  
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Figure 2.10 Simulation results for MWD using experimental conditions for run 06DNX100. The left-most 

peak of the overall MWD corresponds primarily to linear polymer with only one inimer unit. The second 

peak corresponds mainly to branched polymer with two or three inimer units.  Note that area of the peaks 

decreases as the number of inimer units increases, except for peak 15.  
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2.5 Conclusion 

A novel model was developed to describe copolymerization of isobutylene and an inimer 

via living carbocationic polymerization. Three different types of chloride end group (i.e. CI, CM 

and CS) and two different types of vinyl groups (i.e. VI and VM) are considered, resulting in six 

different propagation rate constants.  The model accounts for equilibrium reactions between car-

bocations and two types of counteranions, leading to two paths for propagation.  Several simplify-

ing assumptions were made so that the number of reactions (1430) and chemical species (122) 

could be kept to a manageable number for implementation using PREDICI. For example, the 

model only accounts for branched polymer molecules that contain up to 15 inimer units, and as-

sumes that inimer is only consumed via reactions with isobutylene.  Relaxing these assumptions 

leads to a much larger number of species and reactions that would need to be tracked. Literature 

values for different rate constants were used as initial parameter values and to determine reasona-

ble upper and lower bounds for parameter estimation. A recently developed parameter ranking 

algorithm and mean-squared-error-based statistical criterion were used to determine that all of the 

apparent rate constants that appear in the model could be estimated using experimental data of 

Dos Santos and Puskas
10,21

 where the average branching level is relatively low (i.e., below five 

branches per molecule). The estimation results showed a good agreement with the experimental 

data; however, the estimated rate constant kpIMapp for initiation reactions between inimer and iso-

butylene is considerably smaller than its initial value, leading to a significant portion of the inimer 

remaining unreacted at the end of the simulated batch experiments. Based on the simulation re-

sults, polymer species with a large number of inimer units (i.e, greater than 10) have very low 

concentrations, but are important in the system due to their high molecular weights, which con-

tribute significantly to the weight average molecular weight and to the shape of the MWD.  Un-

fortunately, the model predicts an unrealistically high concentration of molecules with 15 inimer 

units because molecules with 15 inimer units were not permitted to undergo further branching 
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reactions and therefore accumulated over time.  This result indicates that the assumption of 15 or 

fewer inimer units per molecule was not valid, even for the experimental conditions (leading to 5 

or fewer branches per molecule) used to fit the data.  

Simulation results reveal that several important issues will need to be considered in future 

models.  For example, the assumption that inimer can only react with isobutylene monomer 

should be relaxed so that more of the inimer will be consumed during typical simulations.  Relax-

ing this assumption in the current model would lead to 665 additional species and more than 

20,000 additional reactions. Also, the number of inimer units permitted in each polymer molecule 

should be increased substantially beyond 15, so that accurate simulation results can be obtained, 

especially for experimental conditions that lead to more highly branched polymer, including in-

imer homopolymerization.  Increasing the maximum number of inimer units from 15 to 20 with-

out relaxing any other assumptions would increase the number of reactions from 1430 to 4086 

and the number of species from 122 to 212. In addition, some side reactions should be considered 

in the model. According to a very early study on IB homopolymerization by Kennedy et al.,
70

 the 

solvent methyl chloride could play the role of initiator. Reactions between carbocations and the 

vinyl group on the same polymer molecule may also need to be considered to obtain accurate 

model predictions, especially when branching levels and vinyl group conversion are high. If these 

side reactions are considered, reactions between different polymer chains will occur at a lower 

rate influencing MWD and branching levels.  Finally, the current model assumes equal reactivity 

for end groups of the same type, regardless of the size of the molecule on which they appear.  Ac-

counting for steric hindrance and mobility effects due to molecular size could result in improved 

model predictions.
40

  

As simplifying assumptions are relaxed and more complex reaction mechanisms are con-

sidered, the number of polymer species, chemical reactions and model parameters will increase.  

Fortunately, additional experimental data (e.g., with higher branching levels) are available for 
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parameter estimation under these conditions,
 7,8,10,11,21

 which will permit estimation of additional 

parameters. Since the number of reaction steps and polymer species is already prohibitive for de-

tailed simulations using PREDICI, the mechanism will need to be expanded judiciously or differ-

ent approaches such as Monte Carlo simulations may be required.  
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Appendix 2.1 Examples of Reaction Steps Implemented in PREDICI 

1

2

1 1 1 1 2

2 2 2 2

Initiation       (1)

Propagation  ( ) ( 1)    ( ) ( ) ( )

                     ( ) ( 1)                ( )

pIMapp

pMMapp pMIapp

pMMapp pSMapp

k

k k S

k kS S S

IM IB P

P n IB P n P n P m P n m

P n IB P n P n IB P



 

     

    

2 3

2 2 2 1 3

4 2

2 2 4 2 1

( +1)        

                     ( ) ( 1)                  ( ) ( ) ( )

                     ( ) ( ) ( )         ( ) ( )

pMM pMIapp

pMIapp pMIapp

k k S

k kS S

n

P n IB P n P n P m P n m

P n P m P n m P n P m P

 

 

     

     2

3

3 22 3

2 2 3 2 2 4

( + )

                     ( ) ( ) ( + )        ( ) ( ) ( + )pMIapp pMIapp

S

k kS S S S S

n m

P n P m P n m P n P m P n m
 

   

 

In all, 1430 steps were implemented into PREDICI. Note that the reactions involving 

polymers with more than 3 IM units are not listed here.  Reactions between    end groups and    

vinyl groups as well as    end groups and    vinyl groups are neglected due to simplifying as-

sumptions in Table 2.3. The detailed explanations about these reactions are described in section 

2.3 Model Development.  
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Appendix 2.2 Calculation of Mw from Different Polymer Species 

Assume we have X different polymer samples 1, 2, 3,…, X and each of them has its own 

Mn and Mw. Then we would like to combine them and calculate the overall average Mn and Mw.  

In the blend, the total concentrations for different samples are denoted as [S1], [S2]…[SX]. 

First, I will show the definition of Mn and Mw.  

1 1

1

1

1

1 1

[ ] [ ]
              

[ ] [ ]

[ ]

                                    (A2.2.1)      

[ ]

       [ ] [ ]                   

i i i
i i

i i i

i i

i i

i
n i i

i
i

i

n i i i

i i

P n P
Since n and w

P n P

P m

M n m

P

which gives M P P m

 

 











 

 

 

  



 






    (A2.2.2)

 

2 2

1 1

1

1 1

2

1 1

[ ]

,     (A2.2.3)      

[ ]

      [ ] [ ]                 (A2.2.4)

i i i i

i i
w i i

i
i i i i

i i

w i i i i

i i

n m P m

Similarly M w m

n m P m

which gives M P m P m

 


 

 


 

 

 

  



 


 

 

 

1

For the jth polymer sample, [ ] [ ]             (A2.2.5)j i j

i

S P




  

where ni is the number fraction of molecules of length i, wi is the weight fraction of polymer with 

chain length i, mi is the molecular weight of polymer chain with i repeat units; Pi is a polymer 

molecule with i repeat units; [Pi] is the concentration of polymer chains with i repeat units; [Pi]j 

means the concentration of polymer chains with i repeat units from sample j in the overall mix-

ture; Sj is the j th sample and [Sj] is the concentration of sample j in the overall mixture.  



 

 

 

 

50 

After we mix all the samples together, we use the definition to calculate the overall Mn. 

1 1 2 2 3 3

1 1 1 1

1 2 3

1 1 1 1

[ ] [ ] [ ] [ ]

             (A2.2.6)

[ ] [ ] [ ] [ ]

i i i i i i i X iX

i i i i
n

i i i i X

i i i i

P m P m P m P m

M

P P P P

   

   

   

   

   



   

   

   
 

1 1 2 2 3 3

1 1 1 1

1 2 3

1 1 1 1

       After substituting using equation (A2.2.2), we get

[ ] [ ] [ ] [ ]

     (A2.2.7)

[ ] [ ] [ ] [ ]

n i n i n i n X i X

i i i i
n

i i i i X

i i i i

M P M P M P M P

M

P P P P

   

   

   

   

   



   

   

   

 

1 1 2 2 3 3

1 2 3

       Substituting using equation (A2.2.5) gives,

[ ] [ ] [ ] ... [ ]
                             (A2.2.8)

[ ] [ ] [ ] ... [ ]

n n n n X X
n

X

M S M S M S M S
M

S S S S

   


   

 

1

1

[ ]

                                                                              (A2.2.9)

[ ]

X

n j j

j

n X

j

j

M S

M

S





 





 
Similarly, we use the definition of Mw in equation A2.2.2 to obtain the following expres-

sion that accounts for the different samples.  
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2 2 2 2

1 1 2 2 3 3

1 1 1 1

1 1 2 2 3 3

1 1 1 1

[ ] [ ] [ ] [ ]

                               (A.2.2.10)

[ ] [ ] [ ] [ ]

i i i i i i i X iX

i i i i
w

i i i i i i i X iX

i i i i

P m P m P m P m

M

P m P m P m P m

   

   

   

   

   



   

   

   

1 1 1 2 2 2 3 3 3

1 1 1 1

1 1 2 2 3 3

1 1 1 1

       Substituting using equations (A2.2.2) and (A2.2.4) gives

[ ] [ ] [ ] [ ]

  (A.2.2

[ ] [ ] [ ] [ ]

w i i w i i w i i w X i X iX

i i i i
w

n i n i n i n X i X

i i i i

M P m M P m M P m M P m

M

M P M P M P M P

   

   

   

   

   



   

   

   
.11)

1 1 1 2 2 2 3 3 3

1 1 1 1

1 1 2 2 3 3

1 1 1 1

       Substituting again using equation (A2.2.2) gives

[ ] [ ] [ ] [ ]

  (A2.2.12)

[ ] [ ] [ ] [ ]

w n i w n i w n i w X n X i X

i i i i
w

n i n i n i n X i X

i i i i

M M P M M P M M P M M P

M

M P M P M P M P

   

   

   

   

   



   

   

   

1 1 1 2 2 2 3 3 3

1 1 2 2 3 3

       A further substitution using equation (A2.2.5) gives

[ ] [ ] [ ] [ ]
                        (A2.2.13)

[ ] [ ] [ ] [ ]

w n w n w n w X n X X
w

n n n n X X

M M S M M S M M S M M S
M

M S M S M S M S

   


   

1

1

[ ]

                                                                                              (A2.2.14)

[ ]

X

n j w j j

j

w X

n j j

j

M M S

M

M S





 





 

Thus, we can calculate the overall Mn and Mw using equations A2.2.9 and A2.2.14. 
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Appendix 2.3 Scaling Factor Used in PREDICI 

PREDICI calculates the weighted residual sum of squares using equation:  

2 2 2

, , , ,

1 1 1 1

( ) /
j jn nr r

i j i j i j i j

j i j i

SSE m s w
   

     (A2.3.1) 

, ,max( , ) 0i j j i jw scale m   (A2.3.2) 

where r is the number of responses; nj is the number of data points for each response; mi,j is the 

measurement of experimental data point for the j
th
 response and the i

th
 data points and si,j is the 

corresponding simulation results; wi,j is the weighting factor, which is determined by equation 

A2.3.2.  

PREDICI gives the resulting total residual rrel, which is defined as: 

1
relr SSE

N
  (A2.3.3) 

where N = ∑   
 
   , i.e. the total number of data points used in parameter estimation.  

The objective function used by us can be expressed as:  

2 2

, , ,

1 1

( ) /
jnr

i j i j p j

j i

J m s s
 

   (A2.3.4) 

where     
  is the measurement uncertainty (pure error variance) value of the j

th
 response, which 

we obtain from pooled variance estimates from the replicate experiments.    

 In order to obtain the desired objective function, we need to use some tricks to let the 

weighting factor in equation A2.3.2 be related to the pure error variance. The weighting factor 

used automatically in PREDICI is the maximum between the scaling factor and the measured 

value.  Since we do not want the measured value to be selected, all of the pure error variance es-

timates were multiplied with a same factor (e.g. a
2
) to produce weighting factors        √    
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that are larger than all of the corresponding measurements.  Using these scaling factors, the corre-

sponding objective function is:  

2 2 2 2

, , , ,

1 1 1 1

( ) /
j jn nr r

i j i j i j p j

j i j i

SSE m s a s
   

      (A2.3.5) 

 Combining equation A2.3.3 to A2.3.5, we can get the expression of the objective function 

as shown below: 

2 2

relJ a N r    (A2.3.6) 

 Using large values for each of the scaling factors in data files does not affect the parame-

ter estimation results, but allows information about the relative uncertainty in each measured data 

type to be included in PREDICI’s parameter estimation routine. 
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Appendix 2.4 Simulation results compared with SEC results 

Figure 2.11 shows the simulation results for MWD with the initial condition [IM]0 = 

0.00114 M and [IB]0 = 1.74 M and the estimated parameter values in Table 2.8.  Figure 2.12 

shows the corresponding SEC results from Dos Santos’s thesis obtained using a variety of detec-

tors
21

. We can see similar multi-peak curves from the SEC results.  The trend is similar to our 

simulation results. 
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Figure 2.11 Simulation results for MWD using experimental conditions for run 06DNX001, 06DNX010 

and 06DNX030. 



 

 

 

 

55 

 

Figure 2.12 SEC traces of selected arbPIB samples obtained from Dos Santos
21

. (a) 06DNX001; (b) 

06DNX010  
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Monte Carlo Model for Arborescent Polyisobutylene 

Production in Batch Reactor 
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3.1 Abstract 

A Monte Carlo (MC) model is developed to predict MWD and branching during the production 

of arborescent polyisobutylene. The model describes self-condensing vinyl copolymerization 

(SCVCP) of isobutylene and inimer via living carbocationic polymerization.  Six different propa-

gation rate constants are required to account for two types of vinyl groups and three types of car-

bocations in the system.  MC model predictions are better than predictions from a previous 

PREDICI material balance model because fewer simplifying assumptions are required. The MC 

model predictions reveal that reactions that were previously neglected have an important influ-

ence on polymer properties. 

 

 

This chapter was published as: 

Zhao YR, McAuley KB, Puskas JE. Monte Carlo model for arborescent polyisobutylene production in the batch reac-

tor. Macromol. Theory Simul. 2013; 22: 365-376.  



 

 

 

 

57 

3.2 Introduction 

Polyisobutylene (PIB) with an arborescent or tree-like structure can be produced via liv-

ing carbocationic polymerization of isobutylene and an inimer as shown in Figure 3.1. This arbo-

rescent material has been used as a core to produce block copolymers with polystyrene end 

blocks. The resulting thermoplastic elastomer has outstanding biocompatibility, biostability and 

mechanical properties and is a promising candidate for human implantation.
1- 7

 By comparing 

with medical-grade silicone rubber, the encrustation of arborescent PIB is comparable or even 

better, making it a promising material for breast implants.
8
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Figure 3.1 Reaction scheme to produce arborescent polyisobutylene. Step a) is the exchange reaction that 

generates IM from MeOIM.
13

 Step b) is the overall reaction scheme to produce an arbPIB molecule from 

several IM and isobutylene molecules.
15
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The arborescent PIB core can be produced through a “one-pot” copolymerization of in-

imer (IM) molecules and isobutylene (IB) monomer.
4,9-12

 A simplified reaction scheme for pro-

ducing the arborescent PIB is shown in Figure 3.1. A more detailed reaction mechanism can be 

found elsewhere.
13-15

  When 4-(2-methoxyisopropyl)styrene (MeOIM) is used to produce arbo-

rescent PIB, the first step (Figure 3.1a) in this process is an exchange reaction that converts the 

MeOIM to a chlorinated inimer molecule, which is called IM throughout this article. This reac-

tion is often conducted using a large excess of Lewis acid (TiCl4) to ensure complete conver-

sion.
13

 The resulting IM can initiate polymerization when the chloride group is removed by fur-

ther reaction with Lewis acid.  Other types of initiation (e.g., proton initiation with trace amounts 

of water) can be neglected when a proton trap (e.g., 2,6-di-tert-butylpyridine) is included in the 

polymerization recipe.
13

 

As shown in Figure 3.1b, there are two types of vinyl groups (VI from the inimer and VM 

from the monomer) and three types of chloride end groups (CI, CS and CM) that can be uncapped 

by Lewis acid to produce carbocations for chain propagation. CI groups are the chloride groups 

associated with the IM; CS groups are chloride groups formed after the consumption of a VI 

group; CM groups are chloride groups formed after the consumption of VM groups.
15

 The number 

of possible combinations between different chloride end groups and different vinyl groups is 6, 

which leads to 6 true propagation rate constants, i.e., kpII, kpIM, kpMI, kpMM, kpSI, kpSM, where the first 

subscript after kp represents the type of chloride end group and the second is the type of vinyl 

group that is consumed. In this living polymerization, when any chloride end group is uncapped 

by Lewis acid to produce a carbocation, several propagation steps may occur before the carbo-

cation returns to its dormant state by capping with chloride.
16

 An interesting feature of this 

polymerization is that every polymer molecule that is produced has exactly one VI group, assum-

ing that intra-molecular reactions do not occur. 
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After the experiment, the branching level of the arborescent polymer is calculated by 

Bkin:
13

 

                  (3.1) 

            
          

          
    

 

where Mn,theo is the molecular weight that would be obtained if IM were consumed as initiator 

only (i.e., CI groups are consumed and VI does not react), which would lead to linear PIB without 

branches. 

The concept of “one-pot” living homopolymerization of IM molecules was first intro-

duced by Fréchet et al. in 1995, which they named self-condensing vinyl polymerization 

(SCVP).
17

 Later, self-condensing vinyl copolymerization (SCVCP) of inimers and vinyl mono-

mers was performed experimentally.
2-4,8-14

 

Several research groups have developed mathematical models for SCVP and SCVCP sys-

tems. These models can be classified into two different categories: i) models based on dynamic 

material balances,
18-25

 and ii) models based on Monte Carlo (MC) simulations.
26- 28

 The main ad-

vantage of the dynamic material balance approach is that it is relatively straightforward to devel-

op individual material balance equations.  The main disadvantage is the large number of polymer 

species that need to be tracked and material balances that need to be solved when detailed infor-

mation about the branching level is of interest.
15

 For MC simulations, the great advantage is that 

detailed structural information about polymer molecules can be obtained, but a considerable 

computational effort is required to generate accurate results. 

Müller et al. and Yan et al.
18-22

 produced a series of articles that use material balances 

methods to model SCVP and SCVCP. In their model development, several simplifying assump-

tions about equal reactivities of all or some end groups and vinyl groups were made to derive ana-

lytical expressions for average molecular weights and average branching level. 
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Cheng et al.
23,24

 used material balance equations to develop models for SCVP, which they 

solved using generating functions. Equal reactivities for some of the end groups were also as-

sumed in their models. Recently, Zargar et al.
25

 developed a model for SCVCP, using the method 

of moments to keep track of the lengths of linear segments that make up the branched polymer 

molecules. Using this method, information about Mn, Mw and polydispersity for the segments can 

be obtained, as can the conversion of the two vinyl monomers.  However, the molecular weight 

distribution (MWD) for the overall polymer molecules cannot be predicted. In their model, the CS 

end groups were assumed to have the same reactivity as the CM groups. 

In our previous work,
15

 a PREDICI material balance model was built for the arborescent 

PIB system in Figure 3.1, which is a type of SCVCP. This was the first SCVCP model to be de-

veloped without applying equal reactivity assumptions. This model consists of dynamic material 

balances on polymer species containing different numbers of inimer units and chloride end 

groups. Two paths (path A and path B in Figure 3.2) were considered for chain propagation.
16,28

 

Based on the restrictive set of assumptions in Table 3.1, only four lumped parameters, whose es-

timated values are shown in Table 3.2, were required to conduct the simulations. Simulations that 

permit up to 15 IM molecules per polymer molecule required balances on 122 species and re-

quired 1430 reaction steps in PREDICI. The simulation results agreed reasonably well with avail-

able data corresponding to low average branching levels (~2 branches per molecule) but worse 

predictions of Mw, Mn and branching were obtained for polymers with higher branching levels.
15

 

He et al.
26

 built homopolymerization models for inimers in the presence of multifunction-

al initiator, using MC methods, in which different rate constants were considered for CI and CS 

types of active sites, when predicting MWD and degree of branching. They also developed a 

three-dimensional MC bond fluctuation lattice model to study steric effects and intramolecular 

cyclization during inimer homopolymerization.
27

 In addition, He et al.
28

 used MC methods to 

simulate SCVCP. In the development of this model, He et al., assumed that a single rate constant 
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value is appropriate for reactions between different end groups and different types of vinyl 

groups. To our knowledge, the models by He et al. are the only MC models available in the litera-

ture for SCVP or SCVCP systems. 

 

 

Figure 3.2 Comprehensive mechanism for living IB polymerization using TiCl4 as the Lewis acid
16
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Table 3.1 Assumptions for PREDICI material balance model development
15

 

1 Reactions between CI end groups and IM can be neglected because [IM]0 is low relative to [IB]0, so 

that reactions involving kpII can be neglected. 

2 CS end groups can only react with monomer vinyl groups.  Reactions between CS end groups and IM 

molecules can be neglected because IM molecules will typically initiate polymerization before their 

vinyl groups can be consumed by reaction.  Reactions between CS end groups and VI groups on pol-

ymer molecules can be neglected due to steric hindrance. Because [IM]0 is very low compared to 

[IB]0 , CS groups will react with IB before they encounter the VI groups on large molecules.  Thus, 

reactions involving kpSI can be neglected. 

3 The CI groups on the IM are all consumed very early in the reaction because the chloride end is de-

signed to behave as an initiator for living carbocationic polymerization. As a result, the only reaction 

that IM can undergo appreciably is an initiation reaction with IB. Therefore, vinyl groups of type VI 

can undergo propagation reactions only after they belong to oligomer or polymer molecules. Another 

consequence of this assumption is that there are no CI groups on any polymer molecules so that reac-

tions between polymer molecules and IM can be ignored.  Note that this assumption means that there 

is no need to track the number of CI groups in the model, (except for those on IM, which are con-

sumed quickly).  

4 Reactions that lead to 16 or more IM units in a molecule are neglected to keep the number of species 

and reactions manageable for implementation in PREDICI. 

5 Puskas et al.
29

 observed a penultimate effect during styrene/isobutylene copolymerization, indicating 

that the rate of IB addition to CM may depend on whether the penultimate unit is IB or a styrene-like 

IM unit.  Since [IM]0 was low compared to [IB]0 in the recipes simulated using the PREDICI model, 

this penultimate effect could be neglected with only a small effect on model predictions.   

6 [LA] [LA]0 throughout the course of the batch reactions simulated using PREDICI, because only a 

small fraction of the TiCl4 was consumed to produce ions.
30

  Also, [LA]0 is sufficiently large so that 

the MeOIM is converted instantaneously to IM at the beginning of the batch. 
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Table 3.2 Parameter estimation results for four lumped parameters.
15

 

Parameter Estimate Units 

kpMIapp = kpMI (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 0.195 L mol

-1 s-1
 

kpMMapp = kpMM (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 2.126 L mol

-1 s-1
 

kpIMapp = kpIM (K0K1[TiCl4]0+K0K2[TiCl4]0
2
) 3.99 10

-4
 L mol

-1 s-1
 

kpSMapp = kpSM (K0K1[TiCl4]0+K0K2[TiCl4] 0
 2
) 1.39 10

-2
 L mol

-1 s-1
 

where    
  

   
 

   
    

        
     

  

   
 

   
     

   
    

     
  

   
 

   
    

  

   
        

 . 

 

However, MC simulations have been used for many other types of polymerization reac-

tors.
31-34

 MC methods for chemical reactions were first developed in the 1970s by Gillespie
35

 and 

are now commonly used for polymerization models. Soares and Hamielec
36

 used a simple free 

radical polymerization system (involving only initiation, propagation and termination) to illus-

trate how MC calculations are typically performed.  The modeler must first specify the number of 

molecules of each different species in the reaction system, which is related to the species concen-

trations Cj in a small volume V: 

         (3.2) 

where NA is Avogadro’s number. The initial number of molecules influences the accuracy of MC 

simulations.
35

 All rate constants used in MC simulations are typically specified in units of s
-1

, 

whereas many rate constants, like kp, used in material balance models can have units like Lmol
-

1s-1
. The MC rate constant for propagation is related to the usual rate constant by: 

  
   

  

   
 

  

  
   

(3.3) 

In the example of Soares and Hamielec, the MC reaction rate expressions are: 
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   (3.4) 

where Ni, Nm and Np are the number of initiator, monomer and polymer molecules, respectively, 

within the chosen volume. 

Assuming that one of the reactions occurs after a time period t, the corresponding prob-

ability of the jth reaction is related to the rates for all of the possible reactions by: 

   
  

  

  
     

     
   

  
  

      
   

(3.5) 

where j can be i, p or t.  The length of the time step t between successive reactions is calculated 

from: 

  
      

      
   

(3.6) 

where r1 is a random number between 0 and 1 selected from a uniform distribution.
35

 Note that 

for systems with a larger sample volume (with more initial molecules), the denominator       
   

becomes larger, so that the time between reactions tends to become smaller. 

A second uniform random number r2 is generated to decide which of the reactions will 

happen, based on their relative rates.  Initiation is selected if        
        

  ⁄ .  Propagation 

is selected if   
        

  ⁄        
     

         
  ⁄  and termination is selected if 

   
     

         
  ⁄      . After the reaction type is selected, changes are made to the num-

ber of species in the small reaction volume and the time is updated from t to    .  The process 

is repeated by selecting r1 and r2 for the next time step. The simulation stops when the reaction 

time reaches the final end time or when the desired final conversion is reached. 

To our knowledge, no researchers have built a model for SCVCP that accounts for all six 

propagation rate constants (i.e., without applying equal reactivity assumptions for different types 

of ends and vinyl groups) using either a material balance or MC approach. In this paper, a MC 
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model is developed for SCVCP of IM and IB with six different propagation rate constants. This 

MC model is able to predict dynamic changes in concentrations of IM and IB, as well as detailed 

information about branching and MWD. Simulation results are presented after a description of the 

MC model development. Comparisons are made with predictions from our previous PREDICI 

material balance model that incorporated the restrictive assumptions in Table 3.1. Recommenda-

tions are made regarding development of future MC models that may have reduced computation 

times. 
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3.3 Model Development 

As shown in Figure 3.1, there are three types of end groups (CI, CM and CS) and two types 

of vinyl groups (VI and VM), which lead to six true propagation rate constants that are related to 

six apparent rate constants kpIIapp, kpIMapp, kpMIapp, kpMMapp, kpSIapp  and kpSMapp, respectively.  Expres-

sions and estimated values for the four apparent rate constants kpIMapp, kpMIapp, kpMMapp and kpSMapp 

used in our previous PREDICI model are shown in Table 3.2. Analogous expressions for kpIIapp 

and kpSIapp are: 

                                     
   (3.7) 

                                     
   (3.8) 

Here, the same notation as in our previous work is used to track polymer chains with dif-

ferent numbers of inimer and monomer units and different numbers of end groups of different 

types. For example    
           refers to a polymer molecule containing 18 IM units and 108 

monomer units. The 3I superscript indicates that the polymer molecule has three CI end groups 

and the 6S superscript indicates that the molecule has six CS groups. Since the number of IM units 

in the arborescent polymer molecule is always equal to the total number of different chloride end 

groups, it is not necessary to use a separate counter to track the CM ends. For a polymer of the 

type    
          , the number of CM ends is 18-3-6=9. 

All six possible reactions between the three different potential cations and two different 

vinyl groups are summarized in Table 3.3. Also, all possible reactions that can happen between 

different types of species in the polymerization system are listed in Table 3.4. 
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Table 3.3 Summary of six possible propagation reactions and corresponding reaction rates be-

tween end groups and vinyl groups during copolymerization of IM and IB 

 Reaction Rate Expression 

1      

       
→          

          
     

   
 

2      

       
→          

          
     

   
 

3      

       
→          

          
     

   
 

4      

       
→           

          
     

   
 

5      

       
→          

          
     

   
 

6      

       
→           
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Table 3.4 Summary of reactions and rate expressions for reactions between different types of 

molecules during copolymerization of IM and IB. CM, CI and CS in the second column indicate 

the type of cation that is participating in the reaction.
15

 

IM + IB CI 
     

      
  

→      
          

            
            

IM + IM CI 
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3.3.1 Monte Carlo Model Development 

First, a small reaction volume is selected and the corresponding number of molecules of 

each type that are contained within this volume is computed using equation 3.2. Since the copol-

ymerization of IM and IB is performed in a solvent, any small changes in volume due to polymer-

ization are neglected. Equation 3.6 and random number r1 are used to determine the time interval 

t between reactions where       
   is the sum of six reaction rates shown in Table 3.3. 

Next, the type of reaction that occurs is calculated using random number r2. The jth reac-

tion is selected if: 

∑   
     

   

      
      

∑   
   

   

      
   

(3.9) 

The next step is to randomly select a corresponding end group and vinyl group on mole-

cules from the reacting mixture and to update the numbers of end groups and molecules of each 

type.  To keep track of the required information for the arborescent system, a large     matrix 

is constructed, where m is the initial number of inimer units in the system, as shown in Table 3.5. 

Each column of the matrix represents a single molecule with a VI vinyl group (i.e., either an IM 

molecule or a polymer molecule). As reactions proceed and VI groups are consumed, the number 

of columns is reduced to match the number of VI groups in the system. The first row of the matrix 

counts the number of inimer units in each molecule (and is initially a row with all values equal to 

1). The second row counts the number of IB units in each molecule (and is initially a row with all 

values equal to 0). The remaining rows keep track of the number of different chloride end groups 

on each molecule. As a result, each column contains all the pertinent information about a single 

IM or polymer molecule in the small volume V. 
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Table 3.5 special matrix for counting IM and polymers 

# 1 2 3 … m-1 m  

IM 1 1 1 … 1 1  

IB 0 0 0 … 0 0  

CI 1 1 1 … 1 1  

CM 0 0 0 … 0 0  

CS 0 0 0 … 0 0 5 m 

 

 

To find the total number of CI, CM and CS end groups and VI vinyl groups in the small re-

action volume, appropriate values from the matrix are added together or, to save computing time, 

counter variables CItot, CMtot, CStot and VItot can be used to track the total number of CI, CM and CS 

end groups and VI vinyl groups, respectively. Since r2 determines which type of reaction occurs 

during the time step, the type of chloride end group and the type of vinyl group that will partici-

pate are known in each reaction step. For example, assume that the 3
rd

 reaction from Table 3.3 is 

selected. The MC code then selects which polymer molecule the CM end group belongs to using 

the following criterion, based on uniform random number r3. 

∑    
   
   

     
    

∑    
 
   

     
 

(3.10) 

where c is the number of the column that corresponds to the selected molecule and CMi is the 

number of CM groups on the molecule whose information is stored in the ith column. In this way, 

the number of CM end groups on each molecule influences the probability of the molecule being 

selected. For cases where reactions involve CI or CS end groups, the appropriate reacting mole-

cule (in the cth) column is determined by finding c so that: 

∑    
   
   

     
    

∑    
 
   

     
 

(3.11) 
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and 

∑    
   
   

     
    

∑    
 
   

     
 

(3.12) 

respectively.  If the selected reaction involves consumption of a VI group, a uniformly distributed 

random number r4 is used to determine the column l that corresponds to the molecule with the VI 

group that is consumed: 

∑    
   
   

     
    

∑    
 
   

     
 

(3.14) 

If c = l, a new value of the random number r4 must be selected, because loop formation is 

not considered in this MC model. 

After the reacting molecules are decided, changes are recorded in the corresponding col-

umns in Table 3.5, according to the reactions in Table 3.4. If the reaction involves two molecules 

with VI groups (i.e., either polymer or IM molecules) then one column is updated to reflect the 

structure of the new molecule and the other column is removed from the matrix. If a reaction in-

volving a VM vinyl group is selected, the number of columns does not change, but the total num-

ber of monomers in the small volume is reduced by one. 

After each single reaction is finished, the reaction time is updated to  +  , obtained from 

equation 3.6, and random numbers are generated for the reaction at the next time step. This pro-

cess is repeated until the whole simulation is terminated when      reaches the specified end 

time or the desired conversion is reached. 

At the end of the simulation, the resulting matrix, which contains information about all of 

the polymer molecules in the small volume V can be used to calculate the overall Mn, Mw, and 

MWD. Additionally, MWD can also be determined for different classes of polymer molecules 

that may be of interest (e.g., molecules with different numbers of branch points). 
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3.4 Results 

When MC simulations are undertaken, the results depend on the values of the random 

numbers that are generated.  If a very small reaction volume, V, and small corresponding number 

of initial molecules is selected, then noticeably different results can be obtained for different ran-

dom number sequences.  When a larger number of initial molecules is used, the results tend to be 

more reliable and are less sensitive to the particular random number sequences generated. How-

ever, simulating more molecules leads to shorter time steps and to longer computational times.
35

 

Figure 3.3a compares the MWD calculated from two different MC simulations with dif-

ferent initial numbers of IM molecules (50000 and 1500000, respectively), but the same starting 

recipe. Results from our previous PREDICI model are also shown.
15

 The parameter values used 

are provided in Table 3.2 and the initial condition is                             

            . Note that the limitation of 15 branches per molecule was applied in the PREDICI 

model but was not applied in the MC simulations. The remaining assumptions are identical in 

both methods (see Table 3.1). Figure 3.3a clearly shows that using the larger initial number of IM 

molecules (corresponding to a reference volume that is 30 times bigger) provides a much smooth-

er MWD than when only 50000 initial IM molecules are used. Unfortunately, running the simula-

tion with 1500000 initial IM molecules took more than 2 weeks of computation time on a person-

al computer operating by Windows XP with Intel Core i5 2.4GHz and 2.92GB of RAM using a 

32-bit 2010b version of Matlab. The corresponding simulation with 50000 initial IM molecules 

took approximately 20 minutes. Note that we did not optimize the implementation of the MC 

code in Matlab, and that there may be more efficient ways to perform the MC simulations that 

would result in shorter simulation times. One minor coding change that we investigated was to 

replace disappearing columns in the matrix in Table 3.5 with zeros rather than shrinking the ma-

trix dimension as the simulation proceeds. This alternative increased the overall simulation times 

for the results shown in Figure 3.3a.  Figure 3.3a shows that the largest molecules in the reaction 
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mixture have chain lengths of approximately 10
5
, which is considerable smaller than the number 

of monomer units used in the MC simulations (e.g., 1.9x10
7
 initial IB molecules are present in the 

small reference volume for the case when 50000 initial IM molecules are considered). 
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Figure 3.3 a) Comparison of predicted chainlength distributions obtained using different initial numbers of 

IM molecules     50000, - - - 1500000 and  ── PREDICI predictions; b) individual MWD curves for 

polymer molecules with different numbers of IM units from MC simulation with 1500000 initial IM mole-

cules. 

 

Note that the shapes of the MWD curves generated by the MC simulations are similar to 

the results from the PREDICI model, except for a discrepancy in the higher molecular weight tail, 

which is due to the limitation of only 15 branches per molecule that was applied in the PREDICI 

simulation to make the model tractable. The distinct lower-molecular weight peak located near 

DP = 2000, which appears in all three simulations, corresponds primarily to linear polymer mole-

cules that contain only one IM molecule.
15

 Figure 3.3b shows individual MWD curves for poly-

mer molecules with different numbers of IM units.  Notice that molecules with 20 inimer units 

(corresponding to Bkin=19) have a noticeable influence on the MWD, even though the average 

branching level is Bkin=7.4.  The current MC model is a significant advance over our previous 
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PREDICI model because it will permit simulation of experimental data sets with measured values 

of Bkin up to 32.
12

 

If only average properties are of interest, like Mn, Mw, overall branching levels and mon-

omer concentrations (see Figure 3.4), then relatively accurate results can be obtained with a much 

smaller number of initial molecules. For example, we found that using only 10000 initial IM mol-

ecules provides relatively reliable results for these properties using these same experimental set-

tings (not shown in this paper), requiring only 1.5 minutes for each simulation.
 
(see Appendix 

3.1) Long simulation times are only required when detailed information about the MWD or 

branching distribution is of interest. 

Figure 3.4 compares predictions of average properties (i.e., IM and IB concentration, Mn, 

Mw and Bkin) obtained from the MC model with those from our previous PREDICI model.
15

 These 

comparisons show excellent agreement, except for Mw predictions at longer times where branch-

ing levels are highest. This discrepancy occurs because the PREDICI model under-predicts the 

Mw due to the upper limit of 15 branches that was assumed. 

A great advantage of this MC model is that the assumptions 1-4 in Table 3.1 can be re-

laxed, which means that kpIIapp and kpSIapp, which were set to zero in the PREDICI model, can be 

included in the current MC model. Since no researchers have reported values for kpIIapp and kpSIapp 

and very few have performed SCVP experiments using this type of inimer, it is difficult to assign 

reasonable values for kpIIapp and kpSIapp. Dos Santos and Puskas
13,37 

reported several SCVP experi-

ments using MeOIM inimer, which we use here to obtain rough values for kpIIapp and kpSIapp. How-

ever, in their experiments, a low initial TiCl4 concentration relative to the inimer concentration 

([MeOIM] = 0.094         and [TiCl4]0 = 0.06        ) was used to prevent initial high reaction 

rates and an associated temperature spike. As a result, the expected rate constant values for kpIIapp 

and kpSIapp that we estimate from Dos Santos’s SCVP polymerization may be smaller than their 

corresponding values using the experimental copolymerization settings simulated in Figures 3.3 
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and 3.4. Nevertheless, using these rough values (kpIIapp   0.0075 L mol
-1 s-1

 and kpSIapp   0.0001 

L mol
-1 s-1

) is more realistic than setting values to zero or picking values randomly.  These param-

eters values were obtained by manually adjusting kpIIapp and kpSIapp until a simple PREDICI inimer 

homopolymerization model (simulations shown in Appendix 3.2) gave a good match to conver-

sion vs. time data obtained in the first stage of the IM homopolymerization, before additional 

TiCl4 was added to the reacting mixture. 
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Figure 3.4 . Comparison between MC and PREDICI model predictions for simulations with [IM]0 = 

0.00454 M. The MC simulations used 50000 IM and 19162996 IB molecules initially      MC, 

−−−PREDICI.  The MC results are difficult to see in a) because they overlap with the PREDICI results. 
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Figure 3.5 compares the results of MC simulations using all 6 propagation parameters 

with our previous results that used only the 4 parameters that were included in the PREDICI 

model (see Figure 3.4).  There is a clear difference between the simulations conducted with and 

without the additional parameters, which lead to additional reactions 2, 4, 6, 7, 8, 9, 11 and 12 in 

Table 3.4.  Large deviations were obtained for all of the variables shown in Figure 3.5, except for 

[IB].  Figure 3.5a shows that the isobutylene monomer was consumed at almost the same rate in 

both models. As expected, the IM is consumed faster in the model with all 6 parameters, particu-

larly at longer reaction times due to the additional reactions that IM can participate in. For Mn, Mw 

and Bkin, the predicted results from the improved six-parameter model are lower than from the 

model with only 4 parameters. This interesting phenomenon is caused by the small but non-zero 

values of kpIIapp and kpSIapp. After 2000 s, there are very few IB molecules left in the system. As 

kpMIapp is relatively high and single IM molecules are allowed to react with polymer chains, a large 

portion of the highly reactive CM end groups are converted into less reactive CS end groups via 

reaction 3. These CS groups react much more slowly with VI than CM groups do.  As a result, the 

overall rate of growth in degree of polymerization and branching is decreased, resulting in lower 

molecular weights and branching levels. 

Although kpIIapp and kpSIapp were assigned relatively low values in the improved MC mod-

el, the deviations shown in Figure 3.5 indicate that these two parameters and the corresponding 

reactions may play an important role in the development of molecular weight and branching. The 

estimates that we used for kpIIapp and kpSIapp are highly uncertain and the estimates used for kpMMapp, 

kpMIapp, kpIMapp and kpSMapp (see Table 3.2) are inaccurate because they were obtained by assuming 

that kpIIapp = kpSIapp = 0 and that no molecules with > 15 IM units exist in the batch reactor. As a 

result, further parameter estimation studies are recommended so that reliable predictions of exper-

imental data can be obtained, especially for arborescent PIB production with high branching lev-

els.
9,12
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Figure 3.5 Comparison between MC model with only 4 parameters and MC model with all 6 parameters 

when [IM]0 = 0.00454 M. Note that 50000 IM and 19162996 IB molecules are used initially in the MC 

simulations.  The thinner dash-dot lines correspond to MC simulations with only 4 parameters and the 

thicker dash-dot lines correspond to MC model with 6 parameters. In a) the results are overlaid so that the 

thinner line cannot be seen. 

 

Inimer homopolymerization can also be simulated by this MC model by assigning a zero 

initial value for the number of IB molecules. In the resulting SCVP system, there are only two 

types of chloride end groups (CI and CS) and one kind of vinyl group (VI). As a result, there are 

only two different propagation rate constants (i.e., kpIIapp and kpSIapp). Simulations shown in Figure 

3.6 where conducted using kpIIapp  = 0.0075 L mol
-1 s-1

 and kpSIapp = 0.0001 L mol
-1 s-1

, which are 

the same values used to generate Figure 3.5, used 2000000 initial IM molecules, requiring a simu-
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lation time of several days. Even though the values assigned for apparent propagation rate con-

stants may be low, the predicted consumption rate of IM is fast, with nearly all of the IM con-

sumed within the first 10 minutes. As is common in condensation polymerizations, growth in the 

weight and number average molecular weight is slow at the beginning and then Mw increases rap-

idly when the conversion of IM is very high. As there is no monomer in the SCVP system other 

than the IM, the value of Bkin = 132.08 is the same as the average number of IM units per polymer 

chain, minus one. The final simulated polydispersity is 9.9. The chain length distribution shown 

in Figure 3.6d is quite jagged, indicating that a larger number of initial IM molecules and a longer 

simulation time would be required to obtain an accurate MWD curve. 
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Figure 3.6 SCVP results with [IM]0 = 1 M and 2000000 initial IM units 
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3.5 Conclusions 

A MC model was developed to describe the arborescent copolymerization of isobutylene 

and inimer via carbocationic polymerization.  Unlike previous self-condensing vinyl copolymeri-

zation models, the current model accommodates six different apparent propagation rate constants 

with different values.  These rate constants are required to account for the two types of vinyl 

groups and three types of carbocations that appear in this copolymerization system. Simulation 

results that correspond to experimental conditions studied by Dos Santos,
13

 reveal that a large 

initial number of IM and IB molecules (e.g., 1500000 IM molecules and 574889868 IB mole-

cules) must be simulated to obtain relatively smooth MWD curves.  If only average properties 

(e.g., Mn, Mw and average branching levels) are of interest, a much smaller initial number of IM 

and IB molecules is required (e.g., 10000 IM molecules and 3832599 IB molecules) to obtain 

reliable simulation results. 

Simulation results from this MC model were verified by comparing with results from a 

previous PREDICI material balance model.  Simulation results confirm that the PREDICI model 

becomes inaccurate as branching levels increase, due to simplifying assumptions that were re-

quired to keep the material balance model tractable. The MC model is much more powerful than 

the PREDICI material balance model, because it can simulate copolymerization recipes that result 

in high branching levels (i.e., when some molecules have > 15 branches) and also because the 

model can simulate inimer homopolymerization. Inimer homopolymerization simulations con-

ducted using the model confirm that the molecular weight behavior is similar to that encountered 

during condensation polymerizations, with a slow initial rise in degree of polymerization, fol-

lowed by a dramatic increase at long reaction times where conversion is high. Systematic parame-

ter estimation will be required so that accurate simulation results can be obtained and model pre-

dictions can be tested using experimental data with high branching levels.
 9,12

  Unfortunately, long 

computation times encountered using this MC model would make computation times for parame-
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ter estimation prohibitively long unless powerful computers are used. Alternative MC models that 

use conditional MC techniques and more advanced material balance models should be developed 

in future to enable parameter estimation and to provide accurate predictions using less computa-

tional effort. 
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Appendix 3.1 MC Simulation with Only 10000 Initial IM Molecules 
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Figure 3.7 MC predictions for simulations with [IM]0 = 0.00454 M. The MC simulations used 10000 IM 

and 3832599 IB molecules initially. These figures agree well with the MC simulations in Figure 3.4 for less 

computing time. 
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Appendix 3.2 Simple PREDICI Simulation for kpIIapp And kpSIapp 
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Figure 3.8 PREDICI rough simulation results for kpIIapp = 0.00075 Lmol
-1

s
-1

 and kpSIapp = 0.00001 Lmol
-1

s
-1

 

with experimental data. ── simulation results; ■ is the experimental data. 

  

Figure 3.8 shows that rough estimates of                             and 

                            can do a reasonable job of matching the homopolymerization 

data of Dos Santos et al.
37

 when we assume that all of the MeOIM initially in the reactor was 

converted to IM. Note, however, that this assumption is not valid because there was initially in-

sufficient TiCl4 in the batch reactor to completely convert the MeOIM into active IM.
13,37

 As a 

result, the estimated values of          and         above are likely much too small. If we as-

sume, somewhat arbitrarily, that about 10% of the MeOIM was converted to IM, then the follow-

ing values are more appropriate:                            and                

           . These values were used as rough order-of-magnitude values for the simulations 

in this chapter and as starting values for the parameter estimation study in Chapter 5.   
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Appendix 3.3 Matlab Code for MC Model with Six Parameters 

Here is the Matlab code used to generate the Figures 3.5 and 3.6. This MC model con-

tains all six parameters.  

function [] = SCVCP(IM,IB) 

    tic;  %calculate the computing time for one simulation 

     

    %reaction time and condition: 

    t = 0;                 %initial time of the batch 

    ti = 300;            %time interval for average properties in the sum_mat shown later 

    tf = 5400;          %end time of the batch 

    ml = 1.74           %concentration of IB 

    const = IB/ml;    %Used for calculate of kpMC=kp*Cj/Nj 

     

    %counters for reaction species and other properties: 

    VmTot = IB; 

    CiTot = IM; 

    CmTot = 0; 

    CsTot = 0; 

    column = IM; 

    pol_sum = 0; 

    Mn_sum = 0; 

    Mw_sum = 0; 

    Br_sum = 0; 

     

    % rate constants: 

    % Estimated values from parallel PREDICI model 

%     kpII = 3.32E-2/const; 

%     kpIM = 4.46E-4/const; 

%     kpMI = 5.19E-1/const; 

%     kpMM = 2.27/const; 

%     kpSI = 6.45E-3/const; 

%     kpSM = 4.11E-5/const; 

 

    % Estimated values from lengthy PREDICI model     

    kpII = 0.0075/const; 

    kpIM = 0.000399/const; 

    kpMI = 0.195/const; 

    kpMM = 2.126/const; 

    kpSI = 0.0001/const; 

    kpSM = 0.0139/const; 

     

    % Beautiful matrix that keep the information of IM and polymers: 

    matIM = ones(1,IM); 

    matIB = zeros(1,IM); 

    matCi = ones(1,IM); 

    matCm = zeros(1,IM); 

    matCs = zeros(1,IM); 

    mat = [matIM; matIB; matCi; matCm; matCs]; 

    sum_mat = zeros(1,6); 

    row = 0; 

     

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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%reaction starts and continues in this while loop:     

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    while ((t <= tf) && (column > 5)) 

         

        %MC reaction rates          

        re1 = kpIM*CiTot*VmTot;   %Ci+Vm 

        re2 = kpMM*CmTot*VmTot;   %Cm+Vm 

        re3 = kpMI*CmTot*column;  %Cm+Vi 

        re4 = kpSM*CsTot*VmTot;   %Cs+Vm 

        re5 = kpSI*CsTot*column;  %Cs+Vi 

        re6 = kpII*CiTot*column;  %Ci+Vi 

        reTot = re1+re2+re3+re4+re5+re6;   %total reaction speed 

 

        % possibilities for choosing from different reactions  

        p1 = re1/reTot; 

        p2 = (re1+re2)/reTot; 

        p3 = (re1+re2+re3)/reTot; 

        p4 = (re1+re2+re3+re4)/reTot; 

        p5 = (re1+re2+re3+re4+re5)/reTot; 

        p6 = 1; 

         

        % Obtaining polymer properties at different time points 

        if t > ti 

            ti = ti + 300;               %increase time interval 

            display(t);                   %the actual time for each time point 

            row = row + 1;           %increase one row in sum_mat for average information 

             

            % update the concentrations of different end groups and vinyl groups 

            IB_Con = VmTot/const;      

            Vi_Con = column/const; 

            Ci_Con = CiTot/const; 

            Cm_Con = CmTot/const; 

            Cs_Con = CsTot/const; 

             

            % set to zero for calculations of polymer chains, Mn, Mw and Br 

            pol_sum = 0; 

            Mn_sum = 0; 

            Mw_sum = 0; 

            Br_sum = 0; 

             

            %Calculate Mn & Mw     

            for col = 1 : column    

                if (mat(1,col) ~= 1) | (mat(2,col) ~= 0)      %find polymer chains from the matrix 

                    pol_sum = pol_sum + 1; 

                    Mn_sum = Mn_sum + mat(1,col)*0.1805 + mat(2,col)*0.056; 

                    Mw_sum = Mw_sum + (mat(1,col)*0.1805 + mat(2,col)*0.056)^2; 

                    Br_sum = Br_sum + mat(1,col); 

                end 

            end 

            Mn = Mn_sum/pol_sum;         %Mn for polymers 

            Mw = Mw_sum/Mn_sum;       %Mw for polymers 

            IM_Con = (column - pol_sum)/const; 

            %Mntheory = 0.056*(IB - VmTot)/IM + 0.1805; % This is the approximate way of calculation in 

1st paper 

            %Bkin = Mn/Mntheory -1; 
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            Bkin = Br_sum/pol_sum -1;    %accurate calculation also used in parallel PREDICI model 

            sum_mat(row,1) = t; 

            sum_mat(row,2) = IB_Con; 

            sum_mat(row,3) = IM_Con; 

            sum_mat(row,4) = Mn; 

            sum_mat(row,5) = Mw; 

            sum_mat(row,6) = Bkin; 

        end 

         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %Reaction happens from here                         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

         

        %calculation for the time interval deciding the next reaction happen 

        r1 = rand;                       %random number 

        tau = log(1/r1)/reTot;     %delta t 

        t = t + tau;                      %the time when next reaction happen 

         

        %using random r2 to decide which reaction to happen after the delta t 

        r2 = rand;  

         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %1.Ci+Vm           

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        if (0 < r2) & (r2 <= p1)    

            r3 = rand;     %select the molecule having this Ci group 

            j = 0; 

            sum = 0;       %sum of the Ci on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(3,j); 

                if sum > r3*CiTot 

                    break; 

                end 

            end 

             

            mat(2,j) = mat(2,j) + 1;     %number of IB plus 1 

            mat(3,j) = mat(3,j) - 1;      %number of Ci group minus 1 

            mat(4,j) = mat(4,j) + 1;     %number of Cm group plus 1 

            CiTot = CiTot - 1;             %total number of Ci minus 1 

            CmTot = CmTot + 1;        %total number of Cm plus 1 

            VmTot = VmTot - 1;        %total number of Vm minus 1 

             

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %2.Cm+Vm        

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif ( p1 < r2) & (r2 <= p2)   

            r3 = rand;     %select the molecule having this Cm group 

            j = 0; 

            sum = 0;       %sum of the Cm on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(4,j); 
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                if sum > r3*CmTot 

                    break; 

                end 

            end 

             

            mat(2,j) = mat(2,j) + 1;     %number of IB plus 1 

            VmTot = VmTot - 1;        %total number of Vm minus 1 

         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %3.Cm+Vi         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif (p2 < r2) & (r2 <= p3)    

            r3 = rand;     %select the molecule having this Cm group 

            j = 0; 

            sum = 0;       %sum of the Cm on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(4,j); 

                if sum > r3*CmTot 

                    break; 

                end 

            end 

             

            r4 = rand;                 %select the molecule having this Vi group 

            l = ceil(r4*column); 

            while (l == j)           %avoid the molecule to react with itself 

                r4 = rand; 

                l = ceil(r4*column); 

            end 

             

            mat(1,j) = mat(1,j) + mat(1,l);        %IM  

            mat(2,j) = mat(2,j) + mat(2,l);        %IB 

            mat(3,j) = mat(3,j) + mat(3,l);        %Ci 

            mat(4,j) = mat(4,j) + mat(4,l) - 1;   %number of Cm group minus 1 

            mat(5,j) = mat(5,j) + mat(5,l) + 1;  %number of Cs group plus 1 

            mat(:,l) = [];                                    %delete the lth molecule 

            CmTot = CmTot - 1;                      %Cm - 1 

            CsTot = CsTot + 1;                         %Cs + 1 

         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %4.Cs+Vm              

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif (p3 < r2) & (r2 <= p4)  

            r3 = rand;     %select the molecule having this Cs group 

            j = 0; 

            sum = 0;       %sum of the Cs on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(5,j); 

                if sum > r3*CsTot 

                    break; 

                end 

            end 
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            mat(2,j) = mat(2,j) + 1;       %IB + 1 

            mat(4,j) = mat(4,j) + 1;       %Cm + 1 

            mat(5,j) = mat(5,j) - 1;        %Cs - 1 

            CmTot = CmTot + 1;              

            CsTot = CsTot - 1; 

            VmTot = VmTot - 1; 

             

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %5.Cs+Vi         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif (p4 < r2) & (r2 <= p5)  

            r3 = rand;     %select the molecule having this Cs group 

            j = 0; 

            sum = 0;       %sum of the Cs on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(5,j); 

                if sum > r3*CsTot 

                    break; 

                end 

            end 

             

            r4 = rand;            %select the molecule having this Vi group 

            l = ceil(r4*column); 

            while (l == j)      %avoid the molecule to react with itself 

                r4 = rand; 

                l = ceil(r4*column); 

            end 

             

            mat(1,j) = mat(1,j) + mat(1,l);   %IM  

            mat(2,j) = mat(2,j) + mat(2,l);   %IB 

            mat(3,j) = mat(3,j) + mat(3,l);   %Ci 

            mat(4,j) = mat(4,j) + mat(4,l);   %number of Cm group minus 1 

            mat(5,j) = mat(5,j) + mat(5,l);   %number of Cs group plus 1 

            mat(:,l) = [];                                  %delete the lth molecule 

             

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %6.Ci+Vi              

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif (p5 < r2) & (r2 <= p6)   

            r3 = rand;     %select the molecule having this Ci group 

            j = 0; 

            sum = 0;       %sum of the Ci on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + mat(3,j); 

                if sum > r3*CiTot 

                    break; 

                end 

            end 

             

            r4 = rand;            %select the molecule having this Vi group 
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            l = ceil(r4*column); 

            while (l == j)      %avoid the molecule to react with itself 

                r4 = rand; 

                l = ceil(r4*column);   

            end 

             

            mat(1,j) = mat(1,j) + mat(1,l);         %IM  

            mat(2,j) = mat(2,j) + mat(2,l);         %IB 

            mat(3,j) = mat(3,j) + mat(3,l) - 1;    %Ci 

            mat(4,j) = mat(4,j) + mat(4,l);         %number of Cm group minus 1 

            mat(5,j) = mat(5,j) + mat(5,l) + 1;   %number of Cs group plus 1 

            mat(:,l) = [];                                      %delete the lth molecule 

            CiTot = CiTot - 1; 

            CsTot = CsTot + 1; 

        end 

        column = size(mat,2);                           %update the number of columns in the matrix 

    end 

     

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%Reaction stops and calculate the properties at the end of batch     

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

    display(t);            %end time of the batch 

    row = row + 1;    %add a row in sum_mat for polymer information at the end of batch  

     

    %update concentrations of different end groups and vinyl groups 

    IB_Con = VmTot/const;      

    Vi_Con = column/const; 

    Ci_Con = CiTot/const; 

    Cm_Con = CmTot/const; 

    Cs_Con = CsTot/const; 

    Vi = column; 

     

    %add a new row in matrix to store total chain length IB+IM     

    mat = [mat; zeros(1,column)]; 

    for col = 1 : column 

        mat(6,col) = mat(1,col) + mat(2,col); 

    end 

     

    %delete IMs in the matrix 

    col = 1; 

    while (col <= column)     

        if mat(6,col) == 1 

            mat(:,col) = []; 

            column = column - 1; 

        else 

            col = col + 1; 

        end 

    end 

     

    %Calculate Mn & Mw     

    Mn_sum = 0; 

    Mw_sum = 0; 

    Br_sum = 0; 

    for col = 1 : column      %here column is just polymers 
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        Mn_sum = Mn_sum + mat(1,col)*0.1805 + mat(2,col)*0.056; 

        Mw_sum = Mw_sum + (mat(1,col)*0.1805 + mat(2,col)*0.056)^2; 

        Br_sum = Br_sum + mat(1,col); 

    end  

    Mn = Mn_sum/column;          %Mn for polymers 

    Mw = Mw_sum/Mn_sum;      %Mw for polymers 

    IM_Con = (Vi - column)/const; 

    %Mntheory = 0.056*(IB - VmTot)/IM + 0.1805; 

    %Bkin = Mn/Mntheory -1; 

    Bkin = Br_sum/column - 1; 

    sum_mat(row,1) = t; 

    sum_mat(row,2) = IB_Con; 

    sum_mat(row,3) = IM_Con; 

    sum_mat(row,4) = Mn; 

    sum_mat(row,5) = Mw; 

    sum_mat(row,6) = Bkin; 

     

    % reorder all the polymer molecules from the smallest to the largest 

    for i = 1 : column      

        min_value = mat(6,i); 

        min_col = i; 

        for j = i : column 

            if  min_value > mat(6,j) 

                min_value = mat(6,j); 

                min_col = j; 

            end 

        end  

        temp = mat(:,i); 

        mat(:,i) = mat(:,min_col); 

        mat(:,min_col) = temp; 

    end 

     

    % Build GPC histogram 

    col = 1;                               %column number of polymer matrix 

    range = 0.03;                      %size of the bin 

    GPC_log = zeros(1,5);          %GPC results 

    GPC_row = 1;                      %the row in GPC results matrix 

    for value = 0 : range : 6       %put polymer chains into different bins 

        sum = 0;                         %sum the number of units (IB+IM) in each bin  

        count = 0;                       %count the number of polymers in each bin 

        while (col <= column) && (log10(mat(6,col)) > value) && (log10(mat(6,col)) <= (value +  

 

range)) 

            sum  = sum + mat(6,col); 

            count = count + 1; 

            col = col + 1; 

        end  

        if sum ~= 0 

            GPC_log(GPC_row,1) = value;           %current value of the lower side of the bin 

            GPC_log(GPC_row,2) = sum/count;   %average chain size 

            GPC_log(GPC_row,3) = log(10)*sum*GPC_log(GPC_row,2);  %wlog(r) 

            GPC_log(GPC_row,4) = sum;             %w(r) 

            GPC_log(GPC_row,5) = count;           %n(r)             

            GPC_row = GPC_row + 1;                  %add a row for next bin information 

        end 
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    end    

     

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    %output results into Excel 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

    mat = mat';    

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',mat,'test','A1'); 

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',GPC_log,'test','H1'); 

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',sum_mat,'test','P1'); 

 

    toc 

end 
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Appendix 3.4 Matlab Code for MC Model with Four Parameters 

Here is the Matlab code used to generate the Figures 3.3 to 3.5. This MC model applied 

the assumptions that         and         are neglected from the model.  

function [] = SCVCP_as(IM,IB) 

    tic;  %calculate the computing time for one simulation 

     

    % reaction time and condition: 

    t = 0;                 %initial time of the batch 

    ti = 300;            %time interval for average properties in the sum_mat shown later 

    tf = 5400;          %end time of the batch 

    ml = 1.74           %concentration of IB 

    const = IB/ml;    %Used for calculate of kpMC=kp*Cj/Nj 

     

    % counters for reaction species and other properties: 

    VmTot = IB; 

    CiTot = IM; 

    CmTot = 0; 

    CsTot = 0; 

       

    pol_sum = 0; 

    Mn_sum = 0; 

    Mw_sum = 0; 

     

    % rate constants: 

    %Estimated values from lengthy PREDICI model 

    kpIM = 0.000399/const; 

    kpMM = 2.126/const; 

    kpMI = 0.195/const; 

    kpSM = 0.0139/const; 

         

    % beautiful matrix that keep the information of IM and polymers 

    % this is a little different from the one with 6 parameters 

    % here are two matrix are used to take down the information 

    % one matrix for IM and one matrix for polymers 

    matIM = ones(1,IM); 

    matIB = zeros(1,IM); 

    matCi = ones(1,IM); 

    matCm = zeros(1,IM); 

    matCs = zeros(1,IM); 

    mat = [matIM; matIB; matCi; matCm; matCs];  % a matrix for IM 

    polymer = [];                                                        % a matrix just for polymer 

    sum_mat = zeros(1,6); 

    row = 0; 

     

      

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    % reaction starts and continues in this while loop: 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    while (t <= tf) 

        inimer = size(mat,2);            %count the number of IM 

        column = size(polymer,2);   %count the number of polymer 
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        % MC reaction rates         

        re1 = kpIM*inimer*VmTot;     %Ci+Vm 

        re2 = kpMM*CmTot*VmTot;  %Cm+Vm 

        re3 = kpMI*CmTot*column;    %Cm+Vi 

        re4 = kpSM*CsTot*VmTot;     %Cs+Vm 

        reTot = re1+re2+re3+re4;         %total reaction speed 

         

        % possibilities for choosing from different reactions  

        p1 = re1/reTot; 

        p2 = (re1+re2)/reTot; 

        p3 = (re1+re2+re3)/reTot; 

        p4 = 1; 

 

        % Obtaining polymer properties at different time points 

        if t > ti 

            ti = ti + 300;           %increase time interval 

            display(t);               %the actual time for each time point 

            row = row + 1;       %increase one row in sum_mat for average information 

 

            % update the concentrations of different end groups and vinyl groups 

            IB_Con = VmTot/const;      

            %Vi_Con = (column + inimer)/const; 

            Ci_Con = CiTot/const; 

            Cm_Con = CmTot/const; 

            Cs_Con = CsTot/const; 

 

            % set to zero for calculations of polymer chains, Mn, Mw and Br 

            pol_sum = 0; 

            Mn_sum = 0; 

            Mw_sum = 0; 

 

            %Calculate Mn & Mw   

            for col = 1 : column    

                pol_sum = pol_sum + 1; 

                Mn_sum = Mn_sum + polymer(1,col)*0.1805 + polymer(2,col)*0.056; 

                Mw_sum = Mw_sum + (polymer(1,col)*0.1805 + polymer(2,col)*0.056)^2; 

            end  

            Mn = Mn_sum/pol_sum;         %Mn for polymers 

            Mw = Mw_sum/Mn_sum;       %Mw for polymers 

            inimer = size(mat,2); 

            IM_Con = inimer/const; 

            Mntheory = 0.056*(IB - VmTot)/IM + 0.1805; 

            Bkin = Mn/Mntheory -1; 

            sum_mat(row,1) = t; 

            sum_mat(row,2) = IB_Con; 

            sum_mat(row,3) = IM_Con; 

            sum_mat(row,4) = Mn; 

            sum_mat(row,5) = Mw; 

            sum_mat(row,6) = Bkin; 

        end 

 

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %Reaction happens from here        

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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        %calculation for the time interval deciding the next reaction happen 

        r1 = rand;                       %random number 

        tau = log(1/r1)/reTot;    %delta t 

        t = t + tau;                      %the time when next reaction happen 

         

        %using random r2 to decide which reaction to happen after the deltat 

        r2 = rand; 

 

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %1.Ci+Vm         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        if (0 <= r2) & (r2 <= p1)     

            column = column + 1;                    %add a new column to store a new polymer 

            polymer(:,column) = [1;1;0;1;0];   %form a new polymer 

            mat(:,1) = [];                                   %delete the IM from Matrix 

            VmTot = VmTot - 1;                      %total number of Vm minus 1 

            CiTot = CiTot - 1; 

            CmTot = CmTot + 1; 

             

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %2.Cm+Vm         

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif ( p1 < r2) & (r2 <= p2) 

            r3 = rand;           %select the molecule having this Cm group 

            j = 0; 

            sum = 0;             %sum of the Cm on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + polymer(4,j); 

                if sum > r3*CmTot 

                    break; 

                end 

            end 

             

            polymer(2,j) = polymer(2,j) + 1;  %number of IB plus 1 

            VmTot = VmTot - 1;                    %total number of Vm nimus 1 

 

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %3.Cm+Vi 

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        elseif (p2 < r2) & (r2 <= p3)   

            r3 = rand;           %select the molecule having this Cm group 

            j = 0; 

            sum = 0;             %sum of the Cm on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + polymer(4,j); 

                if sum > r3*CmTot 

                    break; 

                end 

            end 
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            r4 = rand;                                               %select the molecule having this Vi gorup 

            l = ceil(r4*column); 

            while ((l == j) & (polymer(1,l) == 0))       %avoid the molecule to react with itself 

                r4 = rand; 

                l = ceil(r4*column); 

            end 

             

            polymer(1,j) = polymer(1,j) + polymer(1,l);        %IM  

            polymer(2,j) = polymer(2,j) + polymer(2,l);        %IB 

            %polymer(3,j) = polymer(3,j) + polymer(3,l);     %Ci 

            polymer(4,j) = polymer(4,j) + polymer(4,l) - 1;   %number of Cm group minus 1 

            polymer(5,j) = polymer(5,j) + polymer(5,l) + 1;  %number of Cs group plus 1 

            polymer(:,l) = [];                                                   %delete the lth molecule 

            CmTot = CmTot - 1;                                             %Cm - 1 

            CsTot = CsTot + 1;                                               %Cs + 1 

            column = column - 1;                                           %delete one polymer 

 

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

        %4.Cs+Vm      

        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%  

        elseif (p3 < r2) & (r2 <= p4)   

            r3 = rand;           %select the molecule having this Cm group 

            j = 0; 

            sum = 0;             %sum of the Cs on polymer molecules 

             

            for i = 1:column, 

                j = j + 1; 

                sum  = sum + polymer(5,j); 

                if sum > r3*CsTot 

                    break; 

                end 

            end 

             

            polymer(2,j) = polymer(2,j) + 1;       %IB + 1 

            polymer(4,j) = polymer(4,j) + 1;       %Cm + 1 

            polymer(5,j) = polymer(5,j) - 1;        %Cs - 1 

            CmTot = CmTot + 1;              

            CsTot = CsTot - 1; 

            VmTot = VmTot - 1; 

        end 

    end 

 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    %Reaction stops and calculate the properties at the end of batch 

    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

    display(t);              %end time of the batch 

    row = row + 1;      %add a row in sum_mat for polymer information at the end of batch 

 

    %update concentrations of different end groups and vinyl groups 

    %Vi = column + inimer;             %number of total Vi 

    IB_Con = VmTot/const;      

    %Vi_Con = Vi/const; 

    Ci_Con = CiTot/const; 

    Cm_Con = CmTot/const; 
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    Cs_Con = CsTot/const; 

         

    %add a new row in matrix to store total chain length IB+IM  

    column = size(polymer,2); 

    polymer = [polymer; zeros(1,column)]; 

    for col = 1 : column 

        polymer(6,col) = polymer(1,col) + polymer(2,col); 

    end 

 

    %Calculate Mn & Mw     

    Mn_sum = 0; 

    Mw_sum = 0; 

    for col = 1 : column                 %here column is just polymers 

        Mn_sum = Mn_sum + polymer(1,col)*0.1805 + polymer(2,col)*0.056; 

        Mw_sum = Mw_sum + (polymer(1,col)*0.1805 + polymer(2,col)*0.056)^2; 

    end  

    Mn = Mn_sum/column;          %Mn for polymers 

    Mw = Mw_sum/Mn_sum;       %Mw for polymers 

    inimer = size(mat,2); 

    IM_Con = inimer/const; 

    Mntheory = 0.056*(IB - VmTot)/IM + 0.1805; 

    Bkin = Mn/Mntheory -1; 

    sum_mat(row,1) = t; 

    sum_mat(row,2) = IB_Con; 

    sum_mat(row,3) = IM_Con; 

    sum_mat(row,4) = Mn; 

    sum_mat(row,5) = Mw; 

    sum_mat(row,6) = Bkin; 

     

    % reorder all the polymer molecules from the smallest to the largest 

    for i = 1 : column        

        min_col = i; 

        for j = i : column 

            if  min_value > polymer(6,j) 

                min_value = polymer(6,j); 

                min_col = j; 

            end 

        end  

        temp = polymer(:,i); 

        polymer(:,i) = polymer(:,min_col); 

        polymer(:,min_col) = temp; 

    end 

       

     

    % Build GPC histogram 

    range = 0.03;                    %size of the bin 

    col = 1;                             %column number of polymer matrix 

    GPC_log = zeros(1,5);       %GPC results 

    GPC_row = 1;                    %the row in GPC results matrix 

    for value = 0 : range : 6     %put polymer chains into different bins 

        sum = 0;                       %sum the number of units (IB+IM) in each bin  

        count = 0;                     %count the number of polymers in each bin 

        while (col <= column) && (log10(polymer(6,col)) >= value)  

&& (log10(polymer(6,col)) < (value + range)) 

            sum  = sum + polymer(6,col); 
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            count = count + 1; 

            col = col + 1; 

        end   

        if sum ~= 0 

            GPC_log(1,GPC_row) = value; 

            GPC_log(2,GPC_row) = sum/count;       %average chain size 

            GPC_log(3,GPC_row) = log(10)*sum*GPC_log(2,GPC_row);  %wlog(r) 

            GPC_log(4,GPC_row) = sum;                 %w(r) 

            GPC_log(5,GPC_row) = count;               %n(r) 

            GPC_row = GPC_row + 1; 

        end 

    end  

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%output results into Excel 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    mat = mat'; 

    polymer = polymer'; 

    %xlswrite('C:\Documents and Settings\Zhaoyu\Desktop\SCVCP.xlsx',mat,'510^4(300)','A1'); 

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',polymer,'5e4 as','A1'); 

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',GPC_log,'5e4 as','P1'); 

    xlswrite('C:\Users\zhaoyu\Desktop\Thesis_Appendix.xlsx',sum_mat,'5e4 as','W1'); 

 

    toc 

end 
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4.1 Abstract 

An advanced Monte Carlo (MC) model is developed to predict the molecular weight distribution 

and branching level for arborescent polyisobutylene (arbPIB) produced in a batch reactor via 

carbocationic copolymerization of isobutylene and an inimer. This new MC model uses differen-

tial equations and random numbers to determine the detailed structure of dendritic polymer mole-

cules. Results agree with those from a traditional MC model for the same system, but the pro-

posed model requires considerably less computational effort. The proposed MC model is also 

used to obtain information about polymer segments between branch points and dangling polymer 

segments. 

 

 

This chapter was published as: 

Zhao YR, McAuley KB, Iedema PD, Puskas JE. Advanced Monte Carlo model for arborescent polyisobutylene pro-

duction in batch reactor. Macromol. Theory Simul. 2014; 23: 383-400. 

 

  



 

 

 

 

101 

4.2 Introduction 

Because of their unique chemical and physical properties, synthesis of arborescent poly-

mers has been studied by many researchers.
1-5

 The discovery of self-condensing vinyl polymeri-

zation (SCVP) by Fréchet et al.
6
 greatly simplified the process of synthesizing arborescent poly-

mers. SCVP uses inimers (i.e., molecules that act both as initiator and monomer) to create the 

arborescent structure. Figure 4.1 shows a typical inimer (IM) molecule, which has a vinyl group 

that can polymerize and a chloride group that can be removed to initiate carbocationic polymeri-

zation. By copolymerizing this IM with isobutylene (IB), Puskas et al.
7-11

 developed a simple 

method to produce polyisobutylene (PIB) with an arborescent or tree-like structure and used this 

new material as a core to produce block copolymers with polystyrene end blocks. This block co-

polymer has excellent mechanical properties, biocompatibility and biostability, making it a very 

promising material for human implantation,
7, 12-17

 especially for breast implants.
18

 

 

CH2

CH3 CH3

Cl  

Figure 4.1 Typical structure of an inimer 

 

Figure 4.2 shows a simplified reaction scheme for the “one-pot” living copolymerization 

of IM and IB developed by Puskas et al.
7-11, 19-22

 The first step is an exchange reaction that con-

verts 4-(2-methoxyisopropyl)styrene (MeOIM) to IM. A large excess of TiCl4, which is a Lewis 
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acid (LA), is often used in the experiments to ensure that this exchange reaction goes to comple-

tion and that there is sufficient LA to initiate the living carbocationic polymerization. A proton 

trap (e.g. 2,6-di-tert-butylpyridine) is used in the polymerization to remove other sources of initia-

tion (e.g., proton initiation due to trace amounts of water).
19

 The second step is a reaction between 

IM and IB molecules to form arborescent polymer molecules. Step two involves two different 

types of vinyl groups (   from IM and    from IB) and three different kinds of chloride end 

groups (  ,    and   ) that can produce carbocations.    chloride groups come directly from the 

IM;    chloride groups are formed by consuming    groups;    chloride groups are formed by 

consuming    groups.
21

 As a result, six true propagation rate constants are associated with the 

different possible combinations of vinyl groups and chloride end groups. These 6 true propaga-

tion rate constants are                                  , where the first letter after    refers 

to the type of chloride group that forms the carbocation and the second letter is related to the type 

of vinyl groups that is being consumed. One important property of the polymer molecules pro-

duced by this scheme is that each polymer chain has exactly one    vinyl group, assuming that 

intramolecular reactions do not occur. 

The average branching level for the polymer chains that are produced is:
19, 22

 

     
 ̅ 

 ̅      

   (4.1) 

 ̅           
          

          
    

(4.2) 

where  ̅ , is the number average molecular weight for all polymers and  ̅       is a theoretical 

molecular weight that would be obtained if IM were consumed as initiator only (i.e., if none of 

the    groups could react and only linear PIB was produced). 
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Figure 4.2 a) Exchange reaction that converts 4-(2-methoxyisopropyl)styrene to IM;
19

 b) a simplified reac-

tion scheme for the “one-pot” living copolymerization of IM and IB
21

 

 

Puskas et al.,
23-26

 have shown that there are two paths whereby the LA can cap and uncap 

the chloride end groups (see Figure 4.3). Path A involves only one LA molecule, while path B 

requires two. Both paths can exist in the system at the same time, however, when the LA concen-

tration is low, path A dominates and when the LA concentration is high, path B dominates. In this 

living polymerization, several propagation steps may occur after any chloride end group is re-

moved and then the carbocation returns to its dormant state through capping with a chloride. 

Based on Figure 4.3, there are three different equilibrium constants (  ,    and   ) that influence 

the overall rate of propagation. Table 4.1 shows how the six apparent propagation rate constants 

                                                      that determine the rate of arbores-

cent polymer formation are related to the corresponding true propagation rate constants and the 

equilibrium constants. The model developed in this paper will predict the polymerization rate and 
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the type of polymer molecules that form using values of these six apparent propagation rate con-

stants shown in Table 4.1 and the overall reactions shown in Table 4.2. 

 

Figure 4.3 Two different paths for carbocationic polymerization using different amount of Lewis acid coin-

itiator. Path A is dominant when LA concentration is lower than the concentration of initiator; Path B is 

dominant when LA concentration is much higher than the concentration of initiator. Note I is initiator and 

M is monomer.
26 

 

Table 4.1 Six apparent propagation rate constants and their estimated values.
21,22

 

Parameter Estimate Units 

                                       
    7.5 10

-3
 L mol

-1 s-1
 

                                       
    3.99 10

-4
 L mol

-1 s-1
 

                                       
    0.195 L mol

-1 s-1
 

                                       
    2.126 L mol

-1 s-1
 

                                       
    1.0 10

-4
 L mol

-1 s-1
 

                                       
    1.39 10

-2
 L mol

-1 s-1
 

where    
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Table 4.2 Summary of six possible propagation reactions between end groups and vinyl groups 

during copolymerization of IM and IB 

 Reactions 

1      

       
→        

2      

       
→        

3      

       
→        

4      

       
→         

5      

       
→        

6      

       
→         

 

Several research groups have developed mathematical models for SCVP and SCVCP sys-

tems. These models can be classified mainly into two different types: (1) dynamic material bal-

ance models 
21,27-34

 and (2) Monte Carlo (MC) models.
22,35-37

 These two areas are complementary 

in that each has advantages that the other does not.  For example, it is relatively straightforward to 

build individual material balance equations, especially using automated tools like PREDICI
38

 but 

not as easy to formulate and implement models using MC methods.  However, MC models can 

provide very detailed information about the structure of polymer molecules, but dynamic material 

balance models may not be able to provide such detailed information unless a prohibitive number 

of differential equations is used.
21, 22

 

Müller et al. and Yan et al.
27-31

 wrote a series of articles focusing on SCVP and SCVCP 

systems using material balance methods. In order to develop analytical expressions for average 

molecular weight and degree of branching, they made several simplifying assumptions about 

equal reactivity of end groups and vinyl groups. They noted that their SCVP models provide rea-

sonable values for  ̅ , but unrealistically high value for degree of branching.
27

 Cheng et al.
32,33

 

developed more complicated material balance models for SCVP systems in batch and semi-batch 



 

 

 

 

106 

reactors, and solved them using generating functions. They also assumed equal reactivities for all 

or some of the end groups to make the models tractable. Zargar et al.
34

 applied the method of 

moments to model a SCVCP system. Their model keeps track of the length of linear segments 

that make up the branched-polymer molecules. Although information about  ̅  and  ̅  can be 

predicted for the segments, the molecular weight distribution (MWD) for polymer molecules 

cannot be predicted by their model. In the meantime, they assumed equal reactivities for    and 

   groups. 

In our previous work,
21

 we built a SCVCP material balance model for arborescent PIB 

production in batch reactors using PREDICI.  This model was the first to be developed without 

applying equal reactivity assumptions for different types of vinyl groups and end groups. A large 

number of dynamic material balances were required to track different polymer species with dif-

ferent numbers and types of chloride end groups. Both path A and path B (shown in Figure 4.3) 

were considered. Some restrictive assumptions (shown in Table 4.3) were made to keep the mod-

el to a manageable size. As a result, only four apparent rate constants (       ,        , 

        and        ) were used in the model. Values of these parameters were estimated using 

experimental data and are reported in Table 4.1.
19,21,22

 Simulation results agreed well with exper-

imental data corresponding to low average branching levels (about 2 branches per polymer 

chain), but were worse for polymers having higher branching levels.
21
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Table 4.3 Assumptions from our previous PREDICI model
21

 

1 Reactions between    end groups and IM can be neglected because [IM]0 is low relative to [IB]0, so 

that reactions involving      can be neglected. 

2    end groups can only react with monomer vinyl groups. Reactions between    end groups and IM 

molecules can be neglected because IM molecules will typically initiate polymerization before their 

vinyl groups can be consumed by reaction. Reactions between    end groups and    groups on pol-

ymer molecules can be neglected due to steric hindrance. Because [IM]0 is very low compared to 

[IB]0 ,    groups will react with IB before they encounter the    groups on large molecules. Thus, 

reactions involving      can be neglected. 

3 The    groups on the IM are all consumed very early in the reaction because the chloride end is de-

signed to behave as an initiator for living carbocationic polymerization. As a result, the only reaction 

that IM can undergo appreciably is an initiation reaction with IB. Therefore, vinyl groups of type    

can undergo propagation reactions only after they belong to oligomer or polymer molecules. Anoth-

er consequence of this assumption is that there are no    groups on any polymer molecules so that 

reactions between polymer molecules and IM can be ignored.  Note that this assumption means that 

there is no need to track the number of    groups in the model, (except for those on IM, which are 

consumed quickly).  

4 Reactions that lead to 16 or more IM units in a molecule are neglected to keep the number of species 

and reactions manageable for implementation in PREDICI. 

5 Puskas et al.
49

 observed a penultimate effect during styrene/isobutylene copolymerization, indicating 

that the rate of IB addition to    may depend on whether the penultimate unit is IB or a styrene-like 

IM unit. Since [IM]0 was low compared to [IB]0 in the recipes simulated using the PREDICI model, 

this penultimate effect could be neglected with only a small effect on model predictions.   

6 [LA] [LA]0 throughout the course of the batch reactions simulated using PREDICI, because only a 

small fraction of the TiCl4 was consumed to produce ions.
50

 Also, [LA]0 is sufficiently large so that 

the MeOIM is converted instantaneously to IM at the beginning of the batch. 
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Several Monte Carlo methods have been developed for SCVP and SCVCP systems. He et 

al. developed SCVP models that account for multifunctional initiators
35

 and that focus on steric 

effects and intramolecular cyclization
36

. In their related SCVCP model,
37

 they made equal reactiv-

ity assumptions for the two types of vinyl groups and for the different types of end groups. Re-

cently, we developed a MC model for arborescent PIB production in batch reactors that accounts 

for all six apparent propagation rate constants shown in Table 4.1 (i.e., no equal reactivity as-

sumptions for vinyl groups or carbocations were needed).
22

 Restrictive assumptions 1 to 4 from 

Table 4.3 were not required in this model. As a result, more realistic results were obtained at 

higher branching levels than was possible using the earlier PREDICI material-balance model. In 

addition, IM homopolymerization can also be simulated, which was not possible using the PRED-

ICI model due to assumption 1, 2 and 4 in Table 4.3. Unfortunately, the MC model required long 

computation times to obtain reliable results, making this model unsuitable for use in parameter 

estimation. 

Most MC polymerization models use traditional MC techniques,
22,39-42

 first developed by 

Gillespie
43

. In this method, a small reference volume containing an initial number of molecules of 

different types is selected and used to follow individual chemical reactions over the course of the 

batch. A short period of time    corresponding to the time of the next reaction step is calculated 

using a random number from an exponential distribution, with properties determined by the vari-

ous rate constants and number of reactant molecules. Random numbers are generated to select the 

type of reaction that occurs at each time step and then simulation proceeds slowly from the initial 

time to the final time of interest. More accurate (representative) results are obtained when a larger 

reference volume is selected, at the cost of shorter times between reactions and higher computa-

tional requirements. Traditional MC models for SCVP and SCVCP have been developed by He et 

al.
35-37

 and by our research group
22

. The main problem with these models is the long computation 

times required to obtain accurate MWD and branching information. 
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Iedema et al.
44-46

 developed an alternative type of MC algorithm, called conditional MC, 

based on a simplification of the full MC method invented by Tobita
47,48

. In conditional MC and 

full MC, the modeler imagines looking back from the final time for the batch, and uses probabili-

ties to construct individual polymer molecules one-by-one using the entire reactor volume. The 

chain assembly process stops when a sufficient number of polymer chains have been created to 

obtain reliable distribution results. Iedema’s conditional MC is an improvement over Tobita’s full 

MC method because ordinary-differential-equation material balances are solved for some species, 

so that fewer stochastic calculations are required, thereby saving computational effort.
45

 One rea-

son that Iedema’s conditional MC methods have not enjoyed widespread use is that they are more 

difficult to implement and understand than traditional MC algorithms.
22

 

In this paper, an advanced MC model is developed for the arborescent PIB system. Like 

the conditional MC methods of Iedema et al., the proposed MC method uses material balance dif-

ferential equations along with stochastic calculations to compute detailed molecular weight and 

branching information for individual molecules. First, some structural properties of arborescent 

PIB chains are discussed and the proposed MC algorithm is developed. Simulation results and the 

computational effort required to obtain accurate results are compared with results from our tradi-

tional MC model.
22

  Benefits and difficulties arising from the use of the proposed MC method are 

highlighted. 
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4.3 Model Development 

The basic idea in the proposed method is to imagine assembling a series of polymer 

chains, one by one, using information from dynamic material balances and MC simulation.  The 

approach is very different from that used in typical Gillespie-style MC simulations wherein reac-

tions between the various molecules are determined, one by one, starting at time zero and step-

ping forward to the end of the batch.
22,43

 Instead, in the proposed method, it is helpful to think 

about looking back, from the end time of the batch, at what happened during the batch to create 

the individual polymer molecules. The proposed assembly process for a polymer molecule begins 

by thinking about the single vinyl group that appears on each polymer molecule.  This vinyl 

group (of type   ) was originally associated with an inimer molecule at the start of the batch.  The 

first step in the assembly process is to figure out what happened to the chloride end group on this 

IM molecule (i.e.   ) during the batch.  Was it converted to a    or    group via reaction with a 

   or a    group?  The answer depends on the concentrations of species in the reaction mixture at 

the time when the reaction occurred. This information is supplied by material balances and ran-

dom numbers. The description below and in Tables 4.4 to 4.9 shows how the fate of this initial    

group and other chloride groups in the molecule is determined. Material balances and random 

numbers are also used to decide how many branches the particular molecule has, the lengths of 

the internal segments between branches, and the lengths of the dangling segments on the polymer 

chains. 

Table 4.2 shows the reactions between vinyl groups and end groups that influence the de-

velopment of molecular weight and branching in the PIB polymer. The first five rows in Table 

4.4 contain dynamic material balances on these groups, which can be solved using the initial con-

centrations             and                  . Note that initial conditions for       and 

      are typically zero for batch reactor operation. 
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Table 4.4 Dynamic material balances and initial conditions (IC) used in advanced MC calcula-

tions. 

Species Material balances IC (M)  

   

     

  
                                               4.4.1 

   
     

  
                                               4.4.2 

   

     

  
                           

 
      4.4.3 

   
     

  
                                        0 4.4.4 

   
     

  
                                        0 4.4.5 

      

        

  
              0 4.4.6 

      
        

  
              0 4.4.7 

    

      

  
                

1 4.4.8 

    
      

  
                              1 4.4.9 

      
        

  
               0 4.4.10 

      
        

  
               0 4.4.11 

 

Table 4.4 contains additional material balances on hypothetical counter species (not re-

quired to solve material balances 4.4.1 to 4.4.5) that are solved to aid in the assembly of random 

polymer molecules, as described in the algorithm in Table 4.5. Details concerning the random 

numbers are provided in Table 4.6 (shown in Simulation Results section). For example,       in 

equation 4.4.6 is a counter for the total number of moles (per liter) of    groups that have been 

converted to    at a particular time in the batch. Figure 4.6 is a plot of         vs. time, which 

was obtained using                      ,                   and the parameter values 
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in Table 4.1, using a final time for the batch of tf = 5400 s. This figure shows that 75% of the re-

actions where a    group was converted to a    group (by Reaction 2 in Table 4.2) had occurred 

by about 528 seconds. The additional hypothetical counter species will be described later in this 

section. 

The two types of segments that appear within typical arborescent PIB molecules are (1) 

internal segments that are sequences of PIB homopolymer between two IM units, and (2) dan-

gling segments that start at an IM unit and end with an unreacted    group. Figure 4.4 uses the 

molecule from Figure 4.2 to illustrate the two types of segments. The vinyl group of type    on 

this molecule corresponds to the IM unit labeled 1. This PIB molecule has four internal segments 

(of lengths 3, 4, 2 and 0, respectively), which appear between the various IM units, and three 

dangling segments (of lengths 1, 3 and 1, respectively) that have terminal    groups. 
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Figure 4.4 Detailed illustration of dangling segments and internal segments. 
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Table 4.5 Algorithm for assembling a random polymer molecule using information available at 

the end of the batch. 

1 

Pick a random    group from the final reaction mixture, which is attached to a polymer chain.  Consid-

er the    group from the corresponding inimer molecule. This CI group must have been consumed at 

some time during the batch because the VI group is on a polymer molecule and not an unreacted inim-

er.  Set the number of additional    groups that need further study to    
  , for the moment, because 

we are not currently aware of any additional inimer units on the polymer molecule. Use random num-

ber,   , the solution of the ODEs in Table 4.4 and the criteria at the top of Table 4.6 to find out what 

happened to this    group.  The possibilities are that: (1) it reacted with a    group or (2) it reacted 

with a    group. Note that    and all of the other random numbers used in this algorithm are uniformly 

distributed between 0 and 1.   

Go to step 2 for option (1) and step 9 for option (2) 

2 

The    group reacted with a    group to start an IB segment. Use random number    to find the time 

   when this reaction happened. Use random number    to decide what the IB segment looks like at 

the end of the batch. It can be either (1) an internal segment or (2) a dangling segment.  

Go to step 3 for option (1) and step 8 for option (2) 

3 

Use random number    from the previous step to decide the time    when the IB segment reacted with 

a    group to end the internal segment. Increment    
, the number of    groups that have not been 

studied, by 1, because we are aware of an additional    group whose fate must be determined.  Use 

random number    to find the length of the internal segment.  

Go to step 4  

4 

The reaction in the previous step formed a    group. Use random number    to decide what happened 

to it. The possibilities are that: (1) it remained unreacted to the end of the batch, (2) it reacted with a 

   group, or (3) it reacted with a    group. 

Go to step 10 for option (1), step 5 for option (2) and step 7 for option (3) 

5 
The    group reacted with a    group to start a new IB segment. Use random number    to decide the 

time    when this happened. 

Go to step 6 

6 
A new IB segment started to grow. Use random number    to decide what the IB segment is, either (1) 

an internal segment or (2) a dangling segment at the end of the batch. 

Go to step 3 for option (1) and step 8 for option (2) 

7 

The    group reacted with a    group. Use random number    to decide the time     when this hap-

pened. Augment    
 the number of unstudied    group by one. 

Go to step 4 

8 
The    group continued to react with    groups until the end of batch to form a dangling segment. 

Use random number    to determine the length of this dangling segment.  

Go to step 10 

9 

The    group reacted with a    group. Use random number    to find time    when this reaction hap-

pened.  Augment    
 the number of unstudied    group by one.   

Go to step 4 

10 
Check if    

  .   

If yes, go to step 12.  If no, go to step 11 

11 

There are still some    groups that have not been studied yet. Pick one of them and decide what hap-

pened to it during the batch using random number   . There are three possible outcomes for this    

group, since it is not the    groups on the initial IM: (1) it remained unreacted until the end; (2) it re-

acted with a    group sometime during the batch; or (3) it reacted with a    group sometime during 

the batch. Reduce   
the number of unstudied    groups by one. 

Go to step 10 for option (1), step 2 for option (2) and step 9 for option (3) 

12 
Since all end groups studied remain unreacted at the end of the batch, the process of assembling the 

polymer molecule is finished. If additional polymer molecules need to be studied, go to step 1. Other-

wise stop. 
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Table 4.6 Random numbers, Criteria and Outcomes used in the MC algorithm in Table 4.5 

Random 

number 
Range of values Outcomes 

Determining the fate of the first    group 

   

(        

[     (  )]

[      ]

  
[  (  )]

[      ]

)  
(1)    group on initial IM reacted with a    

group to form a    group 

(

      (  ) 

        

     (  )          
        )  

(2)    group on initial IM reacted with a    
group to form a    group during the 
batch 

Determining the fate of the subsequent    groups 

   

(        
[  (  )]

       
)  (1)    group remains unreacted until the end 

(
[  (  )]

       
       

[  (  )]

       
 

[     (  )]

       
)  

(2)    group reacted with a    group to 

form a    group 

(
[  (  )]

       
 

[     (  )]

       
        )  

(3)    group reacted with a    group to form 

a    group during the batch 

Determining time    when a    group reacted with a    group 

   
Find time    as shown in Figure 4.6, so that  
           

[     (  )]
    

This is the time when the    group reacted 

with a    group  

Determining time    when a    group reacted with a    group 

   Find time    so that  
           

[     (  )]
    

This is the time when the    group reacted 

with a    group 

Determining the fate of a segment 

   
(        

          [   (  )]

         
)  (1) An internal segment formed 

(
          [   (  )]

         
        )  

(2) A dangling segment remains at the end 

of the batch 

Determining the end time of an internal segment 

   

 
Find time    so that  

          [   (  )]

         
    

This is the time when the    group reacted 

with the    group 

Determining the length of an internal segment 

   

Find the chain length l so that 

 ∑        
       ∑      

    

where      is obtained from a probability table (see 

Table 4.7) 

The length of the internal segment is l 

Determining the length of a dangling segment 

   

Find the chain length l so that 

 ∑        
       ∑      

    

where      is obtained from Table 4.9 

The length of dangling segment is l 

Determining the fate of a    group 

   

(        
[   (  )]

         
)  

(1)    group remains unreacted at the end of 

the  batch 

(
[   (  )]

         
       

[   (  )]

         
 

[     (  )]            

         
)  

(2)    group reacted with a    group to 

form a    group  

(
[   (  )]

         
 

[     (  )]            

         
        )  

(3)    group reacted with a    group to form 

another    group  

Determining time    when a    group reacted with a    group 

   Find time    so that 
                       

[     (  )]            
     

This is the time when the    group reacted 

with a    group  

Determining time     when a    group reacted with a    group 

   Find time     so that 
                        

[     (  )]            
     

This is the time when the    group reacted 

with a    group 
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Consider assembling the polymer molecule in Figure 4.4, which is constructed schemati-

cally in Figure 4.5 using the proposed MC algorithm outlined in Table 4.5. The assembly of the 

molecule proceeds via seven stages (A, B, C …G) as shown in Figure 4.5.  
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Figure 4.5 Detailed process for assembling the polymer molecule shown in Figure 4.4. The Cl groups that 

uncaps to initiate the next segment is shown in bold 
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In stage A, the internal segment between IM(1) and IM(2) is constructed.  In stage B, a 

second internal segment is constructed between IM(2) and IM(3).  In stage C, a dangling segment 

is constructed at the side of IM(3). Stage D is the construction of the internal segment between 

IM(2) and IM(4). Stage E is the construction of a dangling segment at the side of IM(4). Stage F 

is the construction of an internal segment of length zero between IM(4) and IM(5), and stage G is 

the construction of a dangling segment from IM(5) to complete the molecule. Each of these stages 

requires several steps from Table 4.5. Stage A starts by thinking about the    group that corre-

sponds to IM(1). This    group must have reacted with a    group (via reaction 2 in Table 4.3) at 

some time during the batch to initiate the formation of the corresponding internal segment be-

tween IM(1) and IM(2). Starting at step 1 in Table 4.5, the random number    must have had a 

value between 0 and  
[     (  )]

        
(  

[  (  )]

        
)⁄  so that option (1) was chosen. Note that 

[     (  )]

        
 is the fraction of    groups that were consumed to form    groups during the whole 

batch and 
[  (  )]

        
 is the fraction of    groups that remain unreacted at the end of the batch, so  

[     (  )]

        
(  

[  (  )]

        
)⁄  is the probability that a    group that reacted was converted to a    

group.  

In step 2, the time    when the reaction happened is determined using random number   . 

Figure 4.6 shows how a    value of 0.75 would be converted into the corresponding time 

       s.  Because the segment between IM(1) and IM(2) on the molecule in Figure 4.4 is an 

internal segment, random number    must have been between 0 and 
          [   (  )]

         
. Note that 

      is a hypothetical species concentration shown in Figure 4.7b (shown in Simulation Results 

section) computed using equation 4.4.8 in Table 4.4.       is used to determine the fraction of 

the segments initiated at time    that became internal segments by the end of the batch, using the 
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ratio 
          [   (  )]

         
. For example, using   =528 s, this fraction would be 

           

     
       

indicating that 91.7% of    groups formed at 528 s would become internal segments. Since     

is a hypothetical species that is only used to compute ratios, its initial value of 1.0 was selected 

arbitrarily.  

In step 3,    is also used to determine the time    when growth of the internal segment 

ceased (due to Reaction 3). Random number    is then used to decide the number of IB units   in 

the internal segment, as shown in Table 4.6. Note that      is the probability that an internal seg-

ment born at time    and stopped at time    contains   IB units. Table 4.7 is an example of a 

probability look-up table for internal segments that start at         s and stop at different val-

ues of   . For example, an internal segment that started to grow at 2520 s and ended at 2880 s 

would have a 3.119% probability of having only one IB unit and a 10.752% probability of having 

two IB units for the recipe with            M and               M. Table 4.7 was con-

structed using    values at 180-second intervals throughout the batch. The entries were deter-

mined using a PREDICI simulation that considers propagation of the internal segments: 

       

       
→             (4.3) 

Reactions 1 to 6 in Table 4.2 were also included in these PREDICI simulations to provide 

the time-varying concentration of    groups. Note that the sum of the entries in each column of 

Table 4.7 is one. Implementation details for the PREDICI simulations are shown in appendix 4.1.  

An alternative way of generating the probability information in Table 4.7 is to use Matlab to 

solve the ODEs shown in Table 4.8 (along with ODEs 4.4.1 to 4.4.5 in Table 4.4). Because the 

longest segments in the probability tables like Table 4.7 contain up to 2500 repeat units, we se-

lected 3000 as the longest possible chain length for the segments that should be considered when 

solving the differential equations. The probability results are generated by starting simulations at 

different times, e.g.                   s, and providing output results every 180 s until the 
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end of the batch (        s), using                                          as 

initial conditions along with appropriate initial values for             and   . Because         

was set arbitrarily at 1 mol/L, the sum of the concentrations for the segments with different 

lengths will always add to one, and the predicted values of                     at different 

end times of interest match the probability values required in Table 4.7, and other analogous ta-

bles. 

 

Table 4.7 Probabilities of lengths of internal segments that are born at tM = 2520 s and that end at 

different times tS. The probability values were obtained using the parameter values in Table 4.1 

for a batch with [IB]0=1.74 M, [IM]0=0.00454 M and tf = 5400 s. Similar tables are required for 

different values of tM. 

 End Time    

# of 

IB 

units 

2520 s 2700 s 2880 s 3060 s … 5040 s 5220 s 5400 s 

1 1 0.13575 0.03119 0.01030 … 0.00018 0.00016 0.00014 

2 0 0.27008 0.10752 0.04679 … 0.00151 0.00135 0.00127 

3 0 0.26989 0.18607 0.10665 … 0.00648 0.00590 0.00562 

4 0 0.18047 0.21546 0.16264 … 0.01858 0.01716 0.01655 

5 0 0.09070 0.1877 0.18663 … 0.04008 0.03754 0.03657 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 

 

Table 4.8 ODEs for different chain lengths that are solved by an alternative way using Matlab. 

       

  
                    (4.8.1) 

       

  
                                     (4.8.2) 

    

          

  
                                           (4.8.2999) 

          

  
                      (4.8.3000) 
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Note that 31 different tables that are analogous to Table 4.7 were constructed for different 

values of    at 180-second intervals. This discretization interval was selected because it provides 

sufficiently accurate results for linear interpolation when values of    and    that are not shown 

in the tables are obtained from    and   . For example, imagine that    and    resulted in    

     s and         s, respectively. Determining     for the internal segment between IM(1) 

and IM(2) would require the generation of random number    followed by linear interpolation in 

Table 4.7 and in the corresponding table with         s (not shown). If    were exactly 2520 

s and    were exactly 2880 s, then Table 4.7 could be used to determine that a value of         

would result in     because 0.35 is between                                  and 

                         Similarly, if    were 2520 s and    were 3060 s,         

would result in    . Interpolating to obtain   when         s and         s gives: 

    
          

         
          (4.4) 

Similarly the corresponding table with         s (not shown) using         s results in 

     .  A final interpolation between results obtained using the two tables gives: 

           
         

         
                (4.5) 

Next, the algorithm is used to grow the internal segment between IM(2) and IM(3) ac-

cording to the steps shown for stage B in Figure 4.5. In step 4, the fate of the    group that 

formed at the end of the internal segment is determined using   . Note that the    group on IM(2) 

will be studied later, so the counter    
 is increased from 0 to 1 as a reminder. For the molecule 

in Figure 4.5, the newly formed    from IM(2) reacted with a    group via reaction 6 to start a 

new segment (between IM(2) and IM(3)). For this to happen,    would need to be 

tween
[   (  )]

         
 and 

[   (  )]

         
 

[     (  )]            

         
, where       and         are concentra-

tions of hypothetical species that are calculated using equations 4.4.9 and 4.4.10 and are shown in 

Figures 4.7c and 4.7d. 
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Next, step 5 in Table 4.5 and random number    are used to determine the time    when 

the    group was consumed. In step 6, a new random number of type    is used to decide whether 

the segment is an internal segment or a dangling segment at the end of the batch.  For the mole-

cule in Figure 4.5, this is an internal segment, so its length (   ) is determined using a random 

number of type   . Since an additional inimer appears at the end of the segment,    
 is incre-

mented to 2 in step 3. 

In stage C, the algorithm focuses on the    group beside IM(3). In step 4, a random num-

ber of type    is used to determine that the corresponding    group reacted with a    group to 

start a new segment. In step 5, the corresponding time    is determined and in steps 6 and 8, the 

segment is discovered to be a dangling segment of length 1. Table 4.9 is a probability look-up 

table for all dangling segments where the sum of the probabilities in each column equals one.  

Dangling segments that are born at low times tend to be longer than dangling segments that are 

born near the final batch time.  For example, Table 4.9 shows that a dangling segment born late in 

the batch at         s has a 79.507% probability of being one unit long and a 18.225% proba-

bility of being two units long when the batch ends at         s using the initial recipe 

     =1.74 M and      =0.00454 M.  Note that Table 4.9 is a collection of the probability values 

in the right-most columns of tables like Table 4.7. 

 

Table 4.9 Probabilities for dangling segments born at different times with time interval 180 s. 

 Starting time    

# of IB 

units 
0 s 180 s 360 s … 5040 s 5220 s 5400 s 

1 0.00000 0.00000 0.00000  0.79507 0.89778 1 

2 0.00000 0.00000 0.00000  0.18225 0.09677 0 

3 0.00000 0.00000 0.00000  0.02098 0.00527 0 

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
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Next, the algorithm proceeds to stage D. In step 10, it checks the value of    
, which is 2 

because the CI groups associated with IM(2) and IM(3) have not been studied.  In step 11, it is 

determined that the    group on IM(2) reacted with a    to start a new segment, which eventually 

turned out to be the internal segment of length 2 between IM(2) and IM(4). Proceeding further 

through the algorithm leads to discovery of the presence of IM(4) and IM(5), as well as the types 

and lengths of all of the remaining segments. Information about the current molecule is stored 

(i.e., the number of IB units in the molecule, the number of IM units and any information about 

the internal and dangling segments that could be of interest to the modeler).  Then, if desired, ad-

ditional polymer chains can be selected randomly from the final reaction mixture and their struc-

tures can be discovered using the algorithm in Table 4.5.  Note that this algorithm selects and as-

sembles random polymer molecules from the number chain-length distribution, because each 

molecule in the batch is equally likely to be assembled.  This approach is different from that used 

by Iedema et al.
45

 and Tobita
47

 to assemble polymers in free radical polymerization, where poly-

mer molecules are selected randomly from the weight chain-length distribution. As such, a larger 

number of molecules may need to be assembled to obtain accurate information about the high-

molecular weight tail. 

Note that the differential equations in Table 4.4 and the entries in the probability tables 

(like Table 4.7 and Table 4.9) only need to be solved once, before the first molecule is assembled.  

Assembly of additional molecules only requires the generation of additional random numbers as 

described in Tables 4.5 and 4.6. The proposed MC algorithm to assemble the molecules using the 

probability tables was coded in Matlab (2012b 64 bit) on a Windows 7 laptop computer with Intel 

Core i5 2.4GHz and 4 GB of RAM. 
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4.4 Simulation Results 

The ODEs in Table 4.4 were solved using Matlab and the results are shown in Figure 4.6, 

4.7 and 4.8 for a batch reactor containing             ,                 with a final time 

of 5400 s. Results shown in Figure 4.8 match those obtained using traditional MC methods,
22

 but 

were easier to obtain because no random numbers were required. Figure 4.8a shows that the IB 

monomer was consumed very quickly, while 41% of the inimer vinyl groups remain unreacted at 

the end of the batch. Figure 4.8b shows the concentration of three different end groups. Because 

of the low propagation rate constants for    groups in Table 4.1, a large number of    groups are 

predicted to remain at the end of the batch. Note that rate constant         was estimated using 

laboratory data from Dos Santos
19

 using a PREDICI model that used the assumptions in Table 

4.3.  Because assumptions 1 to 4 are unrealistic, this estimate for          may be too low.  Also, 

the value for        , which was obtained using a very simple PREDICI model, may be inaccu-

rate.
22

  In future, it will be important to find a better way to estimate all six of the rate constants in 

Table 4.1. 
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Figure 4.6 Fraction of the total CI end groups that are eventually converted to CM groups (via reaction 2 in 

Table 4.2) at any time during a batch with [IB]0 = 1.74 M and [IM]0 = 0.00454 M that ends at tf = 5400 s.  

The values of r2 and tM shown on the plot indicate that 75% of the reactions of this type have occurred by a 

time of 528 s. 
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Figure 4.7 Model predictions for hypothetical species from Table 4.4, a) CHI


S; b) CHM; c) CHS; d) CHS


M 

and CHS


S obtained by starting with [IB]0 = 1.74 M and [IM]0 = 0.00454 M.  Note that only the first 600 

seconds of the simulated results are shown in c) and d). 
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Figure 4.8 Predicted concentrations of vinyl groups and end groups obtained by solving ODEs in Table 

4.4, a) VI and VM vinyl groups; b) ── is CI groups; - - - is CM groups;    is CS groups, starting with 

 [IB]0 = 1.74 M and [IM]0 = 0.00454 M. 
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As shown in Figure 4.8b, the concentration of    groups increases from zero at the start 

of the batch, reaches a maximum and then falls as fewer    groups are available in the reactor. 

The concentration of    groups increases throughout the batch, because after about 2000 s, the 

only vinyl groups that are available are    groups. 

Figure 4.9 shows MWD results obtained using the proposed MC algorithm in Tables 4.5 

to 4.8.  Results are shown for three different numbers of random polymer chains (i.e.,      , 

      and      ). As expected the MWD becomes smoother as additional polymer chains 

are simulated. The MWD obtained using only       chains is more jagged than those obtained 

using       and       chains, which are quite similar. The time required to generate the 

probability tables (e.g., Tables 4.7 and 4.8) using PREDICI was approximately one day using a 

discretization interval of 180 s. Generating this same information by repeatedly solving the ODEs 

in Table 4.8 for internal and dangling segments that formed at a variety of times required only 

about 5 minutes in total. Similar probability results were obtained using PREDICI and Matlab. 

When numerical solution of the ODEs in Table 4.8 was used, there was no requirement to import 

probability results from PREDICI into Matlab via Excel, which required 140 s when PREDICI 

was used.  Assembling       random chains in Matlab (using the probability tables generated 

using either method) required only 3.5 min. Assembling       polymer chains required ap-

proximately 15 min. and assembling       polymer chains required approximately 29 min, 

indicating that the time to assemble the molecules is approximately proportional to the number of 

polymer chains assembled. Because of the adequate accuracy and relatively short computation 

time, we used       polymer chains to generate the results in the remaining figures (i.e., Figure 

4.10 to Figure 4.12) in this article. In Figure 4.9 for the curve with       polymer chains, the  

 ̅  is 130.7 kg mol
-1

, the  ̅  is 317.9 kg mol
-1

, resulting in a polydispersity of 2.43. The bimodal 
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shape of the predicted MWD curve is consistent with the experimental data.
19

 The first peak is 

mostly associated with linear chains, as explained in our previous articles.
21,22
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Figure 4.9 MWDs obtained using different number of random polymer chains and discretization intervals 

of 180 s in Tables 4.7 and 4.8, for a batch with [IB]0 = 1.74 M and [IM]0 = 0.00454 M and tf = 5400 s. - - - 

is a distribution with 1   10
4
 polymer chains; ── is a distribution with 1   10

5
  polymer chains;    is a 

distribution with 2   10
5
  polymer chains. 
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Figure 4.10 MWDs with different time intervals in Tables 4.7 and 4.8, using [IB]0 = 1.74 M and [IM]0 = 

0.00454 M and tf = 5400 s and 1   10
5
 polymer chains. - - - is a distribution with 60 s discretization inter-

vals; ── is a distribution with 180 s intervals;    is a distribution with 600 s intervals. 
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Figure 4.11 MWDs for results from traditional MC and advanced MC for a batch with [IB]0 = 1.74 M and 

[IM]0 = 0.00454 M and tf = 5400 s. ── is advanced MC and there are 1   10
5
 polymer chains, using 180 s 

intervals in Tables 4.7 and 4.8; - - - is from a traditional MC simulation that results in 0.99313   10
5
 poly-

mer chains. 

 

The discretization interval selected to construct probability tables (like Table 4.7 and Ta-

ble 4.9) also plays an important role on the accuracy of the results. In Figure 4.10, MWD results 

are compared using three different time intervals (i.e. 60 s, 180 s and 600 s). Results obtained us-

ing an interval of 180 s are nearly identical to those obtained using 60 s. Results obtained using 

the coarsest discretization (600 s) are noticeably different. Note that there is a huge difference in 

the computing times (using PREDICI) that were required to construct the probability tables. It 

took about half a day to construct tables using a 600 s discretization interval, about a day for a 

180 s discretization interval and more than two days for the 60 s discretization interval. Also, it 

took longer for Matlab to import the larger tables containing information corresponding to the 

shorter time intervals. As a result, to ensure good accuracy and reasonable computation times, we 

selected the 180 s interval to obtain the results shown in Figure 4.9, Figure 4.11 and Figure 4.12. 
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Results from the proposed MC simulation and our previous traditional MC simulation are 

shown in Figure 4.11, with              and                .
22

 There are only very mi-

nor discrepancies in the results obtained using these two methods. We anticipate that these minor 

discrepancies would disappear if more molecules were assembled and shorter discretization inter-

vals were used for the MC simulations and if a larger initial volume (or initial number of IB and 

IM molecules) were used in the traditional MC simulations. Note that       initial IM mole-

cules and 229955947 IB molecules (resulting in 99313 polymer chains) were used to obtain the 

traditional MC results in Figure 4.11, so that the number of polymer chains considered is approx-

imately equal for the two types of MC results shown. The overall computational effort required to 

obtain the two MWD curves in Figure 4.11 is quite different. It took about a day to perform all of 

the PREDICI and Matlab calculations required for the advanced MC simulation. The correspond-

ing traditional MC computation required considerably greater computational effort. The tradition-

al MC simulation proceeded for eight days before the laptop ran out of working memory and the 

simulation stopped. To overcome this problem, fewer initial molecules were used (      IM 

and 38325991 IB) to simulate the MWD six times. The results from the six MWDs were then 

combined to produce the dashed line in Figure 4.11. We acknowledge that the combined results 

from the six simulations will be slightly less accurate than if all of the molecules had been simu-

lated using the longer simulation. We also acknowledge that a more powerful computer with 

more memory or parallel computing could have been used to perform the calculations. Regard-

less, the six sets of traditional MC MWD simulations required      hours each on the laptop 

computer described above, resulting in a total computing time of 2.7 days. A much longer compu-

ting time (~ two weeks) would be expected if the memory overload problem had not been en-

countered and the traditional MC calculations had been performed successfully using all       

initial IM molecules and 229955947 initial IB molecules. One benefit of the proposed MC meth-
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od is that computation times increase approximately linearly with the number of molecules simu-

lated (after the probability tables have been constructed) whereas using traditional MC methods, 

computation times increase exponentially with the number of molecules simulated. 

Another benefit of the proposed MC method is that it can readily generate MWD infor-

mation for the dangling segments and internal segments, as shown in Figure 4.12. At the final 

time, the sample of       random polymer molecules contained a total of 36236 dangling seg-

ments and 308953 internal segments (segments with length zero are not included), indicating that 

there are approximately 9 times as many internal segments as dangling segments.  Longer reac-

tion times would lead to an even larger number of internal segments and to higher branching lev-

els and average molecular weights. 
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Figure 4.12 MWDs results for dangling segments and internal segments from advanced MC with [IB]0 = 

1.74 M and [IM]0 = 0.00454 M and tf = 5400 s and 1  10
5
 polymer chains. ── are dangling segments 

(36236 pieces); - - - are internal segments (308953 pieces). Note internal segment with length 0 is not con-

sidered here. 
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Although the proposed MC method resulted in much faster computing times than the tra-

ditional MC method, it would still not be practical to use it for parameter estimation.  In future, it 

will be beneficial to find an accurate and simple method to obtain improved parameter estimates 

for the six rate constants used to generate the simulation results in this article. 
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4.5 Conclusion 

An advanced MC model was developed to describe the copolymerization of IB and inim-

er via carbocationic polymerization to form arborescent polymers. Like our previous traditional 

MC model,
22

 this new MC model considers all six apparent propagation rate constants, which 

arise from the two types of vinyl groups and three types of chloride end groups. Simulation re-

sults obtained using the proposed MC model are consistent with those obtained using a traditional 

MC algorithm. However, the proposed MC model can readily be used to obtain additional infor-

mation, such as MWDs of internal and dangling segments. The proposed MC method is much 

more computationally efficient (by a factor of approximately 200 for a typical batch reactor simu-

lation when Matlab is used for all of the calculations) than the traditional MC method, requiring 

less computational time and memory. Unfortunately, the proposed MC method was considerably 

more complicated to formulate, implement and explain than the traditional MC technique. 

The parameter values used to conduct the MC simulations were estimated using a previ-

ous PREDICI model with simplifying assumptions that were shown to be invalid.
 21,22

  In future, 

the parameters should be re-estimated using a more complex model with valid assumptions.  Alt-

hough the computational effort for the proposed MC model is considerably lower than for the 

traditional MC model, the computation times required to achieve accurate results may still be too 

onerous to use the proposed model for parameter estimation. In future, a revised material balance 

model will be formulated so that the parameters can be estimated reliably. 
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Appendix 4.1 Implementation Details in PREDICI for Internal Segments 

PREDICI was used to solve some differential equations to generate the probability results 

in Tables 4.7 and 4.9. These simulations require PREDICI to track dangling segments that are 

born at different times (i.e. t = 0, 1, 2…90 min.). Figure 4.13 shows the reaction mechanism as it 

was implemented in PREDICI. In this simulation, I wanted to arbitrarily set the initial concentra-

tion of dangling segments born at time zero containing one monomer unit. (i.e. L0(1)) to 1.0 

mol/L. However, PREDICI does not seem to allow the user to set concentrations for polymer 

chains with specific chain lengths. To solve this implementation problem, I used a standard 

PREDICI reaction wherein fake monomer can be converted into polymer: 

    
   
→       

(A4.1.1) 

The rate constant     (h for hypothetical) was set at a very high value (        ), so that the re-

quired L0(1) would appear nearly instantly at time zero. 

Similarly, I needed L1(1) to appear in the batch reactor instantly at time = 1 min. To do 

so, I generated the L1(1) (and also L2(1)…L90(1)) nearly instantaneously at time zero. However, 

L1(1) was not permitted to start propagating until t = 1 min. by setting the rate constant kp1.fun 

(shown in Figure 4.14) to zero before t = 1 min. and to      after 1 min. In a similar fashion 

dangling chains of type L2(1) were permitted to start propagating at t = 2 min. and chains of type 

L89(1) were permitted to start propagating after t = 89 min. 

To generate the internal segments, we just need to change the end-of-batch time to differ-

ent time points and use the same reactions in PREDICI shown in Figure 4.13 and 4.14. 
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Figure 4.13 Captured photo from PREDICI. L0 is the concentration of segments that start growing at t = 0; 

L1 is the concentration of the segments that start growing at t = 1 min.; L2,L3… are linear segments that 

are born at different time. M0, M1… are the corresponding initiator that initiates the linear segments.  
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Figure 4.14 PREDICI file for kp1.fun that controls the birth time of L1(1). 
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Appendix 4.2 Matlab Code for Advanced MC Model with 3 Minutes Interval 

function [] = Con_MC_3_min(polymer) 
    tic %calculate the computing time of each simulations 
     
    t_end = 5400;                   %end of batch reaction 
    macro = [0 0 0 0];             %matrix used to store polymers 
    internal_segments = [0];    %matrix used to store internal segments 
    internal_counter = 1;          %count the number of internal segments 
    dangling_segments = [0];   %matrix used to store dangling segments 
    dangling_counter = 1;        %count the number of dangling segments 
     
    %import the table containing concentrations of different species over time 
    res = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_ode_4th_paper.xlsx','ODE','A1:L5401'); 
    [row column] = size(res) 
    num = 1;               %counter of polymer chains that have been assembled 
     
    %import table containing dangling segment 
    dangling = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_dtable_4th_paper.xlsx','dangling','A2:AE4501'); 
     

%import tables containing internal segments starting from different tM 
%tM=0,3,6…90 
internal(1).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','0','A2:AE4101'); 

    internal(2).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','3','A2:AD3501'); 
    internal(3).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','6','A2:AC3001'); 
    internal(4).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','9','A2:AB2501'); 
    internal(5).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','12','A2:AA2001'); 
    internal(6).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','15','A2:Z2001'); 
    internal(7).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','18','A2:Y2001'); 
    internal(8).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','21','A2:X2001'); 
    internal(9).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','24','A2:W2001'); 
    internal(10).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','27','A2:V2001'); 
    internal(11).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','30','A2:U1001'); 
    internal(12).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','33','A2:T1001'); 
    internal(13).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','36','A2:S1001'); 
    internal(14).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','39','A2:R1001'); 
    internal(15).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','42','A2:Q1001'); 
    internal(16).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','45','A2:P1001'); 

    internal(17).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','48','A2:O1001'); 
    internal(18).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','51','A2:N1001'); 
    internal(19).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','54','A2:M1001'); 
    internal(20).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','57','A2:L1001'); 
    internal(21).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','60','A2:K1001'); 
    internal(22).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','63','A2:J1001'); 
    internal(23).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','66','A2:I1001'); 
    internal(24).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','69','A2:H1001'); 
    internal(25).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','72','A2:G1001'); 
    internal(26).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','75','A2:F1001'); 
    internal(27).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','78','A2:E1001'); 
    internal(28).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','81','A2:D1001'); 
    internal(29).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','84','A2:C1001'); 
    internal(30).a = xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','87','A2:B1001'); 
    internal(31).a = 
xlsread('C:\Users\zhaoyu\Desktop\Con_MC_itable_4th_paper.xlsx','90','A2:A1001');%tM=90 
     
    %column numbers of different species in the table of concentrations 
    col_time = 1; 
    col_Ci = 2; 
    col_Cm = 3; 
    col_Cs = 4; 
    col_Vi = 5; 
    col_Vm = 6; 
    col_Ci_m = 7; 
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    col_Ci_s = 8; 
    col_CHM = 9; 
    col_CHS = 10; 
    col_CHS_M = 11; 
    col_CHS_S = 12; 
    
   %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
   %start to construct polymer chains 
   %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
    while num <= polymer %assemble certain number of polymer chains 
        t = 0; 
        num = num + 1;  %count the number of polymers 

        numIB = 0;      %counter for IB segment 
        numIM = 1;      %counter for IM segment 
        remain_Ci = 1;  %NCi in the paper 
  
        while (remain_Ci > 0)  %Construct each single linear chains 
             
            t = 0; 
            remain_Ci = remain_Ci - 1; 
             
            %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
            %Selet a Vi vinyl group 
            %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
      
            r1 = rand;  %Here r0 and r1 are combined into r1 
                      
            %1 Ci react nothing remain Ci to the end 
            if r1 <= res(row,col_Ci)/res(1,col_Ci) 
               
                %if it is a IM instead of polymer, do not count it 
                if numIM == 1   
                    num = num - 1;   
                end 
                 
                t = t_end; 
  
            %2 Ci react with Vm to form a Cm group 
            elseif  res(row,col_Ci)/res(1,col_Ci)< r1 & r1 <= ((res(row,col_Ci)/res(1,col_Ci) + ... 
                    res(row,col_Ci_m)/res(1,col_Ci))) 
                
                endgroup = 1;  %change end group to Cm 
                                 
                r2 = rand;   
                 
                %find reaction time tm 
                for k = 1 : row 
                    if res(k,col_Ci_m) > r2*res(row,col_Ci_m)  
                        break 
                    end  
                end  
                t = res(k,col_time); 
                  
                while (t < t_end)   
                     
                    %2.1 Cm end group 
                    if endgroup == 1  % use number 1 to represent Cm 

                     
                        r4 = rand;  
                         
                        %2.1.1 Cm react with Vi to form a internal segment 
                        if r4 < ((res(round(t+1),col_CHM) - res(row,col_CHM))/res(round(t+1),col_CHM)) 
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                            remain_Ci = remain_Ci + 1;   %NCi plus 1 
                            endgroup = 2; %change end group to Cs 
                             
                            t_start = t; 
                            CHM_t = (1-r4)*(res(round(t+1),col_CHM));     %concentration at t_end_segment 
                             
                            %find corresponding ending time ts when the internal segment was ended 
                            for k = round(t+1) : row 
                                if res(k,col_CHM) < CHM_t  
                                    break 
                                end 
                            end 
                             

                            if k == 5401 %do not count the t = t_end here, it causes problem 
                                t_end_segment = res(k,col_time)-1;   %end time of internal segment 
                            else  
                                t_end_segment = res(k,col_time); 
                            end 
                                 
                            t = res(k,col_time);                            %update reaction time 
                             
                            col_start = floor(t_start/180);              %corespoinding starting column 
                            col_end = floor(t_end_segment/180);  %corespoinding end column 
                            distance = (col_end-col_start);            %distance between two columns 
                             
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%the birth time is of a segment in between time column a and b (b=a+3min) 
%the end time is in between time column c and d (d=c+3min) 
%the 1st interpolation use the same ts, but different tm 
%the 2nd interpolation use the same tm and ts 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%1st interpolation cacluates the chain born at a ended in ts (between c & d), 
%using table 4.7 to get length1 
%1st interpolation cacluates the chain born at b ended in ts (between c & d), 
%using table similar to 4.7 to get length2 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%2nd interpolation calculates the chain born at tm (between a & b) ended at 
%ts using length1 and length 2 from the 1st interpolation 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Note lengthac is the length of segment that was born at a and ended at c. 
%Similar explanations are applied to lengthad, lengthbc and lengthbd. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
                             
                            r5 = rand; 
                            length1 = 1;   %length of chain from the 1st table 
                            length2 = 1;   %length of chain from the 2nd table 
                            lengthac = 1;  %together with ad for linear interpolation 
                            lengthad = 1;  
                            lengthbc = 1;  %together with bd for linear interpolation 
                            lengthbd = 1; 
                            P = 0; 
                            P1 = 0; 
                            P2 = 0; 
                            pac = 0; 
                            pad = 0; 
                            pbc = 0; 
                            pbd = 0; 
                             

                            %use two tables when col_start and col_end are not in between the same time interval 
                            if distance ~= 0   
                                 
                                while r5 > pac     %1st interpolation 
                                    pac = pac + internal(col_start+1).a(lengthac,distance+1); 
                                    lengthac = lengthac + 1; 
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                                end 
                                 
                                while r5 > pad     %1st interpolation 
                                    pad = pad + internal(col_start+1).a(lengthad,distance+2); 
                                    lengthad = lengthad + 1; 
                                end 
                                 
                                length1 = (t_end_segment-col_end*180)*(lengthac-lengthad)/(-180)+lengthac; 
                                 
                                while r5 > pbc     %1st interpolation from a table with tM + 3 
                                    pbc = pbc + internal(col_start+2).a(lengthbc,distance); 
                                    lengthbc = lengthbc + 1; 
                                end 

                                 
                                while r5 > pbd     %1st interception 1 from a table with tM + 3 
                                    pbd = pbd + internal(col_start+2).a(lengthbd,distance+1); 
                                    lengthbd = lengthbd + 1; 
                                end 
                                 
                                length2 = (t_end_segment-col_end*180)*(lengthbc-lengthbd)/(-180)+lengthbc; 
                                 
                                %2nd interpolation 
                                length = (t_start-col_start*180)*(length1-length2)/(-180)+length1; 
                                 
                            %col_start and col_end are in between the same time interval (one table is enough)     
                            else    
                                length = 1; 
                                while r5 > P     %find the length 
                                     P = P + internal(col_start+1).a(length,2); 
                                     length = length + 1; 
                                end 
                                %just one interpolation 
                                length = (t_end_segment-t_start)*length/180; 
                            end 
                             
                            length = round(length); 
                            numIB = numIB + length; 
                            numIM = numIM + 1; 
                            internal_segments(internal_counter,1) = length; 
                            internal_counter = internal_counter + 1; 
                                 
                             
                        %2.1.2 Cm reacts with Vm until the end to form dangling segment 
                        else 
                             
                            col_t = 1;           %time in dangling table 
                            while (t > col_t*180) 
                                col_t = col_t + 1; 
                            end 
                             
                            r6 = rand; 
                            length1 = 1; 
                            length2 = 1; 
                            sum1 = 0; 
                            sum2 = 0; 
               
                            while (sum1 < r6)  %for length of dangling segment  
                                sum1 = sum1 + dangling(length1,col_t); 

                                length1 = length1 + 1; 
                            end 
                             
                            while (sum2 < r6) 
                                sum2 = sum2 + dangling(length2,col_t+1); 
                                length2 = length2 + 1; 
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                            end 
                             
                            %linear interpolation 
                            length = (t-(col_t-1)*180)*(length1-length2)/(-180)+length1; 
                            length = round(length); 
                            numIB = numIB + length;    
                            t = t_end; 
                            dangling_segments(dangling_counter,1) = length; 
                            dangling_counter = dangling_counter + 1;                                               
                        end 
                         
                    %2.2 Cs end group 
                    elseif endgroup == 2 %Cs end group 

                         
                       r7 = rand; 
                       %2.2.1 Cs group remains unreacted until the end 
                       if r7 <= res(row,col_CHS)/res(round(t+1),col_CHS) 
                            
                           t = t_end; 
                        
                       %2.2.2 Cs group react with Vm at sometime     
                       elseif res(row,col_CHS)/res(round(t+1),col_CHS) < r7 & r7 <= 
((res(row,col_CHS)+res(row,col_CHS_M) - res(round(t+1),col_CHS_M))/res(round(t+1),col_CHS)) 
                            
                           r8 = rand; 
  
                           %find corresponding reaction time tm 
                           for k = round(t+1) : row 
                               if res(k,col_CHS_M) > r8*(res(row,col_CHS_M)-res(round(t+1),col_CHS_M)) + 
res(round(t+1),col_CHS_M)  
                                   break 
                               end 
                           end  
                           t = res(k,col_time); 
                            
                           endgroup = 1; % change end group to Cm 
                            
                       %2.2.3 Cs group react with Vi at sometime     
                       elseif ((res(row,col_CHS)+res(row,col_CHS_M)-res(round(t+1),col_CHS_M)) / 
res(round(t+1),col_CHS)) < r7 
                            
                           r9 = rand; 
  
                           %find corresponding reaction time ts2 
                           for k = round(t+1) : row 
                               if res(k,col_CHS_S) > r9*(res(row,col_CHS_S)-res(round(t+1),col_CHS_S)) + 
res(round(t+1),col_CHS_S)  
                                   break 
                               end 
                           end  
                           t = res(k,col_time); 
                            
                           numIM = numIM + 1; 
                           remain_Ci = remain_Ci + 1; 
                            
                       end 
                    end                     
                end 

                 
             
            %3 Ci react with Vi to form a Cs group 
            else 
                 
                endgroup = 2;  %change end group to Cs 
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                numIM = numIM + 1; 
                remain_Ci = remain_Ci + 1; 
                 
                r3 = rand; 
  
                %find corresponding reaction time ts when this happens 
                for k = 1 : row 
                    if res(k,col_Ci_s) > r3*res(row,col_Ci_s)  
                        break 
                    end  
                end  
                t = res(k,col_time); 
                 

                 
                while (t < t_end)   
                     
                    %3.1 Cm end group                     
                    if endgroup == 1  %Cm end group 
                     
                        r4 = rand; 
                        %3.1.1 Cm react with Vi to form a internal segment 
                        if r4 <= ((res(round(t+1),col_CHM) - res(row,col_CHM))/res(round(t+1),col_CHM) 
                             
                            remain_Ci = remain_Ci + 1; 
                            endgroup = 2; %change end group to Cs 
                             
                            t_start = t; 
                            CHM_t = (1-r4)*(res(round(t+1),col_CHM));  %concentration at t_end_segment use 
r4 to find the end time 
                             
                            %find corresponding ending time ts when this ends 
                            for k = round(t+1) : row 
                                if res(k,col_CHM) < CHM_t  
                                    break 
                                end 
                            end 
                             
                            if k == 5401 
                                t_end_segment = res(k,col_time)-1;   %end time of internal segment 
                            else  
                                t_end_segment = res(k,col_time); 
                            end 
                             
                            t = res(k,col_time);                               %update reaction time 
                             
                            col_start = floor(t_start/180);                %corespoinding starting column 
                            col_end = floor(t_end_segment/180);     %corespoinding end column 
                            distance = (col_end-col_start);              %distance between two columns 
                                     
                            r5 = rand; 
                            length1 = 1; 
                            length2 = 1; 
                            lengthac = 1; 
                            lengthad = 1; 
                            lengthbc = 1; 
                            lengthbd = 1; 
                            P = 0; 
                            P1 = 0; 

                            P2 = 0; 
                            pac = 0; 
                            pad = 0; 
                            pbc = 0; 
                            pbd = 0; 
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                            if distance ~= 0    %see the same part in section 2 
                                while r5 > pac     %1st interpolation 
                                    pac = pac + internal(col_start+1).a(lengthac,distance+1); 
                                    lengthac = lengthac + 1; 
                                end 
                                 
                                while r5 > pad     %1st interpolation 
                                    pad = pad + internal(col_start+1).a(lengthad,distance+2); 
                                    lengthad = lengthad + 1; 
                                end 
                                 
                                length1 = (t_end_segment-col_end*180)*(lengthac-lengthad)/(-180)+lengthac; 
                                 

                                while r5 > pbc     %1st interpolation 
                                    pbc = pbc + internal(col_start+2).a(lengthbc,distance); 
                                    lengthbc = lengthbc + 1; 
                                end 
                                 
                                while r5 > pbd     %1st interpolation 
                                    pbd = pbd + internal(col_start+2).a(lengthbd,distance+1); 
                                    lengthbd = lengthbd + 1; 
                                end 
                                 
                                length2 = (t_end_segment-col_end*180)*(lengthbc-lengthbd)/(-180)+lengthbc; 
                                 
                                %2nd interpolation 
                                length = (t_start-col_start*180)*(length1-length2)/(-180)+length1; 
                                 
                            else 
                                length = 1; 
                                while r5 > P     %interpolation 
                                     P = P + internal(col_start+1).a(length,2); 
                                     length = length + 1; 
                                end 
                                length = (t_end_segment-t_start)*length/180; 
                            end 
                             
                            length = round(length); 
                            numIB = numIB + length; 
                            numIM = numIM + 1; 
                            internal_segments(internal_counter,1) = length; 
                            internal_counter = internal_counter + 1; 
                                 
                             
                        %3.1.2 Cm reacts with Vm until the end to form dangling segment 
                        else 
                             
                            col_t = 1;          %time in dangling table 
                            while (t > col_t*180) 
                                col_t = col_t + 1; 
                            end 
                             
                            r6 = rand; 
                            length1 = 1; 
                            length2 = 1; 
                            sum1 = 0; 
                            sum2 = 0; 
                             

                            %linear interpolation 
                            while (sum1 < r6)  %for chain length 
                                sum1 = sum1 + dangling(length1,col_t); 
                                length1 = length1 + 1; 
                            end 
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                            while (sum2 < r6) 
                                sum2 = sum2 + dangling(length2,col_t+1); 
                                length2 = length2 + 1; 
                            end 
                             
                            length = (t-(col_t-1)*180)*(length1-length2)/(-180)+length1; 
                            length = round(length); 
                            numIB = numIB + length; 
                            t = t_end; 
                            dangling_segments(dangling_counter,1) = length; 
                            dangling_counter = dangling_counter + 1;                                               
                        end 
                         

                    %3.2 Cs end group                     
                    elseif endgroup == 2 %Cs end group 
                         
                       r7 = rand; 
                       %2.2.1 Cs group remains unreacted until the end 
                       if r7 <= res(row,col_CHS)/res(round(t+1),col_CHS) 
                            
                           t = t_end; 
                        
                       %2.2.2 Cs group react with Vm at sometime     
                       elseif res(row,col_CHS)/res(round(t+1),col_CHS) < r7 & r7 <= (res(row,col_CHS) + 
res(row,col_CHS_M) - res(round(t+1),col_CHS_M))/res(round(t+1),col_CHS) 
                            
                           r8 = rand; 
  
                           %find corresponding reaction time tm when this happens 
                           for k = round(t+1) : row 
                               if res(k,col_CHS_M) > r8*(res(row,col_CHS_M) - res(round(t+1),col_CHS_M)) + 
res(round(t+1),col_CHS_M)  
                                   break 
                               end 
                           end  
                           t = res(k,col_time);                            
                           endgroup = 1;   
                            
                       %3.2.3 Cs group react with Vi at sometime     
                       elseif ((res(row,col_CHS)+res(row,col_CHS_M)-
res(round(t+1),col_CHS_M))/res(round(t+1),col_CHS)) < r7 
                            
                           r9 = rand; 
  
                           %find corresponding reaction time ts2 when this happens 
                           for k = round(t+1) : row 
                               if res(k,col_CHS_S) > r9*(res(row,col_CHS_S) - res(round(t+1),col_CHS_S)) + 
res(round(t+1),col_CHS_S)  
                                   break 
                               end 
                           end  
                            
                           t = res(k,col_time);                            
                           numIM = numIM + 1; 
                           remain_Ci = remain_Ci + 1; 
                            
                       end 
                    end                     

                end             
            end             
        end 
         
        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
        %After assemble one polymer molecule 



 

 

 

 

145 

        %store polymer information into matrix 
        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
        if numIM ~= 1 | numIB ~= 0 
            Mn = numIB*0.056 + numIM*0.1805; 
            Mw = (numIB*0.056 + numIM*0.1805)^2; 
            macro(num,:) = [numIM, numIB, Mn, Mw]; 
        end 
         
    end 
     
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
    %output results into Excel 
    %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

    xlswrite('C:\Users\zhaoyu\Desktop\3min_4th_paper_results.xlsx',macro,'Polymer','A1'); 
    xlswrite('C:\Users\zhaoyu\Desktop\3min_4th_paper_results.xlsx',internal_segments,'Internal','A1'); 
    xlswrite('C:\Users\zhaoyu\Desktop\3min_4th_paper_results.xlsx',dangling_segments,'Dangling','A1'); 
     
    toc 
end 
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5.1 Abstract 

A mathematical model is developed for estimating kinetic parameters that influence the produc-

tion of arborescent polyisobutylene (arbPIB) via carbocationic copolymerization of inimer and 

isobutylene. Six different propagation rate constants arise due to the two types of vinyl groups 

and three types of carbocations. These six parameters are estimated using parallel simulation sys-

tems in PREDICI that track i) functional groups, ii) internal and dangling segments in the poly-

mer and iii) concentrations of inimer and polymer molecules. Parameter estimates obtained using 

the proposed model result in a better fit to literature data than was obtained using a previous 

model that neglected two types of propagations reactions. Predictions from the proposed model 

are consistent with Monte Carlo simulations for MWD of the internal and dangling segments. 

 

 

This chapter has been submitted for publication in the AIChE Journal. 
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5.2 Introduction 

Fréchet et al. invented self-condensing vinyl polymerization (SCVP) about two decades 

ago, greatly simplifying the synthesis process for arborescent or hyperbranched polymers.
1
 In 

their SCVP system, an “inimer”(IM) is used to initiate the polymerization and induce branching. 

An IM molecule typically has two types of active sites: i) an initiating site that can start propaga-

tion; and ii) a vinyl group that can be polymerized to form a branching point.  The inimer used in 

the current study is 4-(2-chloroisopropyl) styrene, shown in Figure 5.1a, which is produced in situ 

from 4-(2-methoxyisopropyl)styrene (MeOIM) and TiCl4.
2,3

 Since the invention of SCVP, con-

siderable research has been performed on related topics including: synthesizing polymers via self-

condensing vinyl copolymerization (SCVCP),
2-9

 developing different kinds of IM molecules and 

arborescent polymers
10-12

 and building mathematical models for SCVP and SCVCP systems.
13-26

 

Puskas et al.
27-29

 developed a promising biomaterial via living block copolymerization of styrene 

on an arborescent polyisobutylene (arbPIB) core. This arbPIB core was synthesized through a 

“one-pot” living carbocationic copolymerization of isobutylene (IB) and IM molecules.
13

 A sim-

plified reaction scheme is shown in Figure 5.1b.  This biomaterial can be used for human implan-

tation (e.g., for breast implants)
 
and has higher biocompatibility, better strength and less permea-

bility to liquids than silicone materials.
28,29

 

In Puskas’s “one-pot” living cationic polymerization, shown in Figure 5.1b, there are two 

types of vinyl groups       and three types of chloride end groups          as shown in Figure 

5.1b.    is the vinyl group on IM, while    is the vinyl group on the IB monomer. A    end group 

is an unreacted chloride group on IM, a    end group forms after addition of a    group, and a 

   end group forms after the reaction of a    group.  As a result, there are six different propaga-

tion rate constants, which are                                  , where the first subscript 

after    represents the type of end group that is uncapped for reaction, and the second subscript 
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represents the type of vinyl group that is consumed. Table 5.1 summarizes all six reactions be-

tween different end groups and vinyl groups. The rate constants above the arrows in Table 5.1 are 

apparent rate constants that depend on equilibrium constants for capping and uncapping of chlo-

ride end groups and the corresponding true rate constants, as shown in Table 5.2. The expressions 

in Table 5.2 were developed using Puskas’s two-path reaction scheme for carbocationic polymer-

ization, which is shown in Figure 5.2 for a homopolymerization process. 
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Figure 5.1 a) Typical structure of an inimer; b) a simplified reaction scheme for the “one-pot” living co-

polymerization of IM and IB.
13

 

 

In living carbocationic polymerization, there is a fast equilibrium between capped and 

uncapped chloride end groups, which occurs due to the presence of a Lewis acid (LA).  Note that 

TiCl4 is the LA used in the reaction scheme shown in Figure 5.1b. According to Puskas et al.,
30-33

 

there are two paths for uncapping the chloride end groups. Path A is dominant when there is only 

a small amount of LA in the system, while path B is dominant when there is a large excess of LA 

in the system. Values of apparent rate constants                         and         in Ta-

ble 5.2 were estimated using our previous PREDICI model, which is only valid at very low 
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branching levels using the experimental data of Dos Santos.
3,13

 Values for         and        , 

which were excluded from our previous model via simplifying assumptions, are reasonable nom-

inal values that we used in Monte Carlo models to simulate detailed branching and molecular 

weight information.
14,15

 

 

Table 5.1 Summary of six possible propagation reactions between end groups and vinyl groups 

using apparent propagation rate constants during copolymerization of IM and IB. 

 Reactions 

1      

       
→        

2      

       
→        

3      

       
→        

4      

       
→         

5      

       
→        

6      

       
→         

 

 

 

Table 5.2 Six apparent propagation rate constants and their estimated values.
13-15

 

Parameter Estimate Units 

                                       
    7.5 10

-3
 L mol

-1 s-1
 

                                       
    3.99 10

-4
 L mol

-1 s-1
 

                                       
    0.195 L mol

-1 s-1
 

                                       
    2.126 L mol

-1 s-1
 

                                       
    1.0 10

-4
 L mol

-1 s-1
 

                                       
    1.39 10

-2
 L mol

-1 s-1
 

where    
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Figure 5.2 Two different paths for carbocationic polymerization using different amount of Lewis acid coin-

itiator. Path A is dominant when LA concentration is lower than that of the initiator; Path B is dominant 

when LA concentration is higher than that of the initiator. Note I is initiator and M is monomer.
33

 

 

The average branching level in arbPIB can be calculated from:
3
 

     
  

       

   (5.1) 

            
          

          
    (5.2) 

where    is the number average molecular weight and         is the theoretical number average 

molecular weight, calculated for the situation where vinyl groups on IM are unable to react so 

that only linear IB chains are produced. 
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Puskas et al. showed that the physical properties of this arbPIB biomaterial are largely 

decided by its molecular weight distribution and branching level.
5,34

 Thus, building a model that 

can accurately predict these properties will be beneficial for designing future experiments to 

achieve targeted properties.  Several research groups have built models for SCVP and SCVCP 

systems.
13-26 

Many of these models rely on simplifying assumptions that may influence the accu-

racy of the model predictions.
16-26

 SCVP and SCVCP models can be classified into two catego-

ries: i) models that are based on dynamic material balance equations and ii) models that are based 

on Monte Carlo (MC) simulations. 

Müller et al. and Yan et al.
22-26

 developed a series of models for SCVP and SCVCP sys-

tems using dynamic material balance equations. Their SCVP model
22,23

 resulted in analytical ex-

pressions for molecular weight distribution and branching level for inimer homopolymerization in 

a batch reactor. To develop analytical expressions for average molecular weights and branching 

levels during SCVCP (i.e. copolymerization of inimer and a vinyl monomer), they assumed that 

different types of propagation rate constants are equal. This assumption may not be valid for co-

polymerization of 4-(2-chloroisopropyl)styrene and IB, based on the chemical structures of the 

three carbocations involved.
13

 

Cheng et al.
20,21

 developed two SCVP models using dynamic material balances, which 

were solved using generating functions. Their first model assumed that the same value could be 

used for two different propagation rate constants (i.e.,          and        ). In their second 

model, this assumption was relaxed. 

Only a few research groups have performed MC simulations of SCVP or SCVCP sys-

tems. He et al.
17

 built a MC model for a SCVP system using a multifunctional initiator in addition 

to the inimer.  In their SCVCP model,
19

 equal reactivity assumptions were made for different 

types of end groups and different types of vinyl groups, which may lead to inaccurate predictions. 
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Our previous research on modeling of arborescent PIB used a combination of material 

balance models and MC models.
13-15

 First, we built a dynamic material balance model using 

PREDICI, which tracks polymer chains according to the number of inimer units and monomer 

units they contain, as well as the number of end-groups of different types.
13

 Because of the pro-

hibitive number of polymer species that needed to be tracked, several assumptions (shown in Ta-

ble 5.3) were applied to keep the number of species and reactions manageable (i.e., 122 different 

species and 1430 reaction steps in PREDICI).  This model should only be used for predicting mo-

lecular weight distribution and branching levels when the average number of branches per mole-

cule is small (i.e., <5) so that very few branched molecules contain more than 15 branches.  To 

our knowledge, this was the first SCVCP model in the literature that has been used for estimating 

a variety of model parameters that correspond to different types of end groups. Parameters 

       ,        ,         and        were estimated, providing a good fit of the experi-

mental data (see Table 5.2).
3
 Note that parameters         and         could not be estimated 

because the simplifying assumptions in Table 5.3 remove these parameters from the model.  In 

situations involving longer reaction times and higher branching levels, the influence of these ne-

glected parameters will become more important. One of the objectives of the current modeling 

work is to develop an improved PREDICI model that can be used to estimate          and 

        and to obtain improved estimates of         ,        ,        and        . This new 

model should give more reliable predictions of product properties for highly branched arbores-

cent PIB. 
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Table 5.3 Assumptions from our previous PREDICI model.
13

 

1 Reactions between    end groups and IM can be neglected because [IM]0 is low relative to [IB]0, so 

that reactions involving         can be neglected. 

2    end groups can only react with monomer vinyl groups. Reactions between    end groups and IM 

molecules can be neglected because IM molecules will typically initiate polymerization before their 

vinyl groups can be consumed by reaction. Reactions between    end groups and    groups on pol-

ymer molecules can be neglected due to steric hindrance. Because [IM]0 is very low compared to 

[IB]0 ,    groups will react with IB before they encounter the    groups on large molecules. Thus, 

reactions involving         can be neglected. 

3 The    groups on the IM are all consumed very early in the reaction because the chloride end is de-

signed to behave as an initiator for living carbocationic polymerization. As a result, the only reaction 

that IM can undergo appreciably is an initiation reaction with IB. Therefore, vinyl groups of type    

can undergo propagation reactions only after they belong to oligomer or polymer molecules. Another 

consequence of this assumption is that there are no    groups on any polymer molecules so that reac-

tions between polymer molecules and IM can be ignored.  Note that this assumption means that there 

is no need to track the number of    groups in the model, (except for those on IM, which are con-

sumed quickly).  

4 Reactions that lead to 16 or more IM units in a molecule are neglected to keep the number of species 

and reactions manageable for implementation in PREDICI. 

5 Puskas et al.
35 

observed a penultimate effect during styrene/isobutylene copolymerization, indicating 

that the rate of IB addition to    may depend on whether the penultimate unit is IB or a styrene-like 

IM unit. Since [IM]0 was low compared to [IB]0 in the recipes simulated using the PREDICI model, 

this penultimate effect could be neglected with only a small effect on model predictions.   

6 [LA] [LA]0 throughout the course of the batch reactions simulated using PREDICI, because only a 

small fraction of the TiCl4 was consumed to produce ions.
36

 Also, [LA]0 is sufficiently large so that 

the MeOIM is converted instantaneously to IM at the beginning of the batch. 
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More recently, we developed models that use two different kinds of MC algorithms to 

account for the influence of all six apparent propagation rate constants on the detailed branching 

and MWD of the arborescent polymer.
14,15

  In these MC models, assumptions 1, 2, 3 and 4 in Ta-

ble 5.3 are not required. Our first MC model uses a traditional approach, first developed by Gil-

lespie,
37

 to track reactions and reaction times for a small sample of molecules in the batch reactor, 

starting at time zero and proceeding to the end of the batch.  This methodology is relatively easy 

to develop, but requires long simulation times to achieve accurate MWD results.  Our second MC 

model uses an advanced algorithm that combines dynamic material balances on small molecules 

and end-groups with advanced MC calculations to construct individual molecules.
15

 This ad-

vanced MC algorithm is much more complicated than the simpler Gillespie approach, but results 

in an algorithm that is hundreds of times faster than the traditional MC algorithm.  However, even 

this advanced MC algorithm is too computationally demanding for practical use in a parameter 

estimation scheme.  As a result, our simulations obtained using both MC models relied on poorly 

estimated values of        ,        ,         and         obtained from our PREDICI model 

and educated guesses for         and        . 

The objective of the research described in the current article is to build an advanced 

PREDICI model that can provide accurate predictions for    and     , even when branching 

levels are higher than 15 branches per molecule.  Using the approach from our earlier PREDICI 

model (even with the restrictive assumptions in Table 5.3) accounting for molecules with up to 20 

branches would require > 200 species and >4000 reactions in PREDICI, which could not be prac-

tically implemented.  As a result a different strategy is used. The development of this advanced 

PREDICI model is described below, followed by a parameter estimation study and simulation 

results. 
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5.3 Model Development 

This advanced PREDICI model focuses on internal and dangling chain segments and 

overall measured characteristics (i.e.,    and IB concentration). Although detailed MWD infor-

mation for the overall polymer chains will not be predicted, this advanced PREDICI model is 

more convenient and more accurate for parameter estimation than our previous PREDICI model 

that relied on assumptions 1 to 4 in Table 5.3. 

The basic idea of the proposed model is to simulate several parallel polymerization sys-

tems at the same time.  This idea was inspired by Zargar et al.
16

 who developed two parallel mod-

els to aid in the understanding of a branched RAFT copolymerization.  Our 1st simulation focuses 

on end groups; the 2nd simulation concentrates on internal segments and dangling segments in 

the branched polymer molecules; the 3rd simulation determines the number average chain length 

of the polymer; the 4th simulation tracks the concentrations of small molecules and polymer 

chains, without paying attention to chain length.   Note that the model predictions can be obtained 

by either simulating models 1, 2 and 3 together or 1, 2 and 4 together (which is the faster and eas-

ier alternative).  Nonetheless, the derivation and results from the 3
rd

 simulation are shown because 

of the interesting Mw and MWD predictions that arise. The reactions that are considered in each of 

the parallel simulations are summarized in Table 5.4.  All of the symbols are defined in the nota-

tion.  Six of the rate constants shown in Table 5.4 are the apparent rate constants that are listed in 

Table 5.2.  However, additional rate constants that are required in the third and fourth simulations 

are pseudo rate constants, denoted by an asterisk. For example,        
  in the second reaction in 

simulation 3 is the average rate constant for reaction of an IB molecule with a polymer chain of 

any size   .  The overall rate of this reaction depends on the average number and type of chloride 

end groups on polymer molecules.  As shown in Table 5.5,        
  can be calculated at any time 
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using equation 5.5.1.  This expression arises from the fact that the consumption rate of    in sim-

ulation 1 should be the same of the consumption rate of IB in simulation 3: 

        [  
   

] [  
   

]          [     ][     ]         
 [        ][     ] (5.3) 

Since [  
   

]  [     ], equation 5.3 can be rearranged to give equation 5.5.1. 

The key idea is that each pseudo rate constant must be updated over time so that all four 

parallel simulation systems will result in the same rates of consumption for isobutylene and the 

same rates of consumption for inimer. As a result, the following constraints need to be enforced at 

each time during the four simulations: 

[  
   

]  [  
   

]  [     ]  [     ] (5.4) 

[  
   

]  [  
   

]  [     ]  [        ]  [     ]  [    ] (5.5) 

where the superscripts refer to the simulation that the species belongs to.  Equation 5.4 indicates 

that the concentration of    groups is the same as the concentration of IB molecules.  Equation 

5.5 indicates that the concentration of    groups is the same as the sum of the concentrations of 

polymer molecules and unreacted inimer, because each polymer molecule contains a single    

group. Note that cyclization reactions are neglected in this model and in our previous models.
13-15

 

Enforcing these constraints results in the expressions for the pseudo rate constants in Table 5.5. 
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Table 5.4 Four parallel polymerization simulations that focus on different arborescent polymerization characteristics 

Note that the apparent rate constants are applied in the coding. The number in the superscripted brackets after different species shows the simulation system the 

species belongs to.  

 Simulation 1 

Chain Ends 

Simulation 2 

Internal and Dangling Segments  

Simulation 3 

Chain Length 

Simulation 4 

Molecules 

1   
   

   
          

→       
   

    
   

   
          

→       
   

     

              
       

 

→                

           
       
→              

          
       

 

→          

           
       
→           

2   
   

   
          

→        
   

    
   

      
          

→        
   

                     
       

 

→                            
    

    
→            

3   
   

   
          

→       
   

    
         

          
→       

         
   

  

                 
       

 

→                 

              
       

 

→                 

         
       

 

→          

          
       

 

→           

4   
   

   
          

→        
   

    
   

   
          

→        
   

                   
       

 

→                            
       

 

→            

5   
   

   
          

→       
   

    
   

   
          

→       
   

   
        

                 
       

 

→                 

              
       

 

→                 

         
       

 

→          

          
       

 

→           

6   
   

   
          

→       
   

    
   

   
          

→       
   

   
        

              
       
→                

              
       

 

→                

                 
       

 

→                 

           
       
→              

(via    group on polymer) 

(via    group on inimer) 

          
       
→          

          
       

 

→          

         
       

 

→          

           
       
→           

(via    group on polymer) 

(via    group on inimer) 



 

 

 

 

158 

Table 5.5 Pseudo rate constants derived using reactions in corresponding rows in Table 5.4 for 

Simulations 1, 3 and 4. 

5.5.1        
  

[  
   

]  [     ]

∑          
        

[  
   

]  [     ]

      
        

5.5.2        
  

[  
   

]

∑          
        

[  
   

]

      
        

5.5.3        
  

[  
   

]

∑          
        

[  
   

]

      
        

5.5.4        
  

[  
   

]

∑          
        

[  
   

]

      
        

5.5.5        
  

[  
   

]

∑          
        

[  
   

]

      
        

5.5.6        
  

[  
   

]  [     ]

∑          
        

[  
   

]  [     ]

      
        

 

 

The 1
st
 row in Table 5.4 is concerned with reactions involving    end groups on inimer or 

polymer molecules and the    group on a monomer. Simulation 1 keeps track of the resulting 

change in the type of end group (from    to   ). Simulation 2 keeps track of the new dangling 

segment of length 1,   
   

   , that arises from this type of reaction. The first row for Simulation 3 

contains two reactions. The first tracks the creation of a new polymer molecule        , which 

contains two units (one inimer and one monomer) when a    end from an inimer reacts with IB.  

The second tracks the growth of polymer molecules when a    end group from a polymer chain 

reacts with IB. In the 4
th
 simulation, the first reaction in the first row tracks the increase in the 

number of polymer chains that occurs when IM reacts with IB.  Note that the number of units in 

the polymer chains is not tracked in Simulation 4.  The second reaction in Simulation 4 accounts 

for the IB that is consumed by reactions with    end groups on polymer chains.  This reaction 

does not produce an additional polymer molecule. 
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The 2
nd

 row in Table 5.4 describes chain propagation by adding monomer to a    end 

group. Simulation 1 keeps track of the consumption of    groups by this chain-growth reaction. 

Simulation 2 tracks the propagation of dangling segments. Simulation 3 tracks the increase in 

chain length for the whole polymer molecule. Simulation 4 shows that the concentration of poly-

mer chains does not change, but that IB is consumed. 

Similarly, the 3
rd

 row accounts for the consumption of    groups on inimer and polymer 

molecules by reaction with    end groups which produces    end groups. Simulation 2 tracks the 

conversion of a dangling segment to an internal chain segment   
   

    when this type of reaction 

occurs.  Simulation 3 is interesting, because it accounts for the joining of two polymer molecules 

that can happen due to this type of reaction. Simulation 4 is similar, except that it does not track 

chain lengths. 

The 4
th
 row accounts for the creation of a new dangling segment (i.e., a branch) that oc-

curs when a    end group reacts with IB.  The 5
th
 row is concerned with the consumption of    

vinyl groups via    end groups.  This type of reaction produces an internal segment of length ze-

ro.  The 6
th
 row in Table 5.4 describes the reaction between    end groups and    vinyl groups.  

This type of reaction also produces internal segments of length zero.  Note that four different re-

actions are required in simulations 3 and 4 for this type of reaction, because it can occur between 

two IM molecules, between the    group on an IM and the    group on a polymer molecule, be-

tween the    group on a polymer molecule and the    group on an IM, or between two polymer 

molecules. 

When developing simulation 3, we debated about the values that should be specified for 

some rate constants.  For example, for the reaction involving two IM molecules in row 6, we ini-

tially believed that the rate constant should be          rather than         because this reaction 

can happen in two ways; both IM molecules have a    group and a    group. When the concentra-
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tions of    groups predicted by simulation 3 did not match the results from simulation 1, we 

proved that the rate constant for this reaction should be          using the argument below.  Con-

sider the reactions: 

     

       
→        (5.6) 

     
   
→   (5.7) 

where     has an unknown value that is related to         so that these two reaction rates are con-

sistent. Consider starting with 1 mol/L of IM (and nothing else) in the batch reactor. At time zero, 

reactions (5.6) and (5.7), which are really two ways of writing the same reaction, are the only re-

actions that can occur. Using these initial concentrations, the rate of consumption of    groups to 

form new polymer molecules by reaction (5.6) is: 

                 
   

 
  

   

 
         (5.8) 

Similarly, the rate of formation of new polymer molecules via reaction (5.7) is: 

         [ 
   

 
]
 

    (5.9) 

Equations 5.8 and 5.9 should have the same rate, as a result, 

             (5.10) 

and there is no need to multiply the apparent rate constants        
  by two in the 3

rd
 row.  Simi-

lar arguments apply for        
  in the 5

th
 row and        

  in the 6
th
 row of Table 5.4. 

When first developing the proposed model, we developed only simulations 1, 2 and 3.  

Using simulation 3, we were able to match predicted values of  ̅  from our MC simulations
14,15

, 

but not  ̅  and MWD.  Simulation 3 gives MWD predictions that are considerably narrower than 

the MWDs predicted by the MC simulations (see Figure 5.3).  
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Figure 5.3 Comparison of the calculated MWD between simulation 3 using PREDICI and our previous 

advanced MC model
15

 using the initial condition [IM]0 = 0.00454 M and [IB]0 = 1.74 M and the parameter 

values in Table 5.2. - - - is the MWD calculated by PREDICI; ─ is the MWD calculated by advanced MC 

with 10
5
 polymer chains. 

 

This discrepancy is caused by the implication that all polymer chains, regardless of their 

chain length, will have the same average reaction rate.  For example, the final reaction for simula-

tion 3 specifies that the reaction between two large chains: 

                    
       

 

→                (5.11) 

will proceed, on average, at the same rate as a reaction between two small chains: 

                
       

 

→              (5.12) 

that react at the same time.  However, for the current polymerization system, this assumption is 

not valid.  Larger molecules tend to have more branches and therefore more end groups, so that 

reaction (5.11) tends to occur much more quickly than reaction (5.12).  As a result, simulation 3 

is able to accurately track the number of polymer molecules, but not the chain length distribution.  

As a result, we decided to add simulation 4 in Table 5.4, which only counts the number concen-
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tration of polymer molecules in the system. The development of the number average molecular 

weight during the batch can be calculated from: 

 ̅  
     

   
        

      
    

     
   

        

      
    (5.13) 

It is preferable to compute  ̅  using equation 5.13 instead of the method of moments in 

simulation 3, because simulation 4 requires less computational effort than simulation 3, which 

may be beneficial during parameter estimation.  In addition, simulation 4 does not produce any 

misleading information about  ̅  and MWD, which the modeler might be tempted to believe.  

Results from simulation 3 are included in the current article because they serve as a warning to 

other researchers who might try a similar modeling approach.  Note that the bimodal MWD pre-

dicted by the MC simulation in Figure 5.3 is consistent with bimodal distributions observed ex-

perimentally
3,15

. The low-molecular-weight peak is primarily linear polymer and the higher-

molecular-weight peak results from the branched polymer molecules. 

The average number of branches per polymer molecule can be determined from: 

     
     

   
        

      
   (5.14) 

which is equivalent to equation 5.1.  If there are only linear chains in the system, so that the num-

ber of inimer units consumed is equal to the number of polymer molecules, the value of      is 

zero. Although our initial aim was to develop a simplified PREDICI model that would predict 

[IB], [IM],     ,  ̅ ,  ̅  and MWD values, the current model (simulations 1, 2 and 4) can only 

predict [IB], [IM],       and  ̅    In the next section, we describe how the model predictions of 

[IB] and  ̅  can be used along with data provided by Dos Santos
3
 to provide improved estimates 

of the model parameters.  
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5.4 Parameter Estimation and Simulation Results 

5.4.1 Parameter Estimation 

The experimental data of Dos Santos that were used in our previous parameter estimation 

study are used again here to estimate all six apparent rate constants.
3,13

 Recall that only four ap-

parent rate constants (       ,        ,         and          were estimated in our previous 

study because         and         were eliminated due to simplifying assumptions 1 and 2 in 

Table 5.3. The initial values and uncertainty ranges for        ,        ,         and         

shown in Table 5.6 are the same values that we used in our previous work. These values were 

obtained using information from the literature and our engineering judgment.
3,13,32,33,35,36,38-42

 The 

lower and upper bounds shown were enforced during parameter estimation to ensure that estimat-

ed parameter values are physically realistic.
13

 For the additional two parameters,         and 

       , which were not considered in our previous PREDICI model, we selected the rough ini-

tial guesses of 7.5 10
-3

 and 1 10
-4

 L mol
-1 s-1

shown in Table 5.6 that were used in our previous 

MC simulation studies.
14,15

 These values were calculated using inimer homopolymerization da-

ta.
3,43

 A large range between the lower and upper bounds for these parameters is specified in Ta-

ble 5.6 because we could not find any additional information in the literature about reasonable 

values for these two parameters. Note that the initial guesses are the same as the values for the 

lower bounds, because the inimer homopolymerization data were obtained using a lower concen-

tration of Lewis acid (i.e., TiCl4) than in the copolymerization experiments that are simulated in 

the current article.  This lower Lewis acid concentration should lead to lower values of the appar-

ent rate constants (see Table 5.2) than the values that apply to the data sets used for parameter 

estimation. 
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Table 5.6 Initial values and lower and upper bounds used for estimation of six apparent rate con-

stants 

Parameter Initial Lower Upper Units 

                           10 L mol
-1 s-1

 

                             4.11 L mol
-1 s-1

 

                             4.11 L mol
-1 s-1

 

                             4.11 L mol
-1 s-1

 

                       10 L mol
-1 s-1

 

                             4.11 L mol
-1 s-1

 

 

 

When developing fundamental models of polymerization reactors, it is important to de-

termine whether all of the kinetic parameters in the model should be estimated, or whether only a 

subset of the parameters should be estimated from the available data.
33,44-52

 Estimating too many 

parameters using limited data leads to large uncertainty ranges for the parameters and can pro-

duce worse predictions than when fewer parameters are estimated.  On the other hand, estimating 

too few parameters can also give poor predictions, due to incorrect values that are assumed for 

the un-estimated parameters.
53-57

 In this study, advanced statistical techniques are used to deter-

mine if all six parameters in Table 5.6 could be estimated reliably using the limited data collected 

by Dos Santos.
13,52-57

 An orthogonalization method
52

 is first used to rank all of the parameters 

from the most estimable to the least estimable, based on information about the influence of each 

parameter on predictions of the available data, uncertainties in the initial parameter values, and 

uncertainties in the different types of measurements. This algorithm also accounts for correlated 

effects of model parameters.
49,52

 After the parameters are ranked,  Wu’s mean-squared error 

(MSE) criterion
55

 is used to decide on the appropriate number of parameters to estimate to obtain 

the most reliable predictions using the available data. The final parameter estimates were obtained 

using the following weighted nonlinear least-squares objective function: 
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  ∑
               

   
  ∑

  ̅      ̅   

  ̅ 

  (5.15) 

where         and  ̅     are the experimental measurements of the concentration of IB and the 

number average molecular weight, respectively.    
 =0.01485          and   ̅ 

  =313.255 

           are pooled variance estimates for the isobutylene concentration and number average 

molecular weight, respectively, determined from replicates experiments.
3
 Note that objective 

function 5.15 contains fewer terms than the objective function used in our earlier parameter esti-

mation study.
13

  A term penalizing deviations between experimental data and the weight average 

molecular weight is not included in equation 5.15 because the current model, unlike our previous 

PREDICI model, cannot predict  ̅ . Also, we decided to remove a term that penalizes deviations 

between “measured” branching level and predictions of     . Our reason for removing the      

term from the objective function is that Dos Santos did not measure      independently in the 

experiments used for parameter estimation.
3
 Instead, the      values that he reported were calcu-

lated from equation 5.1 using measured values of  ̅  and [IB], assuming that [IM] = 0 after the 

first few minutes of the reaction.  Since measured values of  ̅  and [IB] from Dos Santos’s ex-

periments already appear in objective function 5.15, it is not appropriate to include an additional 

term that accounts for this same information in the pseudo-measurements, especially when the 

assumption that [IM]=0 may not be accurate.  Note that Dos Santos did measure branching levels 

(via a link destruction technique) for some arbPIB experiments, obtaining good agreement with 

     calculations.
3
  These data are not used for parameter estimation because we could not find 

sufficient information about the details of the polymer synthesis (e.g., the time at which the ar-

bPIB was sampled from the batch reactor). 

Parameter estimation was performed 20 times starting from different sets of initial guess-

es selected between the lower and upper values specified in Table 5.6. The first estimation was 
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started from the initial values specified in Table 5.6, which are the same initial values used in our 

previous modeling study.
13-15

 Starting from these values, the estimability ranking method of Yao 

et al.
52

 and Thompson et al.
49

 was used to rank the six parameters from most estimable to least 

estimable.  Parameters        ,         and         are the top three most estimable parame-

ters because there is a large fraction of IB units in the system (compared with IM), giving these 

parameters a large influence on the model predictions.  Parameters        ,         and         

are the least estimable because they have less influence.  Wu’s critical ratio was then used to de-

termine that the top three parameters on the ranked list should be estimated and that the remaining 

three parameters should be held at its initial value.  Estimating the top three parameters gave J = 

68.1, which is considerably better than J = 1349.3 obtained using the initial parameter guesses 

and only slightly better than J = 69.0, which is obtained when the objective function is computed 

using parameter values employed in our previous Monte Carlo simulations (see Table 5.2).
14,15

 

Using the values in Table 5.2 as initial guesses in the second estimation attempt resulted in a dif-

ferent parameter ranking, with parameter          appearing at the bottom of the list.  This dif-

ferent ranking may have occurred because the value of         = 2.126 L mol
-1

s
-1

 was already 

well-estimated during our previous parameter estimation study.
13

 In this case, Wu’s critical ratio 

determined that five parameters should be estimated, resulting in J = 29.2 at the converged pa-

rameter values, which is much better than the value obtained starting from the previous initial 

parameter values. 

These results illustrate that initial parameter guesses can have a large influence on pa-

rameter ranking results and parameter estimates, as noted in previous parameter estimation stud-

ies for polymerization models.
53,58

 The reasons that different results can be obtained when differ-

ent initial guesses are used are that polymerization models are often nonlinear with respect to the 

model parameters and convergence to different local minima can occur.   To test whether the pa-
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rameter estimates corresponding to J = 29.2 are reliable, a further 18 attempts at parameter rank-

ing, selection and estimation were performed by starting at random initial guesses between the 

lower and upper bounds specified in Table 5.6. From 8 of these 18 attempts, we found that all six 

parameters could be estimated from the available data, using Wu’s critical ratio.  In these 8 at-

tempts, two gave the best value of the objective function of J = 28.9.  Three of the 18 attempts 

resulted in selection of five parameters for estimation, two of the 18 attempts selected four pa-

rameters for estimation, four attempts selected three parameters for estimation and one attempt 

selected only two parameters for estimation.  Additional details are provided elsewhere.
59

  During 

some of the estimation attempts, especially when a larger number of parameters was being esti-

mated, PREDICI gave warnings about correlation among the parameters and “too many reduc-

tions”, indicating that the data set might not contain sufficient information to estimate all of the 

parameters.  Note that the best six attempts at parameter estimation provided values of J between 

28.9 and 29.3. These six estimation attempts provided similar estimates for        ,        , 

        and        . However, the estimated values of         and         have more varia-

bility among these six estimations, suggesting that the data contain only limited information about 

these two parameters. Our difficulties in estimating these two parameters may be caused by the 

very low initial concentration of IM relative to IB (i.e.,           
     
     

           in 

the five experimental runs used for parameter estimation). The low concentrations of IM in the 

system and the lack of monitoring of [IM] during the experiments provide little information for 

accurate fitting of         and        . To better estimate these two parameters, it would be ben-

eficial to obtain more experimental data from runs with higher [IM], which would lead to higher 

branching levels. 

The best parameter values that were obtained, which correspond to J = 28.9 are provided 

in Table 5.7, along with approximate 95% confidence intervals. The estimates for the top three 
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parameters in Table 5.7 (shown in bold) are significantly different from zero, but the other pa-

rameter estimates are not.  Also, the non-overlapping confidence intervals for        ,         

and         indicate that the values of these three propagation parameters are significantly dif-

ferent from each other, indicating that assumptions about equal reactivities of different types of 

end groups and vinyl groups made by other modelers are not valid for this IB and IM copolymer-

ization system. These ranking and estimation results reveal that the parameters,         and 

       , which were neglected in our earlier model
12 

do influence the model predictions. Howev-

er, these two parameters are difficult to estimate accurately. Note that the estimated values of 

        shown in Table 5.7 is at the lower bound specified in Table 5.6. Decreasing the lower 

bound for         during parameter estimation does not result in a noticeable improvement in 

the value of J. 

 

Table 5.7 Parameter ranking and estimation results for all six apparent rate constants 

Parameter Initial Final value 
95% Confidence 

Interval 
  Unit 

1                                         L mol
-1 s-1

 

2                                       L mol
-1 s-1

 

3                                         L mol
-1 s-1

 

4                                         L mol
-1 s-1

 

5                                         L mol
-1 s-1

 

6                                         L mol
-1 s-1
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5.4.2 Simulation Results 

The proposed PREDICI model requires less than 10 seconds to simulate a typical exper-

imental run (see Figure 5.4) using a Windows 7 laptop computer with Intel Core i5 2.4GHz and 4 

GB of RAM.  Figures 5.4 to 5.6 show comparisons between the experimental results (■ symbol) 

and simulation results obtained using the new estimated parameter values (solid lines) and old 

parameter values from Table 5.2 (dashed lines).  Figure 5.4 contains replicate results obtained 

from three experimental runs.  Note that no data are available for the inimer concentrations in 

Figures 5.4b, 5.5b and 5.6b and the polymer concentrations in Figures 5.4c, 5.5c and 5.6c.  In 

Figures 5.4d, 5.5d and 5.6d, the experimental values of      (shown using ▲) are calculated val-

ues from equation 5.1 using measurements for    and [IB], with [IM] assumed to be zero to 

match the assumption made by Dos Santos.  Alternative values of      shown using the open tri-

angles (∆) are computed using equation 5.1, with measured values of    and [IB] and the simu-

lated value of [IM]. 

Figure 5.4 shows plots of [IB], [IM], [P],     ,  ̅ , and  ̅  vs time for a recipe with 

                and             .  Figures 5.5 and 5.6 are similar, except that they corre-

spond to experiments with higher inimer concentrations that lead to higher levels of branching. 

The predicted values of  ̅  were generated using the parameter estimates from the current article 

in our traditional MC model,
14

 starting from 20000 initial IM units and the corresponding number 

of IB units in the system. The MC results (not shown) agree with the other results shown in Fig-

ures 5.4 to 5.6.  From Figures 5.4 to 5.6, it is apparent that the new estimated parameter values 

tend to produce better predictions of the experimental data than the old parameter values pro-

duced,  particularly for [IB] and  ̅ . In Figures 5.4d, 5.5d and 5.6d, the calculated      data 

(shown as ∆),  using experimental values of [IB] and  ̅ , and simulated values of [IM], are better 

predicted by the model than the calculated      data from Dos Santos that assumed complete 
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consumption of IM.
3
 Predictions for   ̅  are also quite good using the new parameter values, but 

are not as good as the predictions for  ̅  because the  ̅  data were not used for parameter esti-

mation (see equation 5.15). 

As shown in Figure 5.7, the predicted MWDs of the internal segments and dangling seg-

ments (from simulation 2)  match those obtained from the advanced MC model.
15

 To obtain rela-

tively smooth MWD curves,     polymer chains were constructed using the MC calculations. 

The results in Figure 5.7a from PREDICI and the MC simulation agree very well with each other. 

However, in Figure 5.7b, results for the dangling segments agree less well because of the limited 

by the number of dangling segments in the MC simulation. In the       polymer chains that 

were constructed, there are 244368 internal segments and only 9664 dangling segments. Less 

jagged MC results could be obtained using a larger number of molecules.  Note that it took the 

advanced MC model about 22 mins to produce the     polymer chains and generate the MWDs 

in Figure 5.7, however, it took the proposed PREDICI model only 8.7 seconds to obtain the 

MWDs for the internal and dangling segments.  Figure 5.7 shows that the internal segments and 

dangling segments tend to have similar chain lengths because most of the IB was consumed dur-

ing the first 1800 s (see Figure 5.6a) to produce the linear segments, which could then be joined 

together via branching reactions later in the batch. 
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Figure 5.4 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with [IM]0 = 0.00114 M and [IB]0 = 1.74 

M . ── simulation with newly estimated parameters; - - - simulation with old parameters; ■ experimental 

values; ▲ Bkin calculated from data with assumption [IM]=0; ∆ Bkin calculated from data using simulated 

[IM]; a) [IB], b) [IM], c) polymer concentration, d) Bkin, e) Mn f) Mw. 
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Figure 5.5 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with [IM]0 = 0.00227 M and [IB]0 = 1.74 

M . ── simulation with newly estimated parameters; - - - simulation with old parameters; ■ experimental 

values; ▲ Bkin calculated from data with assumption [IM]=0; ∆ Bkin calculated from data using simulated 

[IM]; a) [IB], b) [IM], c) polymer concentration, d) Bkin, e) Mn f) Mw. 
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Figure 5.6 Comparison among experimental results and simulation results using old parameter values in 

Table 5.2 and new estimates in Table 5.7 for a batch reactor run with[IM]0 = 0.00454 M and [IB]0 = 1.74 M 

. ── simulation with newly estimated parameters; - - - simulation with old parameters; ■ experimental val-

ues; ▲ Bkin calculated from data with assumption [IM]=0; ∆ Bkin calculated from data using simulated [IM]; 

a) [IB], b) [IM], c) polymer concentration, d) Bkin, e) Mn f) Mw. 
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Figure 5.7 Predicted MWDs for a) internal segments and b) dangling segments at t = 5400 s from experi-

ment with [IM]0 = 0.00454 M and [IB]0 = 1.74 M and parameter values from Table 5.7; ─ PREDICI, -- 

Advanced Monte Carlo.  Note that the two curves in a) overlap. 
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5.5 Conclusions 

A novel model consisting of parallel simulations was developed to predict key concentra-

tions and polymer properties in the copolymerization of isobutylene and inimer via carbocationic 

polymerization. The proposed dynamic model predicts changing concentrations of isobutylene, 

inimer and polymer molecules, the MWDs of internal and dangling segments, and the branching 

level and  ̅  of the polymer molecules. Unlike our previous PREDICI model,
13

 no restrictions on 

permissible branching levels needed to be introduced and all possible concentration ranges for 

inimer and isobutylene can be simulated. This model requires much less computational effort than 

our previous Monte Carlo models for the same copolymerization system,
14,15

 which makes it suit-

able for parameter estimation. Twenty attempts at parameter estimation were performed, starting 

from different initial parameter values, because some attempts converged to local minima.  In 

each attempt, the six apparent rate constants that appear in the model were ranked from most es-

timable to least estimable
49,52

 and the number of estimable parameters was determined using a 

mean-squared-error-based criterion.
55

 From 8 parameter estimation attempts, it was determined 

that all six parameters could be estimated, for the first time, using the data of Dos Santos.
3
 Never-

theless, the relatively low inimer concentration and lack of [IM] monitoring in the available data 

set made it difficult to obtain precise estimates of three of the six model parameters (i.e.,        , 

        and         ). The newly estimated parameters result in a better fit to the data for [IB] 

and  ̅  than parameter estimates from our previous model.
13

 MWD predictions for internal and 

dangling segments agree well with those obtained using our advanced MC model, but require 

significantly less computational time to determine. In the future, there is opportunity to obtain 

improved parameter estimates using a larger data set that incorporates different concentrations of 

the Lewis acid and experiments involving inimer homopolymerization.
2,43
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Appendix 5.1 Additional Information about Parameter Estimation Attempts 

Table 5.8 provides details about the 20 different initial values that were used for parame-

ter estimation. It also gives the final values of J from each estimation. Table 5.9 is the final esti-

mation results from all 20 estimations.  

Table 5.8 Twenty different initial guesses used for parameter estimation. Note that the estimable 

parameters determined in each attempt are marked in bold and the best trial (Trial 19) is high-

lighted. 

                                                 J 

1 7.500E-03 1.580E-01 3.160E-02 1.580E-01 1.000E-04 2.640E-01 6.807E+01 

2 7.500E-03 3.990E-04 1.950E-01 2.126E+00 1.000E-04 1.390E-02 2.932E+01 

3 7.740E-01 3.200E-03 3.040E-01 5.560E-02 5.700E-03 2.040E+00 1.256E+02 

4 2.637E+00 1.389E+00 2.376E-05 1.851E+00 1.451E-01 1.263E-04 4.441E+02 

5 7.348E+00 1.100E-02 2.603E-01 1.500E-03 1.280E-02 1.558E+00 1.455E+02 

6 6.312E-01 9.600E-03 5.294E-04 8.653E-01 8.440E-02 2.300E-02 1.177E+02 

7 1.290E-02 7.649E-05 6.300E-03 5.377E-01 4.678E+00 1.834E-04 8.455E+01 

8 2.250E-02 5.530E-01 7.000E-03 3.966E+00 2.460E-04 6.700E-03 1.662E+02 

9 1.660E-01 3.450E-04 1.100E+00 3.410E+00 1.560E-02 1.480E-04 3.741E+02 

10 4.800E-02 4.500E-03 1.520E-02 4.600E-03 1.030E-01 1.480E-01 2.917E+01 

11 8.196E-03 3.640E-04 1.540E-01 2.110E+00 1.285E-03 1.652E-02 2.892E+01 

12 1.351E-01 9.855E-05 1.131E-04 1.300E-03 8.309E-04 6.510E-04 3.620E+01 

13 4.270E-02 4.300E-03 1.558E-05 1.400E-03 5.132E+00 2.480E+00 2.055E+02 

14 2.490E-01 6.200E-03 2.000E-03 6.900E-03 3.490E-02 1.470E-02 1.006E+02 

15 1.390E-02 8.438E-04 2.630E-01 5.379E-04 4.408E+00 1.843E-01 2.205E+02 

16 1.055E-01 3.579E+00 6.923E-06 1.427E+00 3.685E+00 3.933E-01 6.502E+02 

17 1.620E-02 7.630E-02 3.800E-03 5.371E-01 3.760E-01 1.357E+00 2.916E+01 

18 2.739E-01 1.030E-02 1.102E-01 1.131E-01 1.226E-01 8.148E-01 1.370E+02 

19 2.974E-02 8.000E-03 1.140E-04 1.467E+00 6.261E-01 2.075E-01 2.886E+01 

20 5.560E-02 2.230E-02 2.850E-01 2.974E+00 6.139E-04 9.296E-01 2.933E+01 
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Table 5.9 Estimation results from all 20 trials.  Values shown as –- did not change from their ini-

tial values because the corresponding parameters were not selected for estimation. 

                                                 

1 -- 2.665E-04 1.259E-01 2.131E+00 -- -- 

 --  5.748E-05  3.005E-02  2.670E-01 -- -- 

2 1.345E-02 4.963E-04 5.429E-01 -- 1.097E-02 4.110E-05 

  9.061E-02  1.158E-04  1.765E-01 --  5.737E-02  3.315E-04 

3 -- 3.157E-04 4.110E-06 7.764E-01 -- -- 

 --  1.199E-04  1.698E-02  1.287E-01 -- -- 

4 -- -- 1.034E-01 5.235E-01 -- 4.110E+00 

 -- --  3.269E-02  1.692E-01 --  1.502E+02 

5 -- 2.241E-03 4.183E-03 4.758E-01 -- -- 

 --  7.933E-04  2.002E-02  8.479E-02 -- -- 

6 -- 2.941E-04 5.711E-06 9.708E-01 -- 4.110E+00 

 --  1.748E-04  4.693E-02  1.746E-01 --  3.887E+02 

7 1.954E+00 1.878E-03 1.830E-01 1.134E+00 1.000E-04 4.110E-05 

  5.675E+00  3.882E-03  2.287E-01  8.823E-01  4.579E-02  6.304E-04 

8 5.541E+00 1.579E-02 2.989E-01 8.670E-01 1.000E-04 4.685E-05 

  7.857E+01  1.918E-01  3.498E-01  4.180E-01  4.881E-02  6.768E-04 

9 2.729E-01 3.913E-04 5.708E-01 2.956E+00 4.620E-03 4.110E-05 

  7.574E-01  5.374E-04  6.589E-01  2.586E+00  6.623E-02  7.264E-04 

10 3.682E-02 4.555E-04 5.390E-01 2.270E+00 5.182E-03 4.110E-05 

  1.303E-01  1.461E-04  1.800E-01  4.477E-01  6.264E-02  3.129E-04 

11 3.615E-02 4.508E-04 5.221E-01 2.265E+00 5.749E-03 4.110E-05 

  1.469E-01  1.453E-04  1.751E-01  4.724E-01  6.425E-02  3.124E-04 

12 1.050E-01 3.585E-04 4.612E-01 2.591E+00 -- 4.110E-05 

  1.268E-01  1.190E-04  1.648E-01  7.819E-01 --  3.285E-04 

13 7.500E-03 1.705E-04 2.811E-02 1.758E+00 -- 4.110E+00 

  2.301E-02  8.067E-05  1.653E-01  5.180E-01 --  4.859E+01 

14 -- 1.351E-04 -- 1.627E+00 -- -- 

 --  4.070E-05 --  2.327E-01 -- -- 

15 7.548E-03 1.401E-04 5.206E-02 1.811E+00 -- 4.109E+00 

  2.547E-02  6.259E-05  1.604E-01  5.205E-01 --  4.393E+01 

16 1.056E+00 1.298E-03 5.291E-02 5.139E-01 -- 4.110E+00 

  2.158E+01  2.399E-01  1.830E-01  3.221E-01 --  7.611E+01 

17 1.087E-02 4.561E-04 5.279E-01 2.217E+00 1.522E-02 4.110E-05 

  1.066E-01  1.433E-04  1.805E-01  4.237E-01  5.610E-02  3.383E-04 

18 -- 1.056E-04 4.110E-06 1.127E+00 -- -- 

 --  5.817E-05  1.622E-02  1.931E-01 -- -- 

19 3.323E-02 4.464E-04 5.188E-01 2.266E+00 6.447E-03 4.110E-05 

  1.546E-01  1.451E-04  1.751E-01  4.881E-01  6.433E-02  3.041E-04 

20 3.314E-02 4.580E-04 5.391E-01 2.267E+00 6.973E-03 4.110E-05 

  1.252E-01  1.465E-04  1.809E-01  4.404E-01  6.277E-02  3.225E-04 
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Chapter 6 

Conclusions and Recommendations 

6.1 Conclusions 

In this thesis, four novel mathematical models are developed to describe the copolymeri-

zation of inimer and isobutylene to form arborescent polymer via living carbocationic polymeri-

zation. These four models have accomplished the goals mentioned in Chapter 1.  

In Chapter 2, a lengthy PREDICI model has been developed.  To my knowledge, this is 

the first model for a Self-Condensing Vinyl Copolymerization (SCVCP) system that does not ap-

ply equal-reactivity assumptions for different end groups and vinyl groups. Because of the simple 

approach used in this model (i.e., to track separately the various polymer molecules with different 

numbers of end groups of different types), the model requires a large number of reaction steps 

and different species to describe the system accurately.  Doing so would be impossible without 

making some simplifying assumptions. The assumption that were made (e.g., only up to 15 inim-

er units per polymer molecule and two inimer molecules cannot react directly with each other)  

helped to reduce the number of reaction steps to 1430, the number of species to 122 and the num-

ber of different propagation rate constants from 6 to 4, making this model only applicable for low 

branching-level systems (i.e. average branches per polymer molecule < 5). This model can predict 

the concentration changes of inimer, isobutylene and different polymer species, the average 

branching level,    and   , the overall MWD and MWDs for polymers with different number 

of branches over time. Also for the first time, arbPIB experimental data are used for parameter 

estimation. It was shown that all four apparent propagation rate constants can be estimated by 

using the available literature data. The simulation results give a good fit to the experimental data.  

A secondary contribution of this modeling research is that it shows the ability of PREDICI to 

handle a surprisingly large number of species and reaction steps.  Before doing this research, I 
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anticipated that PREDICI would stop working after implementing several hundred reaction steps, 

however, it works well even if there are more than a thousand steps.  Perhaps even larger models 

for a variety of polymerization systems could be implemented in PREDICI in the future. 

In Chapter 3, a traditional Monte Carlo model is developed, which is a great improve-

ment over the RREDICI model in Chapter 2 because of the reduced number of simplifying as-

sumptions.  This MC model is the first model that can account for all six different types of appar-

ent propagation rate constants in SCVCP systems without applying any equal reactivity assump-

tions for different end groups and vinyl groups. This model is also not limited by the number of 

branches (or inimer units) that polymer molecules can have, making it suitable for simulating the 

production of arbPIB or even inimer homopolymerization. A special matrix is used to track all 

the information about individual inimer and polymer molecules in a small reaction volume within 

the system, and to track reactions between different molecules. From this matrix, and the known 

initial concentrations in the batch reactor a variety of information can be determined over time 

(i.e. concentrations of isobutylene, inimer and polymer molecules,    and   , the overall MWD 

and MWDs for polymers with different number of branches). The main disadvantage of this MC 

model is that if we want reliable results for MWDs, a relatively large sample volume must be 

considered and an extremely large matrix is needed for tracking the results.  The corresponding 

calculations for typical simulation can take several week on a typical laptop computer. This dis-

advantage could be addressed using advanced computing technology, including parallel compu-

ting, but even then, the proposed MC model would not be suitable for parameter estimation.  

In Chapter 4, another MC model, which uses an advanced algorithm that I developed 

with assistance from Dr. Piet Iedema and Kim McAuley, is described. This advanced MC model 

uses a combination of dynamic material balances and stochastic calculations.  It provides the 

same results as the MC model in Chapter 3, except that the MWD information is only generated 

for the polymer at the end of the batch (or at another user-specified time) where this information 
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is required. Also, the advanced MC model can easily provide information about dangling and in-

ternal segments that the traditional MC model does not provide.  The advanced MC model has 

much shorter computational times (e.g., by a factor of about 200 for the runs that were simulated).   

However, to achieve this remarkable performance, a much more complex algorithm is needed, 

which uses random number to make and track many more types of decisions than are made using 

the traditional MC approach.   

In Chapter 5, a new type of model is developed in PREDICI, which contains three paral-

lel simulation systems. The first simulation focuses on reactions between different types of end 

groups and vinyl groups. The second simulation provides information about dangling and internal 

segments. The third simulation provides information about the concentration of isobutylene, in-

imer and polymer molecules.  Information from the first two simulations is required to compute 

the rate constants for the third simulation, accounting for the fact that polymer molecules of dif-

ferent sizes (with different numbers of end groups) tend to react at different rates. Based on the 

information provided from these three simulation systems, the value of average branching level 

and number average molecular weight can also be calculated. This new PREDICI model, which 

takes only several seconds to finish one simulation, is much faster and more efficient than the 

three models in Chapters 2 to 4. As a tradeoff, some information (i.e. weight average molecular 

weight and MWD) is not able to be obtained. Even if this PREDICI model did lose some infor-

mation, it is still an excellent practical model for use in parameter estimation. This new model 

enabled parameter estimation for all six propagation rate constants in a SCVCP model, for the 

first time.   The new parameter values provide a better fit to the experimental data than the previ-

ous values that I estimated using the model in Chapter 2. Also, the simulation results show that 

confidence intervals of parameters        ,         and         include 0, which means they are 

not statistically significant at the 95% confidence level. The wide confidence regions seem to be 

caused by the low initial concentrations of IM in the experiments used to estimate the parameters 
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and the lack of information about concentration changes of IM over time. Additional experi-

mental data could be used to obtain improved estimates of the model parameters.  

Simulation results from the three models in Chapters 3-5 agree very well with each other 

and, for low branching-level systems, simulation results from the PREDICI model in Chapter 2 

match the results from the three models in Chapters 3-5.  
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6.2 Recommendations for Future Work 

Some recommendations arise from the research required to develop the four mathemati-

cal models in this thesis.  These recommendations are listed below. 

6.2.1 Modifications of Current Models 

In the proposed models, there is a common assumption that all polymer chains are not al-

lowed to react with themselves to form cyclic molecules.  Also, steric hindrance effects are not 

considered for reactions between large highly-branched polymer molecules. These two assump-

tions may make reactions between large molecules occur faster in the simulations than in reality. 

It would be relatively easy to remove these assumptions in the traditional MC model by adding 

extra self-reaction steps into the model and some steric hindrance factors to the apparent kinetic 

rate constants for reactions involving large polymer molecules. However, it would be difficult to 

obtain the appropriate values for the cyclization rate constants and steric hindrance factors be-

cause literature values are not available and because the traditional MC model is too slow for pa-

rameter estimation.   

Also, by using some of the ideas developed for the proposed arbPIB models, new models 

could be generated and applied to other branched polymerization systems (e.g., involving con-

trolled radical polymerization or condensation polymerization).  

6.2.2 More Experimental Data for Parameter Estimation 

The results in Chapter 5 shows that estimates for        ,         and         may not 

be very accurate. These three parameters are related to the concentration changes involving IM 

and also end-groups that arise from the IM. Better estimation of these three parameters requires 

polymerization recipes that have high initial concentrations of IM and monitoring of the concen-

tration of IM over time during the batch experiments. Also, it would help to have IM homopoly-
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merization data with an initial TiCl4 concentration that matches the concentration used in the 

SCVCP experiments used for parameter estimation in Chapters 2 and 5.  

Moreover, the branching data available from Dos Santos were calculated from the con-

centration of IB and number average molecular weight, which does not provide any new infor-

mation. Independent measurements of branching level (e.g., by link destruction) would be helpful 

for parameter estimation.  Note that the model developed in Chapter 5 will need to be revised to 

predict link-destruction measurements, because of the way that segments were defined.  Link de-

struction destroys the benzene rings in the branched polymer chains and will result in longer 

“segments” than the types of segments that are predicted by the current models in Chapters 4 and 

5. 

In addition, only apparent rate constants were estimated in Chapters 2 and 5.  If experi-

ments are performed using a variety of initial TiCl4 concentrations, then it should become possi-

ble to estimate a variety of true propagation rate constants and equilibrium constants.  Note that 

the model developed in Chapter 5 could be used as an aid for selecting new experimental runs 

that will provide good information for parameter estimation and model validation.  It will be im-

portant to use the models to predict data that are not used for parameter estimation, so that the 

predictive ability of the models can be assessed. 

 


