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ABSTRACT

One major piece of information available on théwgereviews about various products
that are written by users. Some commercial webpitegide additional information such as
ratings about the products along with reviews. Havein the opinion mining research field,
most existing methods have ignored this additieaélable information, thus influencing the

accuracy of the mining results and the interpretatif various aspects related to the products.

In this thesis, we consider the reviews obtainethfepinions.com related to cameras,
and we proposBeviewMineran unsupervised method of automatically idemtyuseful
aspects of a product and estimating the correspgndtings for each aspect from the review
texts. The method explores various linguistic pagdo extract potential aspects and context-
dependent opinion phrases and employs a seriesuokhic strategies and pruning techniques.
Experimental results have demonstrated the effeleéiss of the proposed techniques and shown

their advantages over comparative baselines.
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CHAPTER 1.INTRODUCTION

A significant motivation for our information gatheg behavior has always been to figure
out the public’s opinion about the product for whige are interestedl'he public’s opinion has

always played an important role in the decision-mglrocess. Before the web, major sources
to address these queries were our friends, retaiad consumer reports. With the post web
these queries are satisfied with various blogsyraraerce sites, review sites and discussion
forums. There has been a sudden eruption of activihe area of sentiment analysis that is
attributable to the increasing number of Interrssra and new products being launched into the
market. The e-commerce and review websites emphasstomer reviews and feedback to
improve the customer’s shopping experience. Thedesites provide customers with a dedicated
space to read and write reviews about the prodbhetsustomers have purchased and used. With
this ever increasing number of Internet users, rpeaple are willing to share their perceptions
about and experience about the product they hanahased and used. With this ever-increasing
number of Internet users, more people are willmghare their perceptions about and
experiences with a purchased product. The mostlaoptoducts are garnering hundreds of
reviews. A customer who is willing to purchase auydar product may go through these reviews
before making a decision about whether to buy. Regaa few reviews might give a biased
opinion about the product. Among these commengsethre long reviews which are time
consuming to go through and make it much moredtiffifor the intended consumers to obtain
useful information about the product. Furthermbrgge numbers of reviews are very difficult to
maintain and, instead of being beneficial, becorbarden for the websites maintaining them
and the customers going through them. It is higldgirable to produce a summary of the

reviews or to obtain an interpretable rating far thost talked-about aspects of the product.
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In recent years, researchers have studied thisggmgefield called opinion mining or
sentiment analysis [1]. The major challenge fos field is to detect the product features that
have been mentioned in the reviewers’ comments@nate the comments based on the rating
guideline [2].

Both tasks are very tough to automatically simufeden the free text reviews. This thesis
proposes a methdgeviewMineifor identifying the product features and rating thatures from
free text customer reviewReviewMinemgives the user a list of the important featuresualthe
product and people’s opinion about the featuress fdature list and rating will assist the
consumers to make better choices while purchagingiag a product. A product feature is an
attribute of the product which is mentioned in teeiew and given some opinion given by the
reviewer. The opinion about the feature is notrietstd to positive or negative judgment;
instead, it rates the aspect on the scale of 1 T&& input data for thReviewMinerare the free
text reviews, a set of known aspects or known featand the rating guideline provided by
epinions.com. The result is a set of new cametaifes, apart from the known aspects, that are
listed in the reviews along with their computedmgs.

The feature emphasized view BgviewMineprovides the users with multiple benefits:

. The results obtained froReviewMinermprovide new customer insights from unstructured
content.

. New customers can compare different cameras bas#tedeature ratings.

. The output can be used as input for computer softtcasummarize the reviews.

o The features and their ratings can be utilizedeo@ommendation systems to provide

justifications for the suggestions.



o The features along with ratings companies keemprot issues and respond to trends
that impact business.
Websites such as Epinions.com, Amazon.com, etgiggadditional information with
the free text reviews and overall rating. This miation includes

. A set of predefined aspects and their ratings. &lpesdefined aspects, also called known
aspects, are requested to rate by Epinions.com wens write the reviews.

. A rating guideline is provided by epinions.com whioterprets the customer-satisfaction
level from a range of 1 to 5 (e.g., excellent egiglgood equals 4, average equals 3,
poor equals 2, and terrible equals 1).

This supplementary information that is suppliedhsy reviewing websites is overlooked
and not utilized by the prevailing methods. We teda dataset by crawling epinions.com and
generated an XML-based dataset that contains ¢leetdixt along with predefined aspects and
their ratings. The new dataset is comprised of I&2&ws and spans 130 products (cameras).

To resolve issues in the field of opinion mininglda give the customer a clear-cut picture

about the product to be purchased, the contribsitodrthis thesis are as follows:

. Extract aspects from free-text reviews for the acamevhich are of utmost importance to
the new customer

o Rate the aspects of the camera on a scale frond based on the rating guideline
provided by epinions.com
To extract the aspectReviewMinergoes through the opinion patterns of the known
aspects from free-text reviews and determines uk&ffdimit for the potential aspects.
For aspect ratindReviewMinerassesses the aspects based on the rating guiddime

known aspects are only used for mining opiniongsati, improving the accuracy of the
3



aspect extraction, and are not included in thd fistaof potential aspects. Utilizing this
additional information from epinions.com increaties preciseness of opinion mining.

o Following is the diagrammatic representation ofitiput forReviewMinerand the output
obtained after processing the data. The unstruttaéa and the known aspect, as shown
in Figure 1.1, are captured in XML format from Epims.com and supplied as an input to
ReviewMinemvhich processes the data, applies the algoritant produces the output in

text format as shown in Table 1.

Input

Unstructured review of Canon EOS 600D/Rebel T3it@igCamera with 18-55 mm lens and

known aspects extracted from Epinions.com.

Why Canon EOS Rebel T3i?
Written: Jul 26, 2011 (Updated Jul 26, 2011

Rated a Very Helpful Review by the Epinions community

User Rating: Excellent Pros: «vari angle LCD=18 megapixels-HD video-MNew lense
Ease of Use: o effects!

Diurability: ] Cons: = It iz quite more expensive than the other Rebels (5320-
Baftery Life: et e e $899)

Photo Quality; e e e The Bottom Line: This camera is great for anyone, from
Shutter Lag L amateurs to professionals. | would recommend it any day. Itis

quick, easyto use, and great quality.

I've had the Canon EQS Rebel T3ifor quite some time now and | have nothing more to say than WOW! This is the
latest of the Rebel cameras. It is a piece of work! Since the Rebel EQS XS (first model) was released, there have
peen so many great upgrades, each time they are better. When | tell you this, believe me, because | have been the
awner of three of the Rebel models (X5, T1i, and now, T3i). | have owned them all in the lastthree years, which is
quite crazy. What can | say? | am a Canon lover. 3ince |ve had three, | can tell you myself that the upgrades are
really noticeable, and it is worth it getting this camera instead ofthe earlier models. Doesnt matter if you are an
amateur ar a professional, the Rebel T3 works great for everyane. This camera works for taking personal pictures,
butitis also greatfor shooting professional photographs and videos Yes, videos! Linlike the first couple of Rebel
madels, which were only made for taking high quality pictures, this one takes even higher quality pictures and HD
video (with autofocus for a professional feel). Even though itis moare expensive, you won't regret buying itt Mo
picture turns out badly. Itis not as big and heavy as more professional Canons, but works just as well. IWs good for
day, and night pictures, since it has good quality flash included, It has greatfeatures apart from the fraditional black
and white or sepia. In total, there are five to choose from: black and white, soft focus, fish-eye effect, tay camera,
and miniature effect! Whats great about this camera is that instead of buying lenses that create these effects, the
camera does them with any lense!

Figure 1. Input to the ReviewMiner System
4



Output

Canon EOS 600D / Rebel T3i Digital Camera with 58 lens

Table 1. Output from the ReviewMiner after Processing the XML Input

Aspect Rating (scale of 5)
Frame lenses 4.33
Resolution 2.78
Pixel density 1.67
Video camera 4.17
Picture quality 4.0




CHAPTER 2.RELATED WORK

In recent years, researchers have studied opininimgnto detect the product features
that have been mentioned by reviewers in their cens The researchers have also tried to
classify the polarity of the extracted feature, thiee it is positive, negative, or neutral. The
researchers already worked on the sentiment dlzessain at the review level [16, 17]. In this
thesis, sentiment classification is different freristing methods because the thesis concentrates
on opinions expressed for each feature ratherghariding an opinion for the entire product.

The sentence-level classification has been stunjeésearchers [18, 19] and differs
from our approach because this thesis aims at a granular level, i.e., identifying sentiments
for a particular feature. A sentence can be coragred multiple product features, so the
opinions for each feature may be different; e.dne ‘picture quality of the camera is good, but
the battery life is short.” “Picture quality” ant¥dttery life” are two different features. The
“picture quality” has been given a positive feedhamnd the reviewer’s opinion about “battery
life” is negative. The sentence-level and prodaeel classification can be found in [20].

In terms of the expressed opinions, the thesisaitempts to capture them at a more
precise level. In previous studies, the opinionsava®nsidered to be positive, negative, or
neutral [18, 22] and neglected the importance tfeexe sentiments. For example, “the lens of
the camera is very good,” and “the view finderls tamera is good”, both statements are
positive opinions, but the sentiments “very gooddl good” are at different sentiment levels.
The sentiment “very good” is equivalent to “greatfiereas “good” is at a level below “great.”
The goal of this thesis is also to capture thebdesdifferences between opinion expressions.

Recent studies in the opinion-mining field haveldealy with one-word or two-word
features of the product [2, 22], e.g., the “batiéeyof the camera is good,” where “battery life”

6



altogether is the feature. In this thesis, moraitkt analysis is done regarding the capture of
multi-word features; e.g., “the rubber ring arothd zoom helps in easy gripping,” and “flash
coverage at close distances is excellent.” Theipuswvorks overlooked aspects such as “rubber
ring around the zoom” or “flash coverage at clostamces,” whereas in this thesis, word
phrases ranging from 1 to 5 words are considered.

The reviewer’s opinions about each feature weresorea as positive, negative, or
neutral in the previous studies [18, 22]. In tihisdis, a numerical value is assigned to all feature
so that a better evaluation can be done by thes aserompanies when they look at the final
output generated by thieviewMiner For example, thReviewMinerutput “picture quality is
4.5.” signifies that within a range of 1-5, thetpi@ quality has a score of 4.5 which interprets
the “picture quality” of the camera as very closéexcellent”. Similarly, if a feature has a rating

of 1.5, it is considered to be terrible.



CHAPTER 3.PROBLEM DEFINITION

In real life, opinions can be expressed about ang &f object. The term “object” can be
a product, a person, an institution, a topic, ldre we consider opinions about a specific
product, i.e., a camera. The product has spe@étufres about which opinions are expressed by
the customer reviews. For example, suppose a pkticamera, Canon’s EOS Rebel T3i, has
specific features or aspects for the lens qualitieo quality, and battery life about which
opinions are expressed by the user reviews. Theweaext may contain opinions about these
aspects, such as “the lens of the camera is goodihe battery life is terrible.” Specifically, ¢h

key here is the camera which has aspects abouh\liecusers express their opinions.

3.1. Assumptions

Let us suppos€ = {C,, C,, Cs..., C} be the set of n cameras, such as Canon PowerShot
A720, Canon PowerShot S20, Nikon D3000, etc. FeryegameraCi, we have a set of review,
R ={ R, R2 R3s..., Rk}. Each review has a pair of known aspects ancerevexts. The
known aspects also contain a rating, and an ovextatlg is assigned to the particular cam&;a,
For each camera, the dataset consists of freewdeid along with known aspects, their ratings,

and an overall rating.

3.2. Terminologies

The following subsections explain the most commardgd terminologies for the thesis.

3.2.1. Aspect
An aspect is a feature or attribute of a particptaduct that denotes a distinctive

characteristic of the product. The users have camedeabout the aspects in the review text.



Example 1

Sentence: “The lens of the camera is not so good.”

In the sentence, the word “lens” is the aspecatinibute, of the product.

Example 2

Sentence: “The photo quality of the camera is irpgKke.”

In the sentence, the term “photo quality” denokesaspect of the product which is an
important attribute of the camera. Based on thesditees, the camera would be considered

superior or not in comparison to others.

3.2.2. Known Aspect
Known aspects are those predefined aspects alpradgnt at epinions.com. These
predefined aspects are requested to rate by Egicimm when users write the reviews.
Example
According to epinions.com’s rating guidline for camas, there are 5 known aspects:

“battery life”, “durability”, “ease of use”, “photquality” and “shutter lag”.

3.2.3. Sentiment

A sentiment is a view of or attitude toward a di@ or event on the basis of which an
opinion is derived. Sentiment is considered heranaadjective which quantifies an aspect of the
camera [3].

Example 1

Sentence: “The photo quality of the camera is good.

In the sentence, the adjective “good” quantifies‘gphoto quality” aspect of the camera.



Example 2

Sentence: “The shutter speed of the camera is”poor.

In the sentence, the adjective “poor” quantifies ‘shutter speed” aspect of the camera.

3.2.4. Sentiment Orientation

A sentiment can be oriented in various degreethdrbasic, two-degree orientation, it
can either be positive or negative. With a thregrele scale, it can be positive, negative, or
neutral. This thesis follows the rating-guidelirreeatation suggested by epinions.com which is
much more granular with a five-degree orientatevel. The rating scale ranges from 1 to 5.

Example

The rating guideline supplied by epinions.com pegothat a rating of 5 is equivalent to
“excellent”, a rating of 4 is equivalent to “goodf rating of 3 is equivalent to “average”, a rating

of 2 is equivalent to “poor”, and a rating of leguivalent to “terrible”.

3.3. Problem Definition

For a given set of reviewR about multiple cameras, along with a set of priedelf
aspects’ for each camer@; and a rating guideline, we want to extract a $espectsA = { A,
Ao, As..., A; } for each camer&; and estimate the corresponding ratifgs={ X j1, Xi j2, Xi j3

..., Xi j,m} for eachA; of C;, based on the sentiments people expressed setltd reviews, ;.

3.3.1. Problem
Both A and X are unknown. To resolve, we have tdgom the following tasks:
Task 1
Extract aspects or features that have commenteireviews.

Task 2

10



Collect the list of opinions that quantify the asise
Task 3
Compute a rating for the aspects by grouping theiap word with synonymic words

because different people use various linguistimseto express their views.

3.4. Approach byReviewMiner to Address the Issues

ReviewMineris designed in a way which would address theseegsand, finally, produce
an output comprised of product-based aspects alithghe ratings. The web crawler is an
external system which searches epinions.com amdastthe unstructured product reviews
along with the rating guidelines. The web crawlerduces the output in XML format which is
then input for Review Miner. Review Miner is congad of various components, each of which
performs a specific task.

Components of Review Miner

Following are the components of the Review Minestesn which interact among each
other. Each component performs its task in a se@glenanner, sending and receiving a series
of input and outputs.

POS Tagger and product-wise Tagged Reviews Gemerato

Aspect Finder and Nearest Sentiment Identifier

Pattern Mapping Filter and Noise Reduction

Aspect Rating according to the Rating Guideline

Figure 2 gives an overview for the different comgats of Review Miner. Their

interactions, along with their inputs and outpug shown.

11



Feviews from Product wise reviews m xml

http:wwrw epinions.com . format sleng with knewn
Web Crawler and =
. e aspects . POS Tagger
*  Beview Generator - ==
Part Of Speech
tagged reviews
Candidate ¥
Pattern Mapping Aspects and their| Aspect Finder and
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Reduction ) Identifier

—

Product Aspect lig

and thetr
zentiments
RATING GUIDELINE .
from epintens.com R Aspect Rater
L
Fimal cutput —

Product Aspects and
their Fatings

Figure 2. Components’ Interaction for ReviewMiner with the Inputs and Outputs Shown
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CHAPTER 4.ASPECT EXTRACTION AND SENTIMENT CAPTURING

Prior to extracting the aspects from the collecbbreviews, the words’ parts-of-speech
(POS) are tagged. In corpus linguistics, part-afegjin tagging (POS tagging or POST), also
called grammatical tagging or word-category disajuaation, is the process of marking a word
in a text (corpus) as corresponding to a partiqodat of speech based on both its definition and
its context, i.e., the relationship with adjacemd aelated words in a phrase, sentence, or
paragraph [4].

For example, “This is a sample sentence” will beSR@gged as “This/DT is/VBZ a/DT
sample/NN sentence/NN” [8], where DT is the detemeni VBZ is the verb (third-person
singular present), and NN denotes noun [9, 10VvidReMiner uses the Stanford NLP Parser [2,
3, 7] for POS tagging of all the sentences in theew texts. An aspect can be a noun, an
adjective, an adverb, or a verb. Research stuti@s that, in most cases, i.e., 60% to 70% of the
cases, the aspects are noun [3]. Most likely, thena which are frequently mentioned in

multiple reviews are supposed to be an aspect.

4.1. Determining type of Aspect

The most widely used method for finding the aspecdpinion mining is the frequent
noun method [3]. The relevant content is mentianedost of the reviews, whereas the
irrelevant content is unlikely to be repeated & teviews. The rare ones, which are not

mentioned in most reviews, are unlikely to be adodette for the camera’s aspect.

13



4.1.1. Candidate Aspect
The candidate aspect is a feature of the camerehvajualifies to be a candidate as a
feature of the camera. It is a frequently used mquhnase and is found in the comments from

most reviewers.

4.1.2. N-gram Model for Phrase Aspects
Review Miner uses the n-gram modeling approaclatalle the phrase aspects which are
most commonly found in the reviewers’s commentsRgview Miner handles noun phrases

with a maximum of 5 words. The noun phrases caof Betypes. They are as follows:

N type

These single-word nouns can qualify as an aspéety @re in the form of single N
(noun) type.

Example Sentenc&he lens of the camera is good.

POS tagged SentencBhe_DT lens_NN of _IN the_DT camera_NN is_VBZ goat. J

Explanation:In the sentence, “lens” is a single-word noun wldah be a candidate for

an aspect.

NN type

These two-word aspects are consecutive nouns.

Example Sentencé@he auto focus is wonderful for the new users.

POS tagged Sentencehe DT auto_NN focus_ NN is_VBZ wonderful_JJ for_IN
the_ DT new_JJ users_NNS . .

Explanation In the sentence, “auto focus” is an aspect caedrof consecutive nouns.
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NX*N type

These four-word aspects are comprised of a notheadtart and the end. The second
word is a preposition or an article, and the thwatd can be any part of speech.

Example Sentencéndoor shots in poor lighting turn out well artdsi fast enough to
capture those spontaneous events that happen id#tlakd pets.

POS tagged Sentendadoor_JJ shots_NNS in_IN poor_JJ lighting_NNtuB
out RP well_RB and_CC it PRP is_VBZ fast_ RB enougho TO capture_VB those DT
spontaneous_JJ events_NNS that WDT happen_VBPINittids NNS and_CC pets_NNS . .

Explanation In the sentence, “shots in poor lighting” is @apeact where the first word
(shots) and last word (lighting) are nouns. Theadownord (in) is a preposition. The third word

(poor) can be any part of speech; in this case ah adjective.

NNX*N type

These five-word aspects are comprised of a notinarfirst, second, and end positions.
The third word is a preposition or an article, amel fourth word can be any part of speech.

Example Sentencdlikon has better lenses and slightly better imargeessors for weird
situations.

POS tagged Sentenddikon NNP has VBZ better_JJR lenses_NNS and_CC
slightly RB better JJR image_NN processors_NNSIfoweird_JJ situations_ NNS ._.

Explanation In the sentence, “image processors for weirdatns” is an aspect where
the first word (image), second word (processonms, last word (situations) are nouns. The third
word (for) is a preposition. The fourth word (weighn be any part of speech; in this case, it is

an adjective.
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4.2. Finding Candidate Aspects

4.2.1. Non-Alphabetic Word Handling

For a particular product, there is a set of revidiech review consists of the sentences
which are all POS tagged. TReviewMinergoes through the sentences and finds the nouns in
the sentences. Then, it checks to see whetheotire anly contains alphabetic letters.

Example

The word “EOS-350D" qualifies as a noun, but thedvie unlikely to be an aspect.

Therefore, they are filtered by this alphabet-afigcker method.

4.2.2. Phrase Aspect Handling

First, the Phrase Aspect Handling method startskthg whether the first noun it
encounters qualifies for the longest phrase,fivee,words. Then the Phrase Aspect Handling
method checks whether the adjacent word is alsmua.rf the next word is a noun, then it
checks whether the next word is a preposition caréinle. If the next word is a preposition or an
article, then the Phrase Aspect Handling methodlchehether the last word is also a noun. If
the last word is a noun, then there is a five-wahichse that is saved as a candidate aspect.

If the consequence of the first encountered nows dot qualify for the requirements of
a five-word phrase but satisfies the consecutivenepthen it is a two-word phrase. Otherwise,
the Phrase Aspect Handling method moves on to dioeckfour-word phrase. With a four-word
phrase, the Phrase Aspect Handling method firstkshior a preposition or article in the second
position and, finally, for noun in the fourth paasit. If all conditions are met, then it saves the
phrase as a candidate aspect.

Lastly, if consequence of the first encounteredndoes not satisfy the four-word phrase

requirements, the Phrase Aspect Handling methockshehether there is a preposition or an
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article in the second position as well as a nouthénthird position. If both conditions are met, it

gualifies for a three-word phrase and is savedadidate aspect.

4.2.3. Reducing Derived Words to the Stem Word

Every word in the phrase aspect which qualifiegiiercandidate aspect is stemmed, or
reduced, to the stem word. The Porter Stemmeritghgof6] helps to narrow the number of
aspects by reducing the derived words to their steyrremoving the commoner morphological

and inflexional endings from words in English.

4.2.4. Application of Porter Stemmer Algorithm andPhrase Aspect

The Porter Stemmer algorithm is applied prior todiimg the phrase aspects, and each
word of the phrase aspect is stemmed by the sarttethmentioned above and a stemmed
phrase aspect comprising of the stemmed wordsrestittdes, is obtained. However, a
generalized version of the phrase aspect is savéths a meaningful interpretation can be

obtained with the results instead of the stemmedds

Algorithm getAspect()

1. for each reviewR in the cameras do

2. for each wordi in each reviewr do

3. ifWp is a noun then

4, apply is-alphabet-only method\fér

5. W; =W, is stemmed using Porter Stemmer

6. iM% is a noun then

7. iN;is a preposition or an article alg is a noun then
8. aspect phrase mfk; to Ws
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9. else

10. aspect phrase mfk; to W,

11. End if

12. i\, is preposition or an article aid, is a noun then
13. aspect phrase #fk; to W,

14. End if

15. i is preposition or an article ani is a houn then
16. aspect phrase mfk; to Ws

17. else

18. aspect phrasé/~

19. End if

20. End if

21. End for

22. End for

4.3. Finding Sentiments for the Aspects

4.3.1. Nearest Adjective Capturing

The Review Miner, while creating the list of caratiel aspects, searches for the nearest
adjectives for all features in the reviews. Therastadjective within an 11-word proximity of
the fully qualified aspect phrase is considerethasentiment of the aspect phrase. The

adjective can be present before or after the aghease to qualify for the sentiment.
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4.3.2. Sentiment-Segment Handling

Review Miner considers sentence-segment handlinig whpturing the sentiments near
an aspect phrase. Even if the sentiment is in thpity, i.e., within 11 words boundary before
or after the aspect, it is also checked to sdeeifetis a semicolon or period between within that
11 words. If a semicolon or period is present, tenaspect sentiment is not qualified as an
aspect-associated sentiment and is discarded.

Example Sentence

Most features of the camera are good; the shyiesgdshas some issues.

POS Tagged Sentence

Most/JJS features/NNS of/IN the/DT camera/NN ardMgdod/JJ ;/: the/DT shutter/NN
speed/NN has/VBZ some/DT issues/NNS ./.

Although the aspect “shutter speed” is closer &atijective “good,” the sentiment “good”

does not quantify the aspect “shutter speed.” &tktegood” quantifies the “other features”
which is placed at a further distance than the @sisbutter speed.” The aspect “shutter speed”
is in a different sentence segment than “good,h\he segments separated by a semicolon.
Thus, aspects in a sentence segment should naidmifted by adjectives from another sentence

segment.

4.3.3. Handling Extreme Sentiments
Review Miner captures the degree of sentiment spmeding to an aspect. An aspect’s
sentiments are the adjectives closest to the aspeetadverb immediately before the adjective

either quantifies the degree of the sentiment wenses the sentiment.
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Reversing the sentiment

This kind of adverb reverses the adjective’s meaniinthe adjective is a positive
sentiment, it becomes negative, and if it is a ieg@ne, it becomes positive.

Example Sentence:

The auto focus is barely useful.

POS Tagged Sentence:

The_ DT auto_NN focus_NN is_VBZ barely RB useful. JJ

Here, the aspect “auto focus” is quantified byddgective “useful.” “Useful” is positive
sentiment. The adverb “barely” reverses the meaoinige adjective “useful,” so, instead of
being a positive sentiment, the “auto focus” aspecbmes negative because of the adverb’s
presence.

Quantifying the degree of the sentiment

This kind of adverb quantifies the degree of thaisgent. It either increases or decreases
the degree for the sentiment of an aspect.

Example:

The zoom of the camera is very good.

Here, the aspect “zoom” is described by the adjectjood.” The adjective “good” is a
positive sentiment. The adverb “very” increasesdbgree of goodness to excellent according to
the rating guideline. Therefore, “very good” is leeged by “excellent.”

Special Cases for the adverbs “very” and “really”:

Positive adverbs such as “very” and “really” aradilad in a special way. If the adjective
is preceded by a positive adverb (i.e., “very” mgdily”), the degree of the adjective is increased

one more level.
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4.3.4. Opinion Pattern Mining

Review Miner utilizes the known aspects collectexhf epinions.com to mine the part-
of-speech patterns that match the known aspeatssaoeviews. Because these patterns are
mined across the reviews, patterns can be apmidtetpotential candidate aspects to filter out
false positives. To mine the pattern, Review Mifrgdls identical phrases in the reviews for each
known aspect. Then, it searches for adjectivesemearest proximity of that known aspect in
the reviews as a corresponding sentiment. Wheltieeséntiment is before or after the known
aspect, the parts of speech information from tipeetsto the corresponding sentiment or from
the sentiment to the associated aspect is captlinesicaptured POS sequence between the
adjective and known aspect is saved as a pattemkiiown aspect itself is generalized and
replaced with “_ASP” in the pattern to identify thgpect section in the segment.

Example Sentence for Post aspect sentiment

The camera’s battery life is superb.

POS tagged Sentence:

The_DT camera_NN 's_POS battery NN life_NN is_VBpexb JJ . .
POS tagged Pattern:

_ASP_VBZ_JJ

Example Sentence for Pre aspect sentiment

The camera has a good battery life.

POS tagged Sentence:

The DT camera_NN has_VBZ a_DT good_JJ battery KNNN . .
POS tagged Pattern:

_JJ_ASP
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In both cases, the known aspect (battery lifedgged as _NN_NN and is replaced by

_ASP so that it can be considered as a genergiatbein.

4.3.5. Filtering Non-Aspects: Based on Pattern Nundy

We further employ a cutoff value to filter out then-aspects. Across all reviews, we
obtained 913 occurrences of known aspects. Of &3@ccurrences, 728 appear in proximity
to a sentiment. Mining these reviews for patternsnown aspects, the number of unique
patterns is 304, so the average number of sentimtenthich each pattern is mapped is
2.39(728/304). The average number of sentimentpaiéern is taken as the “Pattern Average”
factor which is rounded to the nearest integeriaiaken into consideration for filtering the non-
aspects. Patterns which have an appearance frggiessahan this Pattern Average are ignored.

Example 1

The frequency of the pattern “_ ASP_VBZ_JJ” in theiews is 5. Because it is greater
than 2, it is a valid pattern and is used to fitiat the non-aspects.

Example 2

The pattern © ASP_WDT_NNP_VBD_VBD_RBR_JJ"s fregogrin the reviews is
only 1. Because it is less than 2, it is not advphttern and is discarded.

Now, the candidate aspects are searched for thhestedljectives in the reviews. The
POS segment between the aspect and correspondéeugieelis saved in a similar manner as for
the known aspects. For each candidate aspectuthber of matching POS patterns is calculated
across the reviews. If the number of matching P&@8ems is equal to or more than the

predefined threshold, then it is kept; otherwisayill be ignored.
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Example

Suppose the threshold for matched patterns is 1.

The candidate aspect “picture quality” has matchighl the following patterns:

1. ASP_VBZ JJ
2. JJ_ASP

3. ASP_VBZ_RB_JJ

Because the number of matching patterns is gréadarl, the “picture quality’ aspect is
not filtered. This method reduces a major portibthe non-aspects from the list of candidate
aspects. Still, there is noise in the candidate@specause some non-aspects match the
required pattern threshold. We leave the issuettihg more appropriate filtering technique for

noise reduction in our future work.

4.3.6. Filtering Non-Aspects: Based on Sentiment Equency

The frequent aspects are separated from the legadnt ones based on the number of
times they appear in the reviewers’ comments. imdtrategy, a support value of 10% is applied
to the number of sentiments belonging to each aspéice reviews to filter out the non-aspects.
The filtering of non-aspects is a potential areamgdrovement where the more complicated
approach is left for future work. Applying the serent frequency as a measure to filter out
potential non-aspects from the candidate aspecysstilbnot eliminate the noise present in the
reviews since some non-aspects may still remaihdnist because they may have corresponding

sentiment frequency values greater than the spdcfipport value.
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CHAPTER 5.ASPECT RATING

In contemporary research on opinion mining, moghoas deal with a maximum of
three levels of sentiment classification. Most egsk methods in this field classify sentiment to
be either positive or negative. Some techniquessiflasentiments as positive, negative, or
neutral. TheReviewMinethandles sentiment classification up to five levélseReviewMiner
also takes care of extreme goodness or badnessaptutes the rating with a 5-level orientation
scale and rates the aspects of the camera on sisedidhat scale.

The aspect rating is done for each camera independethers. For each came@,
ReviewMinefrfinds the nearest sentiment that quantifies tpesA;, in the set of reviews. For
each aspect, there is a list of sentiments assdcvath it. Pulling together the tally of all the
sentiments finally gives an assessment of the aspeceach sentiment, we will compute a
rating and the rating guideline provided by Episi@om is used for this purpose to assign a
rating to the sentiment. To summarize, the asairtg mechanism can be separated into the

following two major steps

5.1. Finding the Nearest Neighbor for Sentiments
5.1.1. Steps for Finding the Nearest Neighbor

Step 1

For each product aspect, the sentiment which sesk either before or after, to the
aspect within the same sentence segment is captured

Step 2

The K nearest neighbor (KNN) algorithm is applied éach aspect sentiment using the

Wordnet [12] hierarchical graph to find the nearesghbors for the aspect sentiment.
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Step 3

The rating guideline is used to compute the sintyldretween the aspect sentiment and
the representative sentiments defined in the Epsmomm guideline.

Step 4

In this thesis, K is equal to 2, so two nearesgimeors of the aspect sentiment are
obtained based on the rating guideline.

Step 5

Most sentiments fall in between two repetitive saehts given in the rating guideline,
i.e., having two nearest neighbors.

Example

For the “nice” aspect sentiment, the closest adjestfrom the rating guideline are
“good” and “average.”

Also, there are aspect sentiments which are abexeetient” or below “poor”. For
example the aspect sentiment “worst” is placedwépmor” according to the rating guideline

and having only one nearest neighbor.

5.2. Rating Mechanism

The nearest neighbor algorithm uses the ratingauiel provided by Epinions.com. Each

sentiment of the aspect is placed within the sohfating guideline to get the nearest neighbors.

5.2.1. The Rating Guideline
The rating guideline is comprised of 5 level orains as shown in Figure 3. The rating

guideline has values ranging from excellent, gas@rage, poor, to terrible. Any sentiment is
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categorized within this range, and the two nearegghbors of the sentiment are found by
applying the 2-NN nearest-neighbor algorithm. Bareple, the word “nice” has two nearest
neighbors, i.e., “good” and “average.” Figure 3whdhe rating guideline with a range of values

along with the placement of the “nice” sentimenthivi the range. The y-axis represents the

numerical value of the rating range’s values.

5 "r Excellent “

nice

3 Average
20
L=
g 2 Poor
=
1 Terrible

S
—_—

Figure 3. The Rating Guideline with the Placementfathe “Nice” Keyword
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5.2.2. Assumptions from the Rating Guideline (Epirdns.com)

Epinions.com provides a rating guideline that assigalues to the 5-level orientation
sentiments. A rating of 5 is assigned to “excellentth a rating of 4 as “good,” a rating of 3 as
“average,” a rating of 2 as “poor,” and a ratindlLads “terrible.”

For each aspect sentiment, the KNN algorithm fith@stwo nearest neighbors as the first
comparable sentiment and the second comparablenget The first sentiment is closest to the
aspect sentiment. While rating the aspects baséldeomearest neighbors, different weights are
assigned to the found neighbors. The closest nergklgiven twice the weight compared to the

second closest neighbor.

5.2.3. Weighted Rating

For example, the “picture quality” aspect has thatisnents “really good” and “very bad”
identified from the reviews. The nearest neighlwdrthe “really good” sentiment, according to
the rating guideline from the Wordnet database;gwed” and “excellent.” The first sentiment
for “really good” is good, and the second sentimeriexcellent.” In this thesis, the first
sentiment is given more priority than the secondiseent, i.e., twice the second’s assigned
weight.

Rating Example

The sum of the rating for “really good” is 2 * goedL * excellent=2*4 +1*5 =13.
The total weight for “really good” is 2 for goodlor excellent =2 + 1 = 3.
Again, for the “very bad” sentiment, the nearesghbkors are “terrible” and “poor.” The

first sentiment for “very bad” is “terrible,” antié second sentiment is “poor.” Similarly,
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The sum of the rating for “very bad” is 2 * terebt 1 *poor=2*1+1*2 =4,

The total weight for “very bad” is 2 for terribl@@ 1 for poor =2 + 1 = 3.

The sum of the ratings for the “picture qualitypast is equal to 13 + 4 = 17. The sum of
the weight is 3 + 3 = 6.

The final rating of the “picture quality” aspecttigen 17/6 = 2.83 on a scale of 5. The
rating 2.83 on a scale of 5 indicates that the cammépicture quality” is in between average and
poor.

In case of sentiments having only one nearest beigh the rating guideline, the
sentiments like those placed above excellent arepldelow poor are assigned full weights, i.e.,

3 is assigned to the nearest sentiment in thegrgtindeline.

Algorithm computeRating()

Rating Guideline (Excellent, Good, Average, Poaryrible)

Sentiment 5-scale ratings: Excellent(5), Good(4erage(3), Good(3), Poor(2),
Terrible(1)

1. For each produd®,

2. For each aspe#t of the produc®,
3. Breadth First Sear@&HS aspecty’s sentimentS, in Wordnet graph
4, FirstAdjectivEA = the Nearest adjective for sentim&tn the Wordnet

graph according to the Rating Guideline

5. SecondAdjecti®A= Second closest adjective for sentim&in the
Wordnet graph according to the Rating Guideline

6. closestAdjectiveM&@AM; ={ A, (FA,SA }

7. End For
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8.

End For

9. For each produd®,

10.

11.

12.

13.

For eaclCAM,; for aspecty

createProductRatingMap()

End For

End For

Algorithm createProductRatingMap()

N

10.

11.

12.

13.

14.

15.

For each sentimer$; in closetAdjectiveMafCAM;

AdjectiveCount = 0; Rating = 0;

Matching with Sentiment guideline 5-gcedting values

In the case of two nearest neighbors
Processing the first nearesgjimeor FirstAdjective FA
AdjectiveCouniAdjectiveCount + 2
Rating = Rating + 2 * ScaleRating¢FAdjective FA)
Processing the secondestareighborSecondAdjective SA
AdjectiveCounfdjectiveCount + 1
Rating = Rating + 1 * ScaleRating(Secbdigctive FA)
In the case of single nearegjhimor
AdjectiveCount = Adjectveunt + 3

Rating = Rating + 3 * Selehting(SingleAdjective)

FinalRating = Rating / AdjectiveCount

End For
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5.2.4. Sentiment Reversal Effect
If any adjective is preceded by the adverb “ndt¢ polarity, or orientation, of the
sentiment is reversed.

Example Sentence 1

“The battery life of the camera is not good.”

Here, the “battery life” aspect is quantified by thdjective “good.” The adverb “not” just
before “good” reverses the sentiment’s polarityrd;iénot good” is considered as “poor”
according to rating guideline provided by Epini@osn.

Example Sentence 2

“The lens of the camera is barely useful.”
Here, the adjective “useful” is preceded by theesldVbarely” or “hardly.” Due to the
presence of the adverb “barely,” the polarity & gentiment is reversed.

Rating changes for the presence of “not”

These adjectives with “not” adverbs preceding tlaeensubstituted as follows:

1. not excellent = good
2. not good = poor

3. not average = good
4. not poor = average

5. not terrible = poor

5.2.5. Sentiment Changing in Effect
If any adjective is preceded by the adverb “vetli¢ sentiment’s degree is moved one

level higher or lower in the same direction.
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Example Sentence 1

“The shutter speed of the camera is very good.”

Here, the “shutter speed” aspect is quantifiedheyatdjective “good.” The adverb “very,”
which just precedes the adjective “good,” incredbesorientation level of the “good” sentiment.
Therefore, “very good” can be considered as thérsent “excellent.”

Rating changes due to a positive adverb effect

These adjectives with “very” adverbs preceding tlaeensubstituted as follows:

1. very good = excellent
2. very average = poor

3. very poor = terrible

Rating changes due to the presence of negativelasive

These adjectives with “hardly” or “barely” advent®ceding them are substituted as

follows:

1. hardly good = average

2. barely average = poor

5.2.6. Combining Sentiment Reversal and Sentimentianges
If any adjective is preceded by a combination gkrsal and sentiment-changing
adverbs, a change in the rating takes place. Tlmniog cases have been identified for the

presence of both categories of adverbs.
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Rating changes due to co-existence of the posiiilverb and negation verb cases

1. not very good = average
2. not very poor = average

3. not very average = good
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CHAPTER 6.EXPERIMENTAL RESULTS

The evaluation of our method is verified from bp#rspectives. The first perspective is
the accuracy of the extracted aspects i.e. in casgawith manual extraction of aspects how
well did theReviewMinero in extracting aspects. The second perspectats avith the rating
of the product aspects i.e. in comparison with naarating how welReviewMinerrate the

aspects of the product.

6.1. Dataset

Because data containing known aspects and a mguidgline in the required format were
not readily available, a web crawler was desigmetideveloped to extract camera reviews along
with known aspects and a rating guideline. Thesstereated by the web crawler consists of
over 1.1K reviews for 130 cameras of various braiitie cameras whicre used in the dataset

are Cannon, DMC, Fujifilm, Nikon, Kodak, Olympusrfasonic, and Pentax.

6.2. Baselines for Evaluating the Aspect Extraction

6.2.1. Adverb Preceding Adjectives

ReviewMinercaptures the adverbs just preceding the aspesit;zent. The
ReviewMinercaptures adverbs within the proximity of two woldgore the adjective because
there can be sentiment phrases such as “not vexy’go

Effect of Baseline

The implementation of adverb handling method haspr impact on the aspect-rating
calculation. Due to the presence of adverbs bef@adjective, the effective sentiment might be

reversed or changed (increased or decreased bagebitive or negative adverbs). There were
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130 cameras in total, altogether having 1,116 resid heReviewMinerrated a total of 10,146
product aspects from 1,116 reviews.

When adverb handling method is applied acrossetiews, it is seen that, of 7,571 rated
aspects, there were 1,017 aspect-rating changesadltierb handling method improves the

accuracy of the rating as shown in Table 2 by 1%.6& all reviews.

6.2.2. Pattern-Mapping Noise Reduction

ReviewMineremploys the pattern-mapping technique to filtertbe non-aspects from
the candidate aspects. The pattern-mapping meteslthe known aspects extracted from
Epinions.com to filter out the non-aspects. Thevkm@aspects are matched for patterns across
1116 reviews.

It is observed that the count for the product aspscaeduced when the pattern-mapping
method, compared to the naive one, is employed.n/pha&ern mapping is not used, the aspect
count is 13,735 across all 1,116 camera reviewrAhplementing the pattern-mapping
method, the number of aspects is reduced by 3g&80the total number of aspects is reduced to
10,146. The result as shown in Table 2 improve2$¥3%, when filtering out the noises, over

the naive method (without the pattern-mapping metyaplied).

6.2.3. Phrase Aspects

ReviewMinehandles phrase aspects of length 2, 3, 4, and/® fapm the single-word
aspects. The baseline is created by comparingethets obtained when the filter for capturing 2,
3, 4, and 5 words is turned off. While capturinggses when the filter is turned off, only single-

word nouns which have adjectives close to thengaadified as aspects.
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While turning off the filter for capturing 2-, 34;, and 5-word aspects across all reviews,
14,662 one-word aspects are identifiedR®viewMiner When the method for capturing the
phrase aspects is employed for capturing 2-, 3a#d 5-word aspects, the one-word aspect
count is reduced to 8,192. Following are the cofotphrase aspects when the phrase-aspect
method is employed.

1-word: 8,192

2-word: 1,744

3-word: 88

4-word: 118

5-word: 4

Therefore, the total number of aspects, includihtha phase aspects (1-word + 2-word
+ 3-word + 4-word + 5-word), is 10,146 which isdeban the 1-word aspects when the phrase-
aspect filter is turned off. Thus, the 1-word aspere reduced by 6,470, and the total number of
aspects is reduced by 4,516. It is also notedthieal -word aspects are based totally on the noun
words. The 2-word aspect contains two nouns simetiasly, and other phrase aspects include
multiple nouns apart from conjunction, prepositionfree part of speech. Thus, consecutive
nouns which are near an adjective in a sentenddygaa a 2-word aspect rather than two 1-
word aspects, reducing the total number of asp&bis aspect count is reduced to a large extent
since the same sentiment patterns are groupech@rgdhus an improvement by 30.8% is
observed when the phrase-aspect handling mechasisiacted. Filtering out the 1-word
aspects which are treated as phrase aspects withttbduction of the phrase-aspect method

shows a reduction of 44.12%, or 6,470, in the ldnaspect list as shown in Table 2.
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6.2.4. Noise Reduction by Removing Non-Alphabeticdtters from the Aspect List

Number aspects that are captured on the basig 6htun” part of speech contain
numeric, or non-alphabetic, characté&sviewMineriscards this noise by filtering out the
aspects with non-alphabetic characters. When theafphabetic handler method is applied to
ReviewMinerthe number of aspects is reduced from 10,24®b46. Therefore, 100 aspects
are filtered out as noise when the non-alphabeticller method is employed ReviewMiner
Thus, theReviewMinemethod as shown in Table 2 is improved by 1% wh&nducing this

method.

6.2.5. Sentence-Segment Handling

ReviewMinertakes care of sentence segment handling to etisireclated pairs of
aspects and sentiments are captured. If the agpddhe sentiment are present in different
sentence segments separated by a comma, semicaqgredod then that aspect is very unlikely,
gualified by the sentimenReviewMinelhandles the comma, semicolon, and period separated
sentence segments and ensures that, even if thetaspsentiment is within the proximity and
gualifies as an aspect-sentiment pair,ReziewMinediscards the pair.

It is observed that, when the sentence-segmeaitifi is turned off, the number of
aspects increases to 11,258. The number of acpatts with the sentence-segment handling is
10,146. Therefore, 1,112 aspects are filtered dw@nithe sentence-segment handling method is
applied. Thus, the sentence-segment handling agrsimoTable 2 leads to an improvement of

9.87% over the unhandled scenario.
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Table 2. Aspect Extraction Evaluation Comparison: RRview Miner and the Naive Method

Unfiltered Aspect Filtered Aspect
Impact Method Percent Improvement
Count Count
Pattern-Mapping 13,735 10,146 26.13%
Phrase Aspects 14,662 10,146 30.8%
Non-Alphabetic 10,246 10,146 0.98%
Sentence-Segment 11,258 10,146 9.87%

6.2.6. Changes in the Aspect Rating Due to the Perxce of Negative Adverbs

The presence of negative adverbs, such as “ndpidéhe adjective which qualify an
aspect reverses the direction of the aspect’'sraenti Thus, “not good” reverses aspect’s
opinion polarity and becomes “poor.” The ratingigissed to the aspect is reduced from 4 to 2,
impacting the overall calculation of the aspedhiat

It is observed across all reviews that the numbeaited aspects for 130 cameras is
10,146. There are 362 instances of rating charayebdése aspects across the cameras. Hence, as
shown in Table 3, an improvement of 3.56% is olgadiwith the introduction of the negative

adjective-handling technique.

6.2.7. Changes in the Aspect Rating with the Presem of Positive Adverbs in the Sentiment
The presence of positive adverbs, such as “vergéquing the adjective which qualify

an aspect changes the aspect’s sentiment. Thenpeeskpositive adverbs either increases or

decreases the aspect’s rating value, in most gastsng it to the extreme. Thus, the adverb

“very” in the adverb adjective “very good” incremgropinion value of the adjective “good” and
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it becomes “excellent,” so the rating assigned&aspect increases from 4 to 5, impacting the
overall calculation of the aspect rating.

The positive adverb-handling mechanism is apple¥dss all 1,116 reviews, and the
rating changes if the aspects are observed andembhuhis observed that there are 626 aspect-
rating changes when the positive adverb-handlinthatkis introduced in Review Miner. Thus,

as shown in Table 3 an improvement of 6.17% isinbthwith the method’s introduction.

6.2.8. Additional Weight for the Most Nearest Neighor

A 2-NN algorithm is applied to find the nearestgigior for each sentiment. In most
cases, the two nearest neighbors for each sentememot placed at equal distances from the
sentiment. Generally, one is closer than the offiee.one which is closer has more impact, or is
more similar to the sentiment, and is termed aditsieadjective. The one which is placed a little
further from the sentiment is called the secone@cttje. The second adjective has less impact,
or is less similar to the sentiment, comparedrsi &idjective. This emphasis on first and second
adjectives is handled by assigning double the wedfirst adjective compared to second one.

The impact due to the presence of the weight-hamaéthod is observed in the rating
aspects’ changes. The impact is studied acro4sldlb review and for all 130 products. A total
of 10,146 aspects are rated for all the produdis.imtroduction of the weight-handling methods
causes 4,832 aspects to improve their ratingshAwis in Table 3, 47.62% improvement in the

rating is observed across the reviews.
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Table 3. Aspect Rating Evaluation Comparison betweeNaive andReviewMiner

Impact Method Aspect Count Rating Changes Percent Changes
Adverb Preceding adjectives 10,146 1,017 10.02%
Negate Word handling 10,146 362 3.56%
Positive Word Handling 10,146 626 6.17%
Weightage Calculation 10,146 4,832 47.62%

6.3. Overall Camera Evaluation and Comparison

Three digital cameras were randomly chosen (frothcEdneras) for manual tagging and

aspect extraction. The reviews of the two digitaheras that were tagged manually by humans

are considered as the “Golden Standard” for compahe opinion-mining methods. The

performance measures of precision, recall, andresid 1, 13] are used for aspect extraction.

Table 4, Table 5 and Table 6 shows the comparistmden the different methods and Review

Miner for the measures of precision, recall, asddre.

Naive Method

The Naive method is the basic method without aggrithm applied for aspect

extraction. This method involves single-word aspect

Base Method

The Base method is the method with only phrasectspgplied for aspect extraction.
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Non-Alphabetic Method

The Non Alphabetic Method is the method that fitdre aspects consisting of non
alphabetic letters.

Sentence-Segment Method

Sentence-Segment Method is the method that fitensaspects by considering the
aspect sentiment pair within the same sentenacae@gpnly.

Pattern-Mapping Method

Pattern-Mapping Mehtod is the method of filterihg hon-aspects. The method filters
the aspects which have a frequency less than tiverP&lumber.

Non-Alphabetic and Sentence-Segment Method

Non-Alphabetic and Sentence-Segment Method is #thad combining both non-
alphabetic and sentence-segment methods. The cedviathod filters the aspects consisting of
non alphabetic letters and aspect sentiment paiiffierent sentence segments.

Pattern Mapping and Non-Alphabetic Method

Pattern Mapping and Non-Alphabetic Method is théhmeé combining both pattern
mapping and non-alphabetic methods. The combineldaddilters the aspects which have a
frequency less than the Pattern Number and congisfinon alphabetic letters.

Pattern Mapping and Sentence-Segment Method

Pattern Mapping and Sentence-Segment Method isétleod combining both pattern
mapping and sentence-segment methods. The commietabd filters the aspects which have a
frequency less than the Pattern Number and andiaspetiment pair in different sentence

segments.
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Table 4. Comparison between Various Methods for Digal Camera 1

Digital Camera 1

Methods
Precision Recall F Score
Naive 28.0% 63.63% 38.88%
Base 51.06% 83.63% 63.4%
Non-Alphabetic 51.06% 72.72% 59.99%
Non-Alphabetic and Sentence-Segment 51.06% 76.36%0 1.19%
Pattern Mapping 77.27% 82.22% 81.15%
Pattern Mapping and Non-Alphabetic 77.27% 82.22% A1%%
Pattern Mapping and Sentence-Segmen 70.839 82.22% 77.45%
Sentence-Segment 79.66% 82.22% 82.459
ReviewMiner 79.66% 85.45% 82.45%
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Table 5. Comparison between Various Methods for Digal Camera 2

Digital Camera 2

Methods
Precision Recall F Score
Naive 17.85% 57.14% 27.20%
Base 39.39% 57.14% 46.63%
Non-Alphabetic 33.33% 60.0% 42.85%
Non-Alphabetic and Sentence-Segment 33.33% 60.09 8592
Pattern Mapping 53.84% 60.0% 56.75%
Pattern Mapping and Non-Alphabetic 53.84% 60.0% 5%
Pattern Mapping and Sentence-Segment 53.849 60.0% 6.75%
Sentence-Segment 31.48% 60.0% 41.299
ReviewMiner 70.27% 74.28% 72.22%
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Table 6. Comparison between Various Methods for Dital Camera 3

Digital Camera 3

Methods
Precision Recall F Score
Naive 18.30% 62.22% 28.28%
Base 41.81% 82.22% 55.43%
Non-Alphabetic 64.91% 82.22% 72.54%
Non-Alphabetic and Sentence-Segment 64.91% 82.22% 2.54%
Pattern Mapping 74.24% 82.22% 78.02%
Pattern Mapping and Non-Alphabetic 74.24% 82.22% .0Z7%
Pattern Mapping and Sentence-Segmen 71.429 82.22% 76.44%
Sentence-Segment 65.74% 82.22% 73.069
ReviewMiner 72.54% 82.22% 77.07%
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CHAPTER 7.CONCLUSION

The thesis proposed a method for identifying aisdlkéng the issues associated with
plenty and long reviews for a particular camerae Tdng reviews, which are abundant in
number, leave the customer perplexed and unalaettact useful information from them. The
two major issues the thesis deals with are (1)@spdraction and sentiment capturing, and (2)
the aspect rating. These two issues, in turn, geftiee main goal of the customer who wants to
buy a camera. The customer gets a clear pictunet & camera’s features, or aspects, along
with their rating so that they can compare multigdeneras and select the best one.

Issue (1) is subdivided into two phases: (1.a) esgeraction and (1.b) sentiment
capturing. Review Miner takes a set of reviewsafotamera, the rating guideline, and a ,set of
known aspects as defined on epinions.com. For, Ra)iew Miner uses the n-gram model for
candidate-phrase aspects along with the patterrpimgypechnique which filters out the non-
aspects. Non-alphabetic word handling is also aseal second level for filtering aspects. The
Porter Stemmer algorithm is used to group simigeats which differ by inflected endings. The
aspect which does not have frequent sentimentsitnealso filtered out and the nearest
sentiments, along with the aspect, are saved.IFoy, (various methods have been applied to
capture the exact sentiment mentioned in the residnitially, the closest adjective for each
aspect is captured by applying the extreme-sentimamdling method. Thus the adverbs
preceding the adjective are included in the senttm@so, the sentiment segment-handling
method is used for the sentiment capturing sodhmabre accurate aspect-sentiment pair can be
obtained. For (2), the Wordnet library is used warmtify the sentiments based on the distance
between the rating-guideline sentiments and theasgntiment. The rating guideline supplied
by Epinions.com is taken as a standard for the cimgp aspect rating. The 2-NN algorithm is
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applied to find the nearest adjective from thengtyuideline for each sentiment of the aspects.
Then, the weight-handling method is applied to easpte to the closest sentiment and enhance
the computed rating’s accuracy. In this work, detheffort is taken to extract the phrase aspects
which have been neglected by the existing methods.

Apart from extracting aspects from the reviews,rttethod also assigns a rating to the
aspects. The previous methods only considered deveb orientation of sentiment, i.e., either
positive or negative. In comparison to previoushuds,ReviewMinershows an improvement
for the opinion-orientation level by rating the asfs on the basis of a five-level orientation that
takes extreme sentiments into consideration. Tadd&ional benefits makiReviewMinemore
complete than the existing methods. Experimentaluation demonstrates that tReviewMiner
technique performs much better than the contempaonathods in the field of sentiment

analysis.
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