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Abstract 

This study presents a detailed gas-phase and surface kinetic model for n-tetradecane autothermal 

reforming to deconvolute the complex reaction network that provides the mechanistic 

understanding of reforming chemistry in a packed-bed reactor. 

A thermodynamic analysis study for diesel reforming was performed to map the carbon 

formation boundary for various reforming processes. Through a Langmuir-Hinshelwood-Hougen-

Watson (LHHW) type of kinetic model, which was derived using a simple mechanistic study, the 

need for a detailed kinetic study including both gas-phase reactions and surface reactions was 

identified.  

Pt-CGO (Pt on Gd doped CeO2) and Rh-pyrochlore catalysts were synthesized and 

characterized. In an accelerated test for reforming of commercial-diesel, Rh-pyrochlore catalyst 

showed stable performance for 24 hrs, whereas Pt-CGO catalyst deteriorated in 4 hrs. Minimum 

structural change in Rh-pyrochlore catalyst compared to Pt-CGO catalyst was observed using 

redox experiments. An experimental kinetic study with an inert silica bed provided clear evidence 

that the gas-phase reactions are important to the kinetics of hydrocarbon reforming.  

“Reaction Mechanism Generator” (RMG) software was employed to generate a detailed gas-

phase kinetic model containing nine thousand three hundred and forty-seven elementary reactions 

and four hundred and fifty-nine species. The model was validated against n-tetradecane ignition 

delay data, and inert bed autothermal reforming data. The RMG model was also extended to 

capture the high pressure and low temperature pyrolysis chemistry to predict pyrolysis 

experimental data. The reactor simulation using the RMG model identified the detailed chemistry 

of the reactions in the pre-catalytic zone. Gas-phase oxidation/pyrolysis converts the heavier 

hydrocarbons and oxygen in the pre-catalytic zone to lower molecular weight products prior to 

reaching the catalyst surface. The steam reforming reactions that are dominant on the surface of 

the catalyst primarily involve lower molecular weight oxidation/pyrolysis products. 
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A multi-component micro-kinetic model containing two hundred and seventy surface 

reactions and fifty-two adspecies was developed using a semi-empirical Unity Bond Index-

Quadratic Exponential Potential (UBI-QEP) method. Transition State Theory estimates were used 

for elementary reactions up to C3 species, and simple fragmentation reactions were assumed for 

higher hydrocarbon species. Model simulations indicated on the catalyst surface that hydrogen is 

initially produced by the water-gas-shift reaction and subsequently by steam reforming reactions. 

A major reaction path for ethylene formation from 1,3 butadiene in the post-catalytic zone of the 

reactor was also identified.           
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Chapter 1 

General Introduction 

Commercialization of fuel cells depends not only on efficient and low cost design but also 

on the availability of hydrogen, either from a storage tank or from an on-board reforming unit 

processing hydrocarbon fuel. Although developed countries are investing in hydrogen energy, it 

is projected that the deployment of this infrastructure will take at least a couple of decades. Even 

in developed countries such as Canada, over 200,000 Canadians living in 300+ remote 

communities rely on diesel generators for producing electricity at costs that vary from $0.15 to 

$1.50 per kWh [1, 2]. The costs of diesel fuel, risks of fuel spill, local air quality, and long term 

sustainability are often cited as reasons for communities to look into alternative solutions [3]. In 

addition to diesel electricity production being relatively inefficient and expensive, it is also 

responsible for the emission of 1.2 million tons of greenhouse gases (GHG) annually in Canada 

alone [4]. With growing concern over efficient utilization of existing fuel supply, numerous 

alternatives have been proposed including: novel fuel additives, biofuel blends and improved 

design of combustion systems. Alternative methods of power generation, such as fuel cells, with 

minimal pollution and high conversion efficiency have attracted significant attention as possible 

solutions.  

Power demand in passenger cars is constantly on the rise. Due to low storage capacities of 

conventional lead-acid batteries, use of modern electrical equipment in vehicles is fairly limited 

[5]. The practice to idling to power the electronic equipment of heavy diesel trucks used in 

military and commercial application has been identified as a major economic and environmental 
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concern. In 2009, a report by Argonne National Laboratories estimated that long-haul trucks 

typically idle 6 hours per day, or 1,830 hours per year. However, actual practice varies, from 

idling 1-2 nights per week to hardly ever turning the engine off [6]. Trucks are typically kept 

running to heat and cool the cab and sleeper, keep the fuel warm in the winter, avoid cold 

starting, power electrical systems for refrigeration, lighting, computers and personal safety, and 

other electronic devices [7, 8]. With more than 680,000 trucks in the United States [9], each year 

about 20 million barrels of diesel fuel are consumed by idling long-haul trucks overnight. Truck 

emissions from idling total about 10 million tons of CO2, 50,000 tons of nitrogen oxides, and 

2,000 tons of particulate matter per year. Exhaust gases are known to cause severe environmental 

and health problems: nitrogen oxides are among causes of forest dieback and together with 

emitted hydrocarbons, are precursors of photo-oxidants, which give rise to photo-chemical smog; 

benzene and particulate matters are carcinogenic substances at high concentrations [10].  Van 

Den Berg [11] estimated the total electric demand of a parked commercial truck to be around 4.2 

kW which is difficult to meet using batteries alone. Today, the generation of electric power from 

internal combustion engines limits the efficiency of conversion of fuel to electricity to values far 

below 20% [12]. The efficiency of truck diesel engines producing 4.2 kWe via the standard on-

board alternator is only about 4 to 11% at idling [13].  

Solid Oxide Fuel Cell (SOFC)-Diesel reforming technology is a promising technology that 

has potential to replace existing low efficiency and high polluting diesel generators/engines for 

low power, distributed power applications. Fuel cell systems coupled with an upstream diesel 

reformer have efficiencies in the 25-40% range [12] which makes them an attractive option. 

SOFC systems using conventional fuels for stationary and Auxiliary Power Unit (APU) 

applications  have been projected as initial market penetration opportunities for fuel cells [14]. 
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Use of fuel cells is expected to reduce emissions of air pollutants such as nitrogen oxides, carbon 

monoxide, volatile organic compounds and particulate matters. In addition CO2 release will be 

lower because of higher efficiencies. Realizing the environmental benefits and efficiency gains, 

however, will require significant reduction in manufacturing costs and improvement in reliability 

such that commercialization is viable. A better understanding of process chemistry is essential to 

identifying better catalysts and optimizing the design of the diesel reformer. This is the main 

driving force behind the current effort performed under the umbrella of the NSERC strategic 

network SOFC Canada to get the mechanistic and kinetic understanding of diesel reforming for 

optimized APU design. 

1.1 Thesis Objectives 

The scientific aim of the present work was to gain insight into diesel autothermal reforming 

process by combining experimental work and mechanistic kinetic model development. To 

achieve the goal, following sub-theme targets were identified: 

a. Perform thermodynamic analysis study to obtain the carbon formation boundary for diesel 

reforming at different operating conditions.  

b. Test and characterize several commercial diesel reforming catalysts and select the catalyst 

for kinetic studies. 

c. Carry out reaction kinetics experiments with and without catalyst in a packed bed reactor for 

model validation and to assess the importance of gas-phase kinetics.  

d. Construct the gas-phase reactions kinetic model under autothermal reforming conditions 

using Reaction Mechanism Generator (RMG) and validate the model with literature data and 

experimental data from sub-theme c. Also, identify the major reaction pathways for different 



 

4 

 

species formation (especially ethylene which is the precursor to carbon formation) in the pre-

catalytic zone. 

e. Develop a surface micro-kinetic model using the semi-empirical unity bond index-quadratic 

exponential potential (UBI-QEP) approach for the gas-phase species reaching the catalyst 

surface and validate the model against experimental data.  

f. Simulate the packed bed reactor using combined gas-phase and surface reaction kinetic 

models and get insight into major surface reactions for hydrogen production and assess the 

importance of gas-phase chemistry in the post-catalytic zone.   

1.2 Thesis Structure 

The structure of this thesis is shown in Figure 1.1. Chapter-1 describes the need for better 

technology for efficient utilization of fossil energy. Chapter 2 discusses in detail current research 

being done in reforming technology development and identifies the current research needs. 

Thermodynamic analysis of diesel reforming over a range of operating conditions is given in 

Chapter 3 and defines the theoretical no carbon formation zone to be used in the experimental 

kinetic study discussed in Chapter 5. A generalized LHHW kinetic model developed in Chapter 4 

reveals the need for the detailed gas-phase and surface kinetic study that will be discussed in 

Chapter 6 and Chapter 7, respectively. Chapter 5 presents the catalyst characterization, long term 

stability tests, and kinetic data from a test reactor, with and without catalyst, that are useful for the 

gas-phase kinetic model validation in Chapter 6 and surface kinetic model validation in Chapter 

7. Chapter 6 describes the experimental packed bed reactor design, generation of the gas-phase 

kinetic model in autothermal reforming (ATR) conditions using Reaction Mechanism Generator 

(RMG), validating the model in combustion, pyrolysis and ATR regions, and different reaction 
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paths for major products formation in the pre-catalytic zone. Chapter 7 presents a multi-

component surface micro-kinetic model. The gas-phase kinetic model discussed in Chapter 6 

along with surface kinetic model validated against experimental data at various operating 

conditions. The importance of gas-phase reactions in the post-catalytic zone is also identified. 

Chapter 8 gives overall summary, conclusion and contribution of the present work with 

recommendations for future study. 

 

 

Figure 1.1: Framework of thesis. 
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Chapter 2 

Literature Review 

The reforming of conventional liquid hydrocarbon fuels such as diesel and gasoline is facing 

a number of challenges that are hindering the commercialization of this technology in spite of 

high volumetric and gravimetric hydrogen density and a well-established delivery infrastructure. 

Various designs have been proposed and tested for diesel reforming by various industries and 

research institutes such as Eltron Research and Development Inc. (USA) [1], InnovaTek Inc. 

(USA) [2], PowerCell in collaboration with Volvo Technology Corporation and KTH – Royal 

Institute of Technology (Sweden) [3, 4], Webasto AG (Germany) [5], Delphi Automotive System 

(USA) [6], Precision Combustion Inc. (USA) [7], Institute für Mikrotechnik Mainz GmbH[8], 

and Forschungszentrum Jülich GmbH (Germany) [9, 10].  

 

Figure 2.1: Fuel reformer design by Forschungszentrum Jülich GmbH (Germany) [9]. 
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Figure 2.2: Fuel reformer design by PowerCell (Sweden) [3]. 

 

The reformer design by Forschungszentrum Jülich GmbH  and by PowerCell is shown in 

Figures 2.1 and 2.2 respectively. In any reformer design, the basic concept is same. The fuel is 

atomized and mixed with other reactants such as air and/or steam in a mixing zone before 

entering the catalyst zone. The evaporated fuel mixes with the other reactants and the temperature 

is increased to the reaction temperature before the homogeneously mixed reactants reach the 

catalyst surface. The catalyst zone can be a packed bed reactor, a monolith or a micro-channel 

reactor coated with an active metal dispersed or substituted in the support structure which must be 

highly active and stable for diesel reforming. Apart from system design issues for energy 

integration, three core technical issues for diesel reforming are: (a) efficient homogeneous mixing 

of reactants in the mixing zone, (b) controlling gas-phase reactions in the mixing zone and in the 

hot zone after the catalyst that is responsible for ethylene generation which is precursor to coke 

formation, (c) designing a stable, highly active diesel reforming catalyst that is sulfur poisoning-

resistant, carbon tolerant and capable of high hydrogen yields. The technical targets of the U.S. 

Department of Energy (US-DOE) requires a durability of 5,000 hrs [11]. 
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Gas-phase reactions can have significant impact on reformer performance. Gas-phase 

chemistry in the upstream mixing region is often cited as a major source of ethylene, a precursor 

for carbonaceous deposits [12-16]. Gas-phase reactions also contribute to catalytic partial 

oxidation of light hydrocarbons in short contact time millisecond reactors [17-19]. However, 

there are limited studies directed towards the understanding of combined gas-phase reactions and 

surface reactions at reforming conditions that equally favour gas-phase reactions. An optimal 

reformer should provide homogeneous mixing of diesel with steam and air, and sufficiently high 

temperatures before the gas-phase products reach the catalyst surface. Many mixing zone designs 

have been proposed by various groups using both experimental and Computational Fluid 

Dynamic (CFD) studies of mixing of reactants in diesel and gasoline reforming reactors [3, 8, 10, 

16, 20]. Although there are continuous improvements in diesel reformer designs based on CFD 

simulations, the understanding and incorporation of gas-phase kinetics in the mixing region 

upstream of the catalyst zone in these models has been very limited. Recently, Dean and co-

workers pointed out the importance of modeling the upstream mixing region using n-hexane and 

n-dodecane as diesel surrogates [21]. They obtained a kinetic model based on combustion 

modeling work of Westbrook and co-workers at the Lawrence Livermore National Laboratory 

(LLNL) [22]. It should be noted that these models were used to predict the gas-phase 

concentrations and temperature profiles at high equivalence ratios (equivalence ratio is defined as 

the ratio of the fuel-to-oxidizer ratio to the stoichiometric fuel-to-oxidizer ratio) where their 

validity is unclear. They proposed that the mixture must reach the catalyst surface in less than 0.1 

sec to avoid formation of troublesome quantities of ethylene (1000 ppm) assuming the reactants 

are perfectly mixed at 800 K. In a related study, Deutschmann and co-workers used kinetic 

models from the literature for gas-phase partial oxidation of iso-octane [23, 24]. They used a 10 
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mm heat shield before and after the catalyst zone and assumed that no isooctane conversion 

occurs before the heat-shield (i.e., non-catalytic monolith). They concluded that the homogeneous 

and heterogeneous chemistry was an important element in modeling CPOX (Catalytic Partial 

Oxidation). Recently, Deutschmann and coworkers have shown that understanding the 

homogeneous gas-phase chemistry is very important for isooctane reforming as it leads to coke 

precursor (i.e., olefins, particularly ethylene and propylene) formation and subsequently coke 

formation down-steam of the reactor [25]. However, most alkane chemistry models in the 

literature are not developed specifically for autothermal reforming (ATR) conditions. 

A variety of approaches for modeling surface kinetics for higher hydrocarbon (i.e., diesel or 

gasoline surrogate) reforming have been employed. These models usually do not consider the co-

occurrence of gas-phase reactions or occurrence of the gas-phase reaction in the pre- and post-

catalytic zones. One of the first approaches used was assuming an overall reaction for system 

design purposes and fitting a power law type equation to experimental data [26-31]. Later studies 

adapted the Xu and Froment’s [32] Langmuir-Hinshelwood-Hougen-Watson (LHHW) type 

methane reforming kinetic model for higher hydrocarbon reforming and estimated the parameters 

of the model by fitting to experimental data [33-35].  A third approach used was to make various 

reaction schemes based on experimental observations or surface science studies and assume the 

rate determining step and most abundant surface species to determine the LHHW or Eley-Rideal 

(ER) kinetic model. Rostrup-Neilsen [36, 37] proposed one of the earliest such generalized 

mechanisms for higher hydrocarbon steam reforming, which was later used for modeling heptane 

reformers by various groups [38, 39]. Idem and co-workers [40-42] used similar approach in 

which they assumed various reaction mechanisms and rate determining steps to propose LHHW 

and ER models for isooctane and synthetic diesel partial oxidation. The model that gave lowest 
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AAD (Average Absolute Deviation) was then selected to represent the partial oxidation. Praharso 

et al. [43] and Huang et al. [44] used LHHW models to fit experimental data to the steam 

reforming of isooctane and partial oxidation of heavy hydrocarbons, respectively. In 2009, 

Deutschmann and co-workers studied the kinetics of hexadecane steam reforming in a micro-

channel coated with Rh/CeO2 catalyst [45]. They used an elementary reaction kinetic model 

based on C1 mechanism that was developed for Rh/Al2O3 catalyst, and added a global reaction for 

dissociative adsorption of hexadecane over the catalyst surface. The proposed micro-kinetic 

surface reaction mechanism assumed no gas-phase reactions and predicted the outlet composition 

very well qualitatively. Using similar approach they also proposed the mechanism for ethane, 

propane, and butane reforming on Rh catalsyst [46].  Using the Hickman and Schmidt’s[47] 

methane oxidation mechanism, Rickenbach et al.[48] added more parameters (i.e., reactions), 

replaced methane adsorption step with butane adsorption, and proposed a simple 23 step 

mechanism for butane reforming. All of the work discussed so far assumed no gas-phase 

reactions and proposed the surface kinetic mechanism for heavy hydrocarbons. As discussed 

before, Deutschmann and co-workers used the available kinetic models from literatures for gas-

phase reactions and modeled the heterogeneous partial oxidation of iso-octane by using a detailed 

surface reaction mechanism for partial oxidation of C1-C3 species coupled with lumped reactions 

for adsorption of iso-octane [23, 24] . They concluded that the homogeneous gas-phase chemistry 

is very important and there is need to have more detailed model for both gas-phase reactions and 

surface reactions. Dorazio et al. [49] proposed a gas-phase mechanistic study model for n-

tetradecane reforming on Pt/Al2O3 catalyst. The proposed mechanism could qualitatively capture 

some of the behavior of the process but failed to quantitatively predict the experimental data. 
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Several experimental studies on catalysts have been reported for generating hydrogen from 

gasoline, diesel fuel and its surrogates [11, 28, 50-52]. Based on progress made so far, no non-

noble metal catalysts have shown long term activity and stability for heavy hydrocarbon 

reforming. Platinum group metals such as Pt and Rh are found to be an excellent candidate for 

heavy hydrocarbon reforming. Krumpelt and co-workers at Argonne National Laboratory (ANL) 

developed Pt on doped ceria catalyst that gave promising results for autothermal reforming of 

isooctane for 47 days [53, 54]. Based on ANL’s study, Bae and co-workers  used 0.5 wt% Pt – on 

20 mol% Gd doped ceria (CGO) for gasoline and diesel autothermal reforming [15, 55]. They 

observed that homogeneous mixing of the reactants lead to long term stability as generation of 

carbon precursor (i.e., ethylene) was suppressed [16]. Also Pt was reported to show better 

performance over Rh and Ru when CGO was used. Later they recommended to use post 

reforming stage (3 wt% Ru/CGO) to remove light hydrocarbons (over C1) to get stable operation 

for synthetic diesel reforming [56, 57]. Schmidt and coworkers used Rh-α-Alumina coated 

monoliths for n-decane, n-hexadecane, JP-8, and isooctane autothermal reforming [13]. However, 

they observed carbon, ethylene and propylene due to gas-phase cracking. Roychoudhary and 

coworkers used Pt on La-Al2O3 and Rh on Ce-Zr microlith short-contact time reactor for 

isooctane autothermal reforming [58]. Later they used their proprietary catalyst for 50 hr 

autothermal reforming of JP-8 fuel. The catalyst activity was found to decrease initially and the 

performance was recovered when the catalyst was exposed to air after 45 hrs [7]. Kolb and 

coworkers reported declining of catalytic activity for iso-octane autothermal reforming in 1wt% 

Rh/Al2O3 coated micro-structured reactor [59]. The activity recovered to initial level after short 

oxidation. Thormann et al. [60, 61] reported 15 hr stable operation for steam reforming of diesel 

surrogate (hexadecane) in microchannel reactor coated with Rh/CeO2. They observed that the 
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activity declined at 645 °C, but remained constant at 700 °C. Pettersson and coworkers used two 

layers of monometallic Rh and bimetallic (Rh-Pt) washcoats (i.e., Ce and La doped alumina) for 

diesel autothermal reforming [62]. In their XPS analysis, they observed lower amount of Rh/Al, 

Pt/Al and La/Al ratio at the entrance of reactor possibly due to oxidation reactions at the entrance 

of the catalyst that causes sintering. The present literature study shows that until now only 

Pt/CGO catalyst has given a better performance for long term operation of diesel reformer. 

However, none of the work presented so far identified the effect of reducing and oxidizing 

environment on the catalyst activity. Sehested  [63] reported four major challenges for reforming 

catalysts (Figure 2.3). These challenges are strongly interconnected. Apart from carbon formation 

and sulfur poisoning, the sintering of the catalyst is the major concern, which particularly happens 

in redox environment. Desirable catalysts are those whose structure as well as properties do not 

change or change only minimally with time, particularly at high operating temperatures and 

during redox cycles.    

 

 

Figure 2.3: Four major challenges for reforming catalyst [63]. 
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Summary 

Literature review on the kinetics of heavy hydrocarbon reforming revealed that there are 

limited studies that consider gas-phase reaction and that no validated gas-phase reaction model 

exist for high equivalence ratio (i.e., low O2/C ratio) for larger alkane molecules (or diesel 

surrogates). High equivalence ratio is pertinent to autothermal reforming whereas low 

equivalence ratio is relevant to combustion processes. This review has also found that elementary 

reaction based surface kinetic model for diesel reforming is not available. For better design of the 

reformer and the catalyst, understanding the process gas-phase and surface chemistry in terms of 

the elementary reactions is important. The development of micro-kinetic models to predict the 

chemistry and understand the reaction pathways leading to hydrogen production and ethylene 

formation, which is a precursor to coke formation, is also crucial for improved reformer models. 

Literature studies on fossil liquid fuel reforming catalysts suggest that there is need to identify the 

suitable catalyst and test it under redox environment for stable performance. 
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Chapter 3 

Thermodynamic Analysis of Diesel Reforming Process: Mapping of 

Carbon Formation Boundary and Representative Independent 

Reactions 

3.1 Preface 

This chapter presents a thermodynamic chemical equilibrium analysis using a Gibbs free 

energy minimization technique for diesel reforming. The goal of the analysis was to map the 

carbon formation boundary and identify the operation window for maximum hydrogen yields in 

carbon-free zone. The chapter was published in “Journal of Power Sources, 194 (2009) 1007-

1020” 

The work examines carbon formation under various operating conditions in different parts of 

the reactor for three different reforming processes - steam reforming (SR), partial oxidation 

(POX), and autothermal reforming (ATR). The chapter presents a mapping of carbon formation 

boundary and possible reforming operations and conditions that ultimately lead to higher 

hydrogen yield. This study shows that despite the high hydrogen yields, the endothermic steam 

reforming of diesel is a highly energy intensive process that could lead to overall lower efficiency 

of the system. Partial oxidation of diesel is not suitable as it needs very high temperatures in order 

to be in the carbon free region as per thermodynamic analysis. Elevated temperatures (> 1000 °C) 

are also not desired from material of construction selection point of view. Thermodynamic 

analysis suggests autothermal reforming as the best choice as it can be carried out at low 
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temperatures than POX and can have a sufficiently higher hydrogen yield than POX process.  

However, it is not possible to operate the ATR process at thermoneutral point in the carbon-free 

operation region. The thermodynamic study provides supporting reason for pursuing further 

studies on autothermal reforming of diesel. This analysis also helped in deciding the operating 

conditions for experimental study discussed in Chapter 5. 

3.2 Abstract 

This paper presents thermodynamic analysis of commercial diesel with 50 ppm sulfur 

content for the three common modes of reforming operations. Thermodynamic analysis is done to 

get boundary data for carbon formation and to get the composition of various species for all 

modes and entire range of operations. For steam reforming operation, steam-to-carbon (S/C) ratio 

equal to or greater than 2 is required for carbon-free operation in entire temperature range 

(400‒800 °C). However, selection of S/C ratio requires the balance between maximizing the 

hydrogen yield and minimizing the energy input both of which increase with increasing S/C ratio. 

For partial oxidation operation, O2/C ratio of 0.75 is preferable to maximize hydrogen yield but 

carbon formation can occur if regions of reactor experience temperatures lower than 700 °C. In 

the case of autothermal reforming, for carbon-free operation, temperature higher than 750 °C, 

O2/C ratio in the range of 0.125‒0.25 and S/C ratio greater than 1.25 and ideally 1.75 is 

recommended. However, enthalpy analysis indicates that it is not possible to reach to 

thermoneutral point at this condition so it is better to operate O2/C ratio 0.25 or little higher with 

constant heat supply. A set of three independent reactions is proposed that along with element 

balance equations can adequately describe the equilibrium composition of six major species ‒ H2, 

CO2, CO, H2O, CH4, and C for the entire range of reforming operation. 
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1. Introduction 

Diesel is a common fuel source for transportation application worldwide and it is used in 

generators as the main source for electricity generation in the Northern communities of Canada. 

Conversion of chemical energy of diesel into either motive power or electricity is achieved in 

combustion engines, which generates in addition to a known greenhouse gas – carbon dioxide ‒ 

unwanted byproducts such as nitrogen oxides (NOx) and particulate matter. A recent report in 

Canada has shown that health cost associated with exposure to particulate matter emissions is 

significant [1]. Without changing the fuel, it is possible to significantly reduce or even completely 

eliminate the impact of particulate emissions if hydrogen-rich stream generated from diesel 

reforming can be used as a fuel for low-temperature proton exchange membrane fuel cell 

(PEMFC) for automotive applications and for high-temperature solid oxide fuel cell (SOFC) for 

remote electricity generation [2-4]. It is pertinent to point out that reformed-diesel-fed-SOFCs are 

also being considered as auxiliary power units in transport trucks which require power to heat or 

to cool the cabin areas and to power electrical systems for refrigeration, lighting, computers and 

other electronic devices [5]. 

However, reactor design for reforming diesel into a hydrogen rich stream is a challenging 

problem that includes finding an active, stable catalyst. Another problem is deactivation of 

supported-metal catalysts due to carbon/coke formation and by the presence of sulfur compounds 

in the feed [5-8].  Carbon formation fouls the metal surfaces, blocks the catalyst support pores 

and voids, causes physical disintegration of catalyst support, and may also promote undesirable 

side reactions [4, 6, 7]. From operational standpoint, the objective is to identify operating 

conditions that avoid carbon formation and maximizes the production of hydrogen while 
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simultaneously minimizes the formation of CO, CH4, and other hydrocarbons. Depending on the 

reforming process chosen, an additional interest is to minimize the reactor energy input. Such 

conditions can be identified using chemical reaction equilibrium and thermo-chemical analyses. 

There is limited literature on the chemical equilibrium analysis of diesel reforming 

processes. The work of Ahmed et al. [2] examines three diesel reforming processes ‒ steam 

reforming (SR), autothermal reforming (ATR) and partial oxidation (POX) – in context of 

application as a reformer for solid oxide fuel cell system. Thermodynamic analysis results were 

presented in the form of product distribution over a wide range of temperature (300‒800 °C) but 

for selected feed compositions, i.e. steam to carbon (S/C) and oxygen to carbon (O2/C) ratios. For 

ATR operations, only three S/C ratios of 1.2, 1.5 and 1.8 were examined, each at two O2/C ratios. 

For POX operation, only three O2/C ratios – 0.5, 0.75 and 1.0 – and for SR operation, three S/C 

ratios – 1.5, 1.8 and 2.0 – were examined. Whereas the carbon formation temperature at these 

specified operating conditions could be derived from the product distribution data, carbon 

formation boundary for the entire spectrum of temperature and feed composition (defined by 

O2/C and S/C ratios) was not explicitly presented.  

In other studies, equilibrium compositions have been reported at conditions specific to the 

experimental work carried out using surrogate fuels [7, 9-12] or particular C:H ratio [4] of diesel 

to compare with experimentally observed product compositions results. However, no detailed 

study of thermodynamic analysis of commercial diesel has been reported. 

1.1. Objective 
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The objective of the present work is to map the thermodynamic region where the carbon 

formation is favoured. It should be noted that kinetic effects are not addressed in this analysis and 

that coke formation is possible by kinetically driven processes in the region where the carbon 

formation is not thermodynamically favoured. Unlike Ahmed et al.’s work wherein four feed 

composition for ATR, three feed composition for SR and three feed composition for POX were 

examined, carbon formation boundary for the entire range of feed composition covering three 

different reforming processes was carried out. The carbon formation boundary is determined from 

gas-solid chemical reaction equilibrium computations using Gibbs free energy minimization 

routine implemented in MatlabTM. In addition, the influence of pressure on carbon formation 

boundary is also examined. From the analysis of equilibrium composition of reaction product, it 

is shown that the composition of the six dominant species can be predicted by considering three 

independent reactions and the known elemental balance.  

2. Diesel: Composition and Reforming Reactions/Products 

2.1. Diesel fuel composition 

Diesel fuel is a complex mixture of around 400 hydrocarbon species, some 20 organic 

compounds of sulfur, and additives. The distribution of the carbon number of the hydrocarbon 

molecules peaks in the range of 15‒25 carbon atoms per molecule [13]. Diesel fuel contain 

mainly iso-paraffins, but also n-paraffins, mono-, di-, tri-, tetra cycloparaffins, alkylbenzenes, 

naphthalenes and phenanthrenes and even pyrenes [14]. Aromatic compounds may comprise 20 

vol.% of the mixture. Different chemical formulae for diesel have been reported: 

C14.342H24.75O0.0495[15], CH1.86[4], C13.4H26.3[12], C13.57H27.14[16], C16.2H30.6[10], C13.6H27.1[14]. 
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Ahmed et al.[2] performed thermodynamic analysis on commercial diesel having the same 

composition reported in Amphlett et al.[17], who simulated diesel composition that has similar 

heat of formation, Gibbs free energy and distillation curve to type D2 diesel. It has been reported 

that hexadecane is the predominant hydrocarbon in U.S. certified grade diesel (38.7 wt.%), 

however overall composition and heat of combustion of typical diesel fuel are more closely 

represented by dodecane [3, 12]. The chemical equilibrium composition by definition is not path 

dependent; the final composition is simply a function of the thermodynamic state defined by 

temperature, pressure, and elemental composition (atomic ratios of C:H:O in the feed). In the 

present study, we have considered C13.6H27.1 to be representative of commercial diesel with 50 

ppm sulfur content (as per European regulation 2005) [14]. The properties of commercial diesel 

are summarized in Table 3.1. 

 

Table 3.1: Properties of diesel fuel 

Fuel Formula Sulfur 

content 

[wt. 

ppm] 

L.H.V. 

[kJ/mol] 

F.L. 

Lower, 

Higher 

[Vol %] 

ρ 

kg/m3 

B.P. or 

B.R. 

[oC] 

H.V. 

[kJ/mol] 

Cp 

[J/mol∙K] 

at 20 °C 

Diesel C13.6H27.1 50 8,080 1,   6 856 120-

430 

47 340 

L.H.V - Lower heating value; F.L.- Flammability limits; B.P.- Boiling Point 

B.R.- Boiling Range; H.V.-  Heat of vaporization   

 

2.2. Reactions and products 
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 The general scheme of reforming diesel with subsequent usage of the reformate in a SOFC 

is depicted in Figure 3.1. The general idea is to operate the reformer such that reformate stream 

with as high hydrogen content as possible is generated while minimizing unwanted species–

unreacted and unsaturated hydrocarbons. The practical reformers usually operate at temperatures 

greater than 600 °C to ensure that reactions proceed with sufficiently fast kinetics. Since the 

SOFCs are designed to operate in the 600-900 °C range, the upstream reformer may have to be 

operated at higher temperatures (> 600 °C) in consideration of heat losses [10]. The ability to 

operate the reformer at thermally desirable conditions also depends on the type of the reforming 

process, which will influence the choice of catalyst and the product composition.  

 

Figure 3.1: Schematic diagram for reforming process and dotted line represents system 

boundary considered for the energy balance calculations. 
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Reforming of hydrocarbons including diesel can be classified into three different types of 

processes – SR, POX, and ATR. Under idealized conditions, hydrocarbon is stoichiometrically 

converted to CO and H2 in POX, and to CO2 and H2 in ATR and SR (assuming water-gas-shift 

[WGS]). Thus, the overall reaction can be represented as shown below: 

SR: ( )2 2 2 22 2 0
2n m
mC H S n H O n H n CO S n H O H + ⋅ ⋅ → + + ⋅ + − ⋅ ∆ > 

 
                 (1) 

POX:  2 2 2 0
2n m
mC H A n O H A n CO H + ⋅ ⋅ → + ⋅ ⋅ ⋅ ∆ < 

 
     (valid for A = 0.5)           (2) 

ATR: 

( ) ( )( )2 2 2 2 22 1 2 1 0
2n m
mC H A n O S n H O nCO n A H S A n H O H + ⋅ ⋅ + ⋅ ⋅ → + + ⋅ − + − − ⋅ ∆ ≈ 

 
                           (3) 

where S is steam to carbon ratio and A is oxygen to carbon ratio. From stoichiometric 

conversions, S = 2 for SR, A = 0. 5 for POX reaction, and S = 2∙(1-A) for ATR.  

It must be recognized that the aforementioned reforming processes do not proceed with the 

idealized stoichiometries of Equations (1)‒(3) because of the occurrence of numerous chemical 

reactions - the reverse water-gas-shift reaction (RWGS), methanation, thermal cracking and 

gasification - shown below. As a result, the reformate streams typically contains CO, CH4, carbon 

(C) and other species not included in Equations (1)–(3). Depending on the operating conditions 

and the catalyst employed, the kinetics can be sufficiently fast such that the reformate 

composition approaches chemical equilibrium at the given temperature and pressure. It is 

generally accepted that the diesel reforming process involves hundreds or thousands of gas-phase 

radical reactions as well as surface reactions. The list of selective key overall reactions presented 
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below provides an indication of complexity although complete list consist of thousands of 

reactions.  

2 2 2 298 42.2kJ/moloCO H O CO H H+ → + ∆ = −  (WGS)                                (4)  

2 4 2 2983 205.3kJ/moloCO H CH H O H+ → + ∆ = −   (Methanation)         (5) 

2 2 4 2 2984 2 163.1kJ/moloCO H CH H O H+ → + ∆ = −            (6) 

2 4 2 2982 2 123.8kJ/moloCO H CH CO H+ → + ∆ = −                                              (7) 

4 1 4m n m nC H CH C H− −→ +                 (8) 

2 4 1 2m n m nC H H CH C H− −+ → +                (9) 

22m n
nC H mC H→ +                     (10) 

4 2 2982 74.9kJ/moloCH C H H→ + ∆ =                (11) 

2 2 2 2982 226.9kJ/moloC H C H H→ + ∆ = −                  (12) 

2 4 2 2982 2 52.3kJ/moloC H C H H→ + ∆ = −             (13) 

3 6 2 2983 3 20.4 kJ/moloC H C H H→ + ∆ = −                      (14) 

4 8 2 2984 4 0.13 kJ/moloC H C H H→ + ∆ =                       (15) 

4 8 2 2982 4 4 7.0kJ/moloCis C H C H H− → + ∆ =                       (16) 

4 8 2 2982 4 4 11.2 kJ/molotrans C H C H H− → + ∆ =                       (17) 

2 2982 86.3 kJ/moloCO C CO H→ + ∆ = −   (Boudouard)                        (18) 

2 2 298 130.4kJ/moloCO H C H O H+ → + ∆ = − (Rev-gasification)               (19) 
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2 2 298 393.8 kJ/moloC O CO H+ → ∆ = −          (20) 

2 2 298 574.3 kJ/moloS O SO H+ → ∆ = −          (21) 

2 2 3 298
1 98.9 kJ/mol
2

oSO O SO H+ → ∆ = −                      (22) 

3 2 2 4 298 98.2 kJ/moloSO H O H SO H+ → ∆ = −                            (23) 

2 2 298 297.3 kJ/moloH S H S H+ → ∆ = −          (24) 

Thermal Cracking of hydrocarbon:  

( ) ( )
( )

2 4 2 6 3 8 4 10

5 12 6 12 6 6

8 18

cyclohexane benzene

isooctane ........

n mC H C H CH C H C H C H
C H C H C H

C H

→ + + + + + +

+ + +

+

                                             (25) 

Hexadecane, which is major component of diesel, also reacts with O2 [7]: 

( )16 34 2 14 10 22 12C H O C H S CO H+ → + +             (26) 

( )16 34 2 18 12 2
7 1 7 14
2 2

C H O C H S CO H+ → + +                  (27) 

2.2.1. Carbon and coke formation 

As discussed earlier, a significant problem in reforming process is the formation of carbon-

rich solid phase which is often referred to as carbon and coke. The definition of carbon and coke 

is somewhat arbitrary and by convention related to their origin. Carbon is generally considered to 

be a product of CO disproportionation (Boudouard reaction; Equation (18) [6] while coke is 

produced by decomposition or condensation of hydrocarbons [6, 7]. Coke forms may vary from 

higher molecular weight hydrocarbons such as condensed polyaromatics to carbons such as 
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graphite, depending upon the conditions under which the coke was formed and aged [6]. In the 

reforming of hydrocarbons, different types of carbon or coke have been observed. Elemental 

carbon (whisker carbon, filamentous carbon) is formed from the decomposition of hydrocarbons 

(Equations (11)‒(17)) [6, 7], Boudouard reaction (Equation (18)) and reverse gasification 

(Equation (19)) [7]. Dissociation of hydrocarbons such as methane and higher hydrocarbons (n ≥ 

4) is favoured at high temperatures, whereas carbon formation by Boudouard reaction and reverse 

gasification is favoured at low temperatures.  Pyrolytic carbon (Equation (25)) is formed by 

thermal cracking of hydrocarbons. The formation of coke typically, not necessarily always, 

proceeds through the following sequence [7].  

     (28) 

It should be emphasized that amorphous carbon (filamentous) is favoured at low temperature 

(< 600 °C) whereas graphitized carbon (also whisker type) is favoured at high temperature (>600 

°C).  Compounds which approximates the structure of coke, such as anthracene (C14H10; Equation 

(26)) and naphthacene (C18H12; Equation (27)), are thermodynamically favourable even at POX 

conditions [7].   

In a reformer system, there is a potential for coke/carbon formation in the catalytic reactor 

(reformer) as well as in its upstream and downstream units, for example, carbon/coke formation is 

possible and observed in the vaporizer unit. Furthermore, if the transfer line downstream of the 

reformer is not catalytically inert, carbon formation at low temperature via Boudouard reaction 

and reverse gasification reaction (Equations (18)‒(19)) can occur. As such, prior to operating a 

reformer (lab-scale or industrial) it is useful to assess the conditions under which carbon 

formation is thermodynamically favoured. If the reformer is operated outside this thermodynamic 

Olefins Polymers Coke Amorphous Carbon Graphitic Carbonn mC H → → → → →
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carbon formation region, the carbon formation may be avoided. In practice, further considerations 

to non-idealities, such as inadequate mixing, must be given and it must be recognized that the 

reformer operation may be limited by reaction kinetics. 

One of the reformer process units wherein there is significant potential for carbon formation 

is the vaporizer or injector. It must be noted that diesel fuel is liquid at ambient conditions and 

would have to be either vaporized or directly injected into another reacting stream, irrespective of 

the type of reforming process chosen. Since diesel is a hydrocarbon mixture, it has a boiling point 

temperature range. The least stable components of the diesel fuel crack into free radicals at the 

auto-ignition temperature, which may be as low as 250 °C for some fuels. If insufficient oxygen 

or steam is present, the free radicals can initiate chain polymerization reactions forming carbon-

rich phase or tars. 

2.2.2. Sulfur compound formation 

 Small amounts of sulfur in diesel fuel is a potential poison for many reforming catalyst, 

however it also minimizes coke formation [4, 7]. Expected sulfur products during the reforming 

of sulfur containing-diesel are SO2 and H2S (Equations (21), and (24)). However SO3 and H2SO4 

(Equations (22), and (23)) may also exist at conditions encountered in the cold exhaust lines of 

reformer. Further, H2S can interact with metal catalyst resulting either in surface adsorbed sulfur 

(at low H2S concentrations) or in bulk metal sulfide (at high H2S concentrations) [18]. The loss of 

catalyst activity due to presence of SO2 and H2S has been reported [19]. In fact, one method of 

catalyst selection involves the use of Ellingham diagram, which plots the Gibbs free energy of 

formation of various bulk sulfides as a function of temperature and H2S/H2 molar ratio in the 

system [4, 7].  In the present study, we have not considered the formation of bulk metal sulfides.  
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2.2.3. CO and CH4 formation 

The primary goal of the hydrocarbon reforming process is to generate hydrogen, however, 

CO and/or CH4 are always observed in the reformate stream and are the undesired products. 

Reactions involving these two species are shown in Equations (4) -(7). CO formation is favoured 

at high temperature because of reverse WGS reaction (Equation (4)), reverse methanation 

reaction (Equation (5)), and methane dry reforming reaction (reverse Equation (7)), whereas CH4 

formation is favoured at low temperature (Equations (5)‒(7)). Hence, if the reformer exhaust lines 

are not catalytically inert and if they are at low temperature then undesired product like CH4 is 

formed. Reactions which are responsible for formation of methane from hydrocarbon fuels are 

Equations (8) and (9) [14].  

2.3. Summary 

In summary it can be stated that diesel is a complex mixture of myriads of hydrocarbons and 

its reformation to hydrogen can be attained by one of the three possible processes. From the 

consideration of overall reaction stoichiometries, it can be deduced that the yield of hydrogen will 

depend on the choice of the reforming process. Moreover, highly undesirable products such as 

solid carbon/coke may form in the reformer or in the upstream/downstream units depending on 

the operating conditions. Detailed kinetic simulation of diesel reforming process and in particular 

prediction of carbon-formation is complicated owing to the large number of elementary reactions 

that must be considered and for which the kinetic rate laws are not known. However, carbon-free 

operational conditions that also favour high hydrogen yield can be identified by carrying out 

chemical reaction equilibrium study. 
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3. Chemical Reaction Equilibrium Calculations 

In this work, the equilibrium composition of reacting mixture is computed by the non-

stoichiometric approach, in which the equilibrium composition is found by the direct 

minimization of Gibbs free energy, which uses scalar parameter (Lagrange multipliers) for a 

given set of species [20]. The advantages of this method are: (a) a previous selection of the 

possible chemical equations is not necessary, (b) by applying constraint, no divergence appears 

during computation and (c) an accurate estimation of initial equilibrium composition is not 

necessary [21].  

3.1. Governing equations 

The chemical equilibrium for a system at constant temperature and pressure satisfies the 

following equation: 

          (29) 

where G is Gibbs free energy in  Joules, S is entropy in Joules/K, T is temperature in K, V is the 

volume in m3, P is pressure in N/m2, µi  is the chemical potential of species i in J/mol and ni is the 

number of moles of species i. 

For equilibrium composition computation, the objective is to find the values of ni that 

minimizes the value of G.  From Equation (29) total Gibbs free energy of the system is given as, 

∑∑ ==
components

ii
components
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where iG  is the partial molar Gibbs free energy, which is equal to chemical potential. 

For system comprising two phases,  

                   (31) 

               (32) 

where nc is number of gas-phase species, nc+1 to ns is number of condensed species, the activity of 

the substance, ai, can be given as: 

                 (33) 

Considering gas-phase behavior as ideal, 1iφ ≈  and standard state is taken to be 1 bar, i.e., 

. Equation (32) can be transformed into:  

                 (34) 

            (35) 
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The last term on the right hand side of Equation (35) representing the solids or condensed-

phase species (carbon and/or sulfur) is equal to zero as all elements’ Gibbs energy of formation is 

set to zero at standard state. 

Further, the elements in the system must be conserved, resulting in additional m material 

balance equations for m elements: 

   (Equality constraint)              (36) 

where jia  is the number of atoms of element j in molecule i, and bj is the total amount of element 

j in the mixture. Equation (36) considers solids for element balance. 

Thus, the equilibrium calculation problem is the determination of the minimum of a 

constrained function. In terms of Lagrange multiplier (λ), the constraint function to be minimized 

is: 

                               (37) 

At the minimum, the derivatives with respect to number of moles of the species are zero. 

Thus, the derivatives with respect to mole numbers are: 

                     (38) 
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                     (39) 

The non-linear systems of equations described by Equations (38) and (39) can be solved by 

using Newton-Raphson method. In this study, the fsolve function of MatlabTM was employed to 

solve the set of equations. 

For each S/C and O2/C ratio, the equilibrium composition is computed in the temperature 

range of 400 to 1000 °C at an interval of 50 °C. This gave the temperature range of 50 °C where 

carbon disappears. Then the calculations are repeated with increment of 0.5 °C in the observed 50 

°C span. The temperature at which, the carbon content is less than 1× 10-100 moles is reported as 

zero carbon for that C:H:O feed ratio. 

3.2. Input data 

The input data for simulation includes specification of elemental composition (dictated by 

the feed composition), temperature, and pressure as well as the standard state free energy of 

formation of all species. 

The standard state free energy or chemical potential ( o
iµ  ) for all elemental species, e.g., C 

(graphite), O2, N2, and H2, is set equal to zero. Accordingly, for chemical compounds
i

o o
i fGµ = ∆ , 

i.e., standard Gibbs energy of formation of species i. In this work, standard Gibbs energy of 

formation data is obtained from JANAF data tables [22], Pamidimukkala et al. [23], and Yaws 

[24].  

3.3. Selection of chemical species for inclusion in equilibrium calculations 
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For computation of equilibrium composition by free energy minimization approach, any 

chemical species can be included in the list of potential products (made of the constituent 

elements of the feed species), the thermodynamically unfavourable species simply end up with 

negligible mole number. However, to gain some insight into which species may be favoured to 

exist, the free energy of formation ( o
fG∆ ) of several C‒H‒O and sulfur species were examined 

as a function of temperature as shown in Figures 3.2 and 3.3, respectively .  

From Figure 3.2, it can be noted that CO, CO2 and H2O are the most favourable oxygenated  

 

Figure 3.2: Gibbs energy of formation of key carbon-containing species. o, CO; +, CO2;, 

CH4; x, H2O; □, C2H6; ◊, C2H4;  , C2H2; ∇ , C2H4O; •, C14H10;  , C18H12;  , CH2O; , 

CH2O2; , C16H34. 
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compounds. Acetaldehyde is highly unfavourable with respect to CO2 and formaldehyde is highly 

unfavourable with respect to CO and CO2. Hence these species could be possible intermediate 

species. C2H6, C2H4, C2H2, C2H4O, C14H10 and C18H12 are unfavourable with respect to CO, CO2 

and CH4. Formation of C14H10, and C18H12 (as per Equations (26) and (27)) from hexadecane is 

highly favourable at all temperatures but thermodynamically it should decompose into CO, CO2 

in the presence of oxygen.  

 From Figure 3.3, it can be noted that H2SO4 has lower Gibbs energy of formation compared 

to SO2, which is lower than that for H2S. Without considering the elemental constraints to be  

 

Figure 3.3: Gibbs energy of formation of sulfur-containing and other key species. o, 

SO2; +, SO3; , H2SO4; x, H2S; □, CO; ◊, CO2;  , CH4; ∇ , H2O. 
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satisfied, it may appear that sulfur in the product will preferably be present as H2SO4 and SO2 

rather than H2S. However, other oxygen-containing species must be considered in the assessing 

which species would be more favourable. For instance, among oxygen-containing species, 

thermodynamically CO2 would be favoured over both H2SO4 and SO2. Thus, it would be expected 

that oxygen in the reaction feed would end up as CO2 rather than SO2 and H2SO4. Therefore, it 

may be expected that sulfur ends up as H2S rather than H2SO4 or SO2 in the equilibrium product. 

It must be recognized that the ultimate presence of species in the equilibrium mixture would 

depend, in addition to free energy of formation, on the elemental constraints imposed. 

From the above arguments, the possible species that might be found in the final product were 

selected to be the following 19 species - H2, CO, CO2, CH4, H2O, O2, C2H6, C2H4, C2H2, C2H4O, 

C14H10, C18H12, SO2, SO3, H2SO4, H2S, S (alpha (solid), beta(liquid), gamma(gas)), C (graphite). 

Formic acid and formaldehyde were initially added into calculations but later on removed as their 

equilibrium composition was very negligible (almost zero).  

It is useful to point out that amorphous carbon may be favoured kinetically at low 

temperature but thermodynamically graphite carbon is highly favourable. Reported standard 

Gibbs free energy change for transformation of amorphous carbon into graphite carbon varies 

from -11.054 kJ/mol to -3.220 kJ/mol [25]. Cimenti et al.[25] analyzed the equilibrium 

composition using thermodynamic data for amorphous carbon and graphite and it showed 

negligible amount of amorphous carbon as energy content of amorphous carbon is higher than 

that of graphite. Hence, for the current equilibrium calculations only graphite carbon was 

considered.  
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4. Results and Discussion 

Chemical equilibrium computations were carried out to map the carbon formation 

boundaries in diesel reforming system and to assess the hydrogen yield in carbon-free operational 

region. The entire range of thermodynamic operating variables (temperature, pressure and 

composition) of practical interest was examined. The temperature range of interest is 400‒1000 

°C with the lower range relevant to the temperatures encountered in the vaporizer and the higher 

end temperatures expected in the exothermic partial oxidation process. For the compositional 

range, the steam to carbon ratio (S) and oxygen to carbon ratio (A) are parameters of interest. 

These ratios based on stoichiometries for SR, ATR and POX reactions of Equations (1)‒(3) have 

been discussed earlier. In practical operations, values higher and lower than the ratios determined 

from the ideal stoichiometries are possible and, more importantly, as will be shown, necessary for 

carbon-free operation. The studied compositional range spanning the entire spectrum of 

reforming processes is indicated in Figure 3.4.  For fuel vaporizer where no steam and oxygen is 

present, the process would be depicted as a point at the origin of the plot corresponding to S/C=0 

and O2/C=0. It is to be noted that the vaporizer feed may be a mixture of oxidant and fuel or 

water and fuel, in such case the depiction of vaporizer at the origin of Figure 3.4 would not be 

valid. Similarly, for SR process, there is no free oxygen present (O2/C=0) in the feed and, 

thereby, the operating region coincides with the y-axis whereas for POX process wherein no 

steam (S/C=0) is present in the feed, the operating region coincides with the x-axis.  

Finally, it is useful to remind that 19 chemical species, including condensed phases, 

identified in section 3.3 were considered in all free energy minimization computations. 
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Figure 3.4: Schematic representation of studied compositional operational range for various 

reforming processes. 

 

4.1. Carbon/Coke formation boundary 

Carbon formation boundary for vaporizer unit and that for various diesel reforming process 

is reported in this section. As discussed previously, only graphite carbon is considered in product 

species list and the coke, which is represented as anthracene (C14H10) and naphthacene (C18H12), 

is found negligible. 

4.1.1. Carbon formation in vaporizer/injector 
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To assess the carbon formation potential in the vaporizer or injector line of the reformer, 

equilibrium calculations for diesel thermal cracking were carried out. All C‒H species among the 

selected 19 species (see section 3.3) were considered in the calculations. As expected, the 

dominant species were methane and hydrogen, in addition to carbon as shown in Figure 3.5. It 

can be noted that significant amount of carbon is favoured to be formed even at low temperatures. 

However, the kinetics of the carbon-forming reactions is likely too slow to be cause of concern. 

Nonetheless, if the vaporizer/injector is operated or exposed to higher temperatures – carbon 

formation would be favoured both kinetically and thermodynamically. In the case of steam  

 

Figure 3.5: Equilibrium composition in thermal cracking of diesel. — ,1 atm; -·-, 5 atm; ο, 

hydrogen; +, CH4; ; carbon. 
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reforming, it may be possible to premix the diesel with water and then vaporize the mixture. 

However, the immiscibility of water and hydrocarbons dictates that local composition may be 

significantly different than the overall composition and, thereby, result in carbon formation. 

4.1.2. Carbon formation boundary for diesel reforming processes 

To map the carbon-free operational regime, based on thermodynamic consideration, carbon 

formation boundary over the entire range of operating conditions spanning the three different 

diesel reforming processes was computed. The results are presented in Table 3.2 wherein the 

carbon formation boundary temperatures at two different pressures is provided and in Figure 3.6 

where carbon formation boundary for various S/C ratios is shown. In Figure 3.6, for a given S/C 

ratio, the region on the right-side or above the line represents the carbon-free conditions. Figure 

3.6 also shows (as boxes) the potential range of operating conditions for the three different diesel 

reforming processes – SR, POX and ATR. The part of the box filled with hatched line then 

denotes the carbon-free operational conditions for typical reforming operation. 

For steam reforming (O2/C = 0), it can be concluded from Figure 3.6 that if S/C ratio is 

greater than 1.75, the operation is thermodynamically predicted to be carbon free for the expected 

operational temperature (600-800 °C). A much lower S/C ratio (~1.25) can be tolerated if the 

operational temperature is 800 °C. On the other hand, for partial oxidation (S/C ratio = 0), carbon-

free operations is possible for the complete operational temperature range (600-1000 °C) as long 

as the O2/C ratio is higher than 1.1. However, higher O2/C ratio can have adverse affect on 

hydrogen yield as will be discussed in section 4.2.b. Similarly, the choice of S/C ratio for SR 

operations will also be influenced by energy input requirements and hydrogen yields. 
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Table 3.2: Carbon formation boundary (Temperature in °C) for different operating 

conditions 

At P = 1 atm 

 S/C 

O2/C 0.00 0.75 1.00 1.25 1.50 1.75 2.00 

0.00 

0.125 

0.25 

0.50 

0.75 

1.00 

1.25 

>>1276 

>>1276 

>>1276 

1276.0 

678.8 

584.9 

396.1 

>>1023 

1023.4 

722.7 

624.7 

514.1 

300.4 

974.9 

717.3 

663.2 

570.1 

371.9 

230.3 

711.1 

657.0 

611.1 

443.8 

273.8 

178.9 

649.4 

600.4 

528.8 

292.8 

217.4 

150.6 

583.4 

315.4 

282.8 

229.4 

178.6 

125.0 

238.3 

231.9 

219.9 

187.9 

149.4 

104.7 

 

At P = 5 atm 

 S/C 

O2/C 0.00 0.75 1.00 1.25 1.50 1.75 2.00 

0.00 

0.125 

0.25 

0.50 

0.75 

1.00 

1.25 

>>1282 

>>1282 

>>1282 

1282.0 

756.5 

645.6 

412.1 

>>1027.1 

1027.1 

797.0 

679.7 

525.7 

300.1 

977.2 

784.8 

720.9 

592.7 

361.5 

230.3 

770.3 

704.4 

639.3 

394.0 

272.1 

184.0 

680.0 

576.5 

384.5 

287.6 

217.1 

150.6 

317.1 

298.0 

275.8 

228.2 

178.5 

125.0 

234.1 

229.1 

218.3 

187.5 

149.4 

104.8 
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Figure 3.6: Carbon formation boundary for SR, POX, and ATR at 1 atm: o, S/C = 0; x, S/C 

= 1.25; □, S/C = 1.50; ◊, S/C = 1.75; ∆ S/C = 2.0. Dotted box represents thermodynamically 

recommended region. 

 

For ATR operations, considering the realistic operational region to be O2/C ratio of 0.25-0.5 

and temperature range of 600-1000 °C, it can be noted from Figure 3.6 that carbon-free 

operations are predicted if S/C ratio of 1.5 or higher is maintained. Again, a lower S/C ratio is 

tolerable if the operating temperatures are on the higher end. For example, if the ATR operates at 

900 °C, a S/C ratio of 1.0 is indicated to allow carbon-free operation. Apart from considerations 

of carbon-free operations, the choices of O2/C and S/C ratios would further depend on the desire 
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to maximize hydrogen yield and to operate near the thermo-neutral point. The latter points are 

discussed in sections 4.2 and 4.3. 

4.1.3. Influence of pressure on the carbon formation boundary in SR process 

The reforming operations may occur at pressures higher than atmospheric. It was of interest 

to get insight into the influence of pressure on the carbon-forming boundaries. Recognizing 

multiple variables (S/C and O2/C ratios, temperature) and their wide range spanning different 

diesel reforming processes, computations were carried out for a single diesel reforming process ‒ 

steam reforming ‒ at various S/C ratios and two pressures – 1 and 5 atmospheres. It is recognized 

that 5 atm may be significantly higher pressure than those being considered for diesel reforming 

but it was chosen so as to easily discern the influence of pressure on carbon formation behavior. 

The amount of carbon formed as a function of temperature is presented in Figure 3.7. The carbon 

formation boundaries can be noted as the intercept of the plot with the x-axis. A number of 

interesting observations can be made from the Figure 3.7. First, it can be deduced that the carbon-

formation boundary temperature increases with increase in pressure. A shift of nearly 50 °C is 

observed for S/C ratios lower than 1.75. Second, it can be observed that the effect of pressure on 

the amount of carbon formed at lower temperature is opposite to that at higher temperatures for a 

fixed S/C ratio. It is useful to mention that similar thermodynamic trends are observed for carbon 

formation boundary at various temperatures and pressures for POX and ATR processes.  

In principle, by the very nature of free energy minimization approach these effects cannot be 

explained simply in terms of reactions because a large number and combination of independent 

reactions can describe the observed equilibrium. However, if we consider the carbon 

formation/consumption to occur by the known reaction pathways described by the dissociation of  
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Figure 3.7: Equilibrium composition of carbon in steam reforming showing the effect of 

system pressure. — ,1 atm; -·-, 5 atm; o, S/C = 0.75; +, S/C = 1.00; , S/C = 1.25; x, S/C = 

1.50; □, S/C = 1.75. 

 

hydrocarbons (Equation (10)), Boudouard reaction (Equation (19)) and gasification reaction 

(Equation (20)), then the observed behavior can be explained as follows. As the temperature is 

increased, more carbon is formed because of dissociation of hydrocarbons (Equation (10)), 

however at high temperature, reverse Boudouard reaction (Equation (19)) and gasification 

reaction (Equation (20)) consume carbon. Thus, it can be thought that these equilibrium reactions 

determine the moles of carbon over the temperature range. 
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The different influences of pressure at low and high temperatures can be explained by 

considering the simultaneous occurrence of the reactions (Equations (11)‒(19)). It was argued 

above that the Boudouard and Reverse gasification reactions are responsible for formation of 

carbon at low temperature. At high pressure, these reactions should yield higher amount of 

carbon. However it is observed that, at low temperature, there is a lower amount of carbon at high 

pressure, which is in contradiction with our previous argument. So only the reactions which could 

consume the carbon are reverse dissociation reactions (Equations (11)‒(17)). Among Equations 

(11)‒(17), it can be shown that the thermodynamic behavior of carbon formation at various 

temperatures and pressures could be represented by one independent Equation (11).  

4.2. Hydrogen yield and product composition of diesel reforming 

As stated above, identifying the conditions for carbon-free operation is only one of the 

metrics for determining the operational regime for reforming processes. Hydrogen yield, defined 

as moles of hydrogen produced per mole of diesel in the feed is another metric. Furthermore, it is 

useful to gain understanding of the distribution of other chemical species in the reformate stream.  

In the following sub-sections, the equilibrium hydrogen yield and product compositions for each 

of the three different reforming processes are presented. 

For all conditions examined, the equilibrium mixture comprised primarily six species – 

hydrogen, carbon monoxide, carbon dioxide, water vapor, methane and carbon. The other species 

were present at mole levels less than 1×10-5 moles corresponding to less than 0.001 ppm. 

4.2.1. Steam reforming 
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The gas-phase equilibrium mole fraction for key four species – hydrogen, carbon monoxide, 

carbon dioxide and methane – is presented in Figure 3.8 as a function of temperature and S/C 

ratio. It is useful to recall that the temperature range of interest for steam reforming is 600-800 °C 

and that the carbon-free operation requires S/C ratio of 1.75 or greater for this temperature range. 

However, to avoid carbon formation over the entire temperature range spanning the cooler 

temperatures in the upstream and downstream process units and tubings, a S/C ratio equal to or 

greater than 2 would be preferable. The influence of S/C ratio on (gas-phase) hydrogen mole 

fraction can be seen in Figure 3.8(a). Over 600-800 °C, the hydrogen mole fraction decreases with 

an increase in S/C ratio. In the same temperature range, the carbon monoxide and methane mole 

fraction also decreases whereas carbon dioxide mole fraction increases with an increase in S/C 

ratio. However, the methane mole fraction is less than 0.1 for S/C ratio o,f 1.75 or greater. Thus, 

the decrease in hydrogen mole fraction appears to be at the cost of increase in carbon dioxide and 

water mole fractions. H2S as high as 16 ppm (by volume), which is equivalent to 9.7×10-3 ppm 

(by weight), is observed at low temperatures carbon formation region (i.e., at 400 °C). Negligible 

amounts of SO2 are observed.  

In systems where the total mole numbers change, assessing the reaction performance in 

terms of mole fraction can be misleading. Instead, the yield of the desirable product is a metric 

that should be considered. In Figure 3.9, the hydrogen yield as a function of temperature for 

different S/C ratio is presented. Indeed, the hydrogen yields exhibit very interesting trends both 

with respect to S/C ratio and temperature effects. Unlike the hydrogen mole fraction trend, the 

hydrogen yield increases with an increase in S/C ratio. This would imply that both from carbon-

free operation point-of-view and to enhance the hydrogen yields, it would be preferable to operate  
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Figure 3.8: Thermodynamic equilibrium gas-phase product mole fraction of H2, CO, CO2 

and CH4 for steam reforming at 1 atm. (Note- for Figures (a) and (b) S/C varies from 3 to 0 

and for Figures (c) and (d) S/C varies from 0 to 3). 
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Figure 3.9: Hydrogen yield for SR at 1 atm: +, S/C = 1.00; x, S/C = 1.50; ◊, S/C = 2.00;  , 

S/C = 3.00. 

 

at S/C ratios significantly higher than 2. However, higher S/C ratio would also mean higher 

energy requirements for steam generation. It is also noted that over the S/C ratios of interest, the 

hydrogen yields level off at higher temperatures. Since, the energy requirements for high 

temperature operations would also be high, as will be discussed in section 4.3, it would be 

preferable to operate in the 700‒800 °C range.  
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In section 4.1, it was identified that the carbon-free operation for partial oxidation is possible 

for the entire temperature range of interest 600‒1000 °C, if O2/C ratio is 1.1 or greater. If the 

POX reactor is operated at higher temperatures (900‒1000 °C), a lower O2/C ratio of 0.75 would 

allow carbon-free operation. The choice of O2/C ratio should consider the hydrogen yield. The 

gas-phase equilibrium mole fraction of key species for POX system is presented in Figure 3.10 as 

a function of temperature and O2/C ratio. The hydrogen mole fraction as a function of 

temperature for O2/C ratio of up to 1.25 is shown in Figure 3.10(a). Over 600‒1000 °C, a 

dramatic decrease in gas-phase hydrogen mole fraction is seen with an increase in O2/C ratio. For 

a given O2/C ratio, as expected, the hydrogen mole fraction increases with an increase in 

temperature. Correspondingly, it can be seen from Figure 3.10(b) that the carbon dioxide mole 

fraction increases and then decreases with O2/C ratio for a given temperature and increases with 

an increase in temperature. The mole fraction of carbon monoxide shows a maximum around 

O2/C ratio of 0.5 consistent with stoichiometry of reaction (2). Only a small amount of methane is 

observed at O2/C ratio greater than 0.5 over the temperature range of operational interest (600-

1000 °C). Similar to SR equilibrium compositions, H2S concentration as high as 20 ppm (by 

volume), which is equivalent to 1.2×10-2 ppm (by weight), was observed at low temperatures (i.e., 

at 400 °C) and negligible amounts of SO2 were observed at low temperatures. 

Since hydrogen yield is an important metric for assessing reforming process, again, the 

hydrogen yield as a function of temperature for various O2/C ratios is presented in Figure 3.11. 

Several interesting observations can be made from Figure 3.11. At low O2/C ratios (<0.5), the 

hydrogen yields are independent of the O2/C ratio but increase with increasing temperature. 

Intuitively, it was expected that for the low O2/C ratio (<0.5), an increase in O2/C ratio will result 

in a decrease in hydrogen yield since oxygen would increasingly associate with hydrogen  
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Figure 3.10: Thermodynamic equilibrium gas-phase product mole fraction of H2, CO, CO2 

and CH4 for partial oxidation at 1 atm. 
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Figure 3.11: Hydrogen yield for partial oxidation at 1 atm: o, O2/C = 0.125; +, O2/C = 0.25; 

, O2/C = 0.5; x, O2/C = 0.75; □, O2/C = 1.00; ◊, O2/C = 1.25. (Note -Dark marker for O2/C = 

0.75 and O2/C = 1.0 indicates the carbon formation boundary). 
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exhibits lower change in yields with temperature seems to correspond to the carbon formation 

boundary temperature. Further, it can be noted that at higher temperatures, for O2/C ratios greater 

than 0.5, the hydrogen yields decrease with an increasing O2/C ratio. These results show that 

although low O2/C ratio would appear to be favourable for high hydrogen yields, such operating 

compositions offer the risk of carbon formation.  

The challenge of finding the optimum O2/C ratio for POX operations is apparent on 

examining the influence of O2/C ratio in potentially carbon-free operation region. To ensure 

carbon-free operation in a POX reactor system, temperature in the upstream and downstream 

units should also be considered. In particular, the cooler entrance region of POX reactor where 

temperatures of 600‒700 °C may exist, an O2/C ratio of 1.2‒1.25 would be required. The 

hydrogen yield at these high O2/C ratios is less than half of that for other O2/C ratios, for 

example, of 0.75 at a temperature of 800 °C. On the other hand, despite the high yield at 800 °C 

for O2/C ratio of 0.75 thermodynamically carbon-formation can still occur. Even higher 

temperature operations would overcome this problem but realization of the temperature would 

again depend on the heat generated during the reaction which is lower for lower O2/C ratio. Thus, 

a balance between carbon-free operation and maximization of hydrogen yield is required. It is 

recognized that these analyses do not consider kinetic effect such that carbon-free operation at 

lower O2/C ratio may be possible due to kinetic suppression of carbon formation although 

thermodynamically this is not the case.  

The results discussed above were for oxygen introduced as pure oxygen, which is 

commercially possible by use of pressure swing adsorption. For simplicity of operation, air 

instead of oxygen may be employed for generating reformate stream for fuel cell. However, there 
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are two drawbacks of using air as oxygen source. First, in the case of improper reactor operation 

if the oxygen goes through the reactor unreacted and ends up in the fuel cell anode, it will get 

oxidized at the anode creating hot spots and can damage the anode or even a cell. Second, the 

dilution due to the presence of nitrogen also translates into significant lowering of hydrogen 

partial pressure or concentration which adversely affects the reversible potential and anode 

electrochemical kinetics. Simulations were carried out to compute equilibrium compositions by 

using air instead of oxygen as a source of O2. Similar trends with respect to temperature and O2/C 

ratios were observed (results not presented) with the only observation that the hydrogen mole 

fraction, expectedly, were reduced.  

4.2.c. Autothermal reforming 

Autothermal reforming is a combination of steam reforming and partial oxidation processes. 

Thus, both O2/C and S/C ratios are available as operational parameter for control of the process 

output. This, however, also expands the region for exploring desirable operating conditions. To 

minimize redundancy, only the hydrogen yield results are discussed. Figure 3.12(a‒c) presents 

the hydrogen yields a function of S/C ratio and temperature for O2/C ratio of 0.125, 0.25 and 0.5, 

respectively. From Table 3.2, the carbon–free operations for O2/C ratios of 0.125, 0.25 and 0.5 is 

noted to be for values of S/C ratios exceeding 1.5, ~1.3 and ~0.85, respectively. Thus, examining 

the hydrogen yields over the temperature range of interest (600‒1000 °C) in the carbon-free 

region, it is noted that the yields do not increase significantly with an increase in the S/C ratios. 

Thus, it would appear that the S/C ratio should be kept at levels as low as possible to practically 

avoid carbon formation. For the ease of observing the influence of O2/C ratio, the hydrogen yield 

at S/C ratio of 1.75 as a function of temperature for the three  
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Figure 3.12: Hydrogen yield (moles of hydrogen per mole of diesel) for ATR at 1 atm for 

S/C=0-3 and (a) O2/C=0.125, (b) O2/C=0.25, (c) O2/C=0.5 and (d) hydrogen yield at S/C = 

1.75; and o, O2/C = 0.125; +, O2/C = 0.25; , O2/C = 0.5.  
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different O2/C ratios is presented (Figure 3.12(d)). Similar to the POX results, increasing O2/C 

ratio results in a significant decrease in the hydrogen yields. In summary, the equilibrium 

analyses would indicate that it is preferable to operate reactor as low as 750 °C and keep the O2/C 

low (0.125‒0.25) with S/C greater than 1.25 and ideally 1.75 in order to have no carbon in the 

entire temperature region.  

4.3. Energy requirement and thermo-neutral operation 

In the preceding section, the ATR performance was examined purely from chemical 

equilibrium point. However, it is also important to consider that the ATR operations, by 

definition, are thermoneutral. That is, there is no external energy requirement for operating the 

ATR at the desirable state. To assess the energy requirements and viability of thermoneutral 

operation for recommended operational regime (O2/C and S/C ratio), enthalpy calculations were 

carried out. The feed enthalpy was calculated assuming liquid diesel and liquid water and/or air to 

be fed at 25 °C as shown the system boundary in Figure 3.1. The enthalpy of the equilibrated 

mixture at a given temperature was computed from the enthalpy data and known composition. 

Enthalpy data are taken from UniSim package. Diesel property was computed as that of mixture 

of pure hydrocarbons C14H30, C15H32, and C10H8 in the molar ratio 0.65: 0.20: 0.15, respectively. 

The results of the computations for ATR and steam reforming processes are presented in 

Figure 3.13. The energy is expressed as kJ per mole of diesel in the feed. The energy requirement 

of steam reforming process at various S/C ratios is presented in Figure 3.13(a) for information 

sake and that for ATR at O2/C ratios of 0.125, 0.25 and 0.5 are presented in Figure 3.13(b,c, and 

d) respectively. The zero enthalpy change line indicates thermoneutral point. As expected, there is 

no feasible thermoneutral point for the endothermic steam reforming process. The energy  
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Figure 3.13: Enthalpy change for SR and ATR reactor at 1 atm pressure. Feed is at 25 °C 

and product is at reactor temperature. (a) O2/C = 0; (b) O2/C = 0.125; (c) O2/C = 0.25; (d) 

O2/C = 0.50; +, S/C = 1.25; □, S/C = 1.75; ◊, S/C = 2.00;  , S/C = 3.00. (Note- Feed contains 

air). 
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requirements for SR process are significant with a considerable energy required (>30%) for 

vaporization of water. For example, for S/C = 1.75, T=800 °C, heating of water from 25 °C to 800 

°C requires 1739 kJ, which represents 41 % of total endothermic heat of 4200 kJ/mole of diesel 

for the process. 

For the ATR operation, expectedly, the energy inputs are lower than that for SR. The energy 

requirement reduces with an increase in O2/C ratio. This is expected since increase in oxygen 

promotes presence of products of oxidation, an exothermic process. Nonetheless, it can be noted 

that for O2/C ratio of 0.125, the operation is endothermic for entire temperature range and S/C 

ratio greater than 0.75. Upon increasing the O2/C ratio to 0.25, thermoneutral operation at 

unfeasibly low temperature of 400 °C is indicated and that too at S/C ratio of 1.0 which is not 

high enough to avoid carbon-free operation (Figure 3.13(c)). At a further higher O2/C ratio of 0.5 

(Figure 3.13(d)), thermo-neutral operation is possible for S/C ratios of 1.0‒2.0. However, the 

thermo-neutral operation temperature is still low in the range of 500-600 °C, which may not be 

feasible because of kinetic limitations of the reactions unless appropriate catalysts are found. It 

can be concluded that the determination of desirable operating conditions wherein carbon-free 

operation is ensured and hydrogen yield is maximized while energy input is minimized remains a 

challenging task and requires multi-variable optimization. However, we recommend that it is 

preferable to operate ATR at O2/C ratio of 0.25 or little higher by supplying heat to the reformer 

such that hydrogen yields are maximized. 

It is important to recognize that analysis in this work is on one process unit–the diesel 

reformer. In a larger system, energy flows for all units would have to be considered for overall 

process optimization. Further, many different system configurations or system integration 
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strategies are possible requiring rigorous process system analysis. Furthermore, for a reformer 

coupled with a downstream fuel cell unit, different amounts of direct (e.g., radiative heat from 

SOFC stack to the reformer) and indirect heat (e.g., exhaust gas) will be available depending 

upon the type of fuel cell, its operating temperature, and its operating point (current density and 

cell potential). The determination of operating conditions that maximizes either the system output 

or the system efficiency becomes a non-trivial task with a configuration/operating condition 

specific solution. 

4.4. Reactions representing the overall chemical equilibrium 

A few possible overall reactions for reforming are described in section 2.2. It should be 

noted that the actual reaction mechanism and each reaction described in section 2.2 comprises 

hundreds of elementary reactions – both surface and gas-phase reactions [7]. From 

thermodynamics point of view, if one is interested in equilibrium composition of stable species, 

either a complete knowledge of reaction pathway or an intensive Gibbs minimization calculation 

is required. However, from the Gibbs free energy minimization calculations presented in this 

study, it is observed that the major species produced during reforming of diesel are hydrogen, 

CO, CO2, CH4, water and carbon. Thus, it appears that the equilibrium behavior of all three diesel 

reforming processes can be approximated by computing the composition of 6 species made of 3 

elements – C, H and O. In other words, the equilibrium behavior of reforming process can be 

approximately defined if three independent reactions relating the 6 species are specified with 3 

constraint equations imposed by the element balance. In carbon formation region, 6 major 

reforming species made of 3 elements can be used to describe the equilibrium behavior. That is, 

the degree of freedom is 6-3=3 requiring only 3 independent reactions relating the 6 species.  
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Figure 3.14: Comparison of equilibrium composition predicted by Gibbs minimization and 

by three independent equations for major products of the reforming. S/C=0.75, —, 

calculated by Gibbs minimization; ---, calculated by solving 3 independent reactions; □, H2; 

 , CO; ◊, CO2; x, CH4, +, H2O; -, C.  

 

Instead of choosing the reactions either ad hoc or by applying statistical methods, we 
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S/C ratio of 0.75 was selected to ensure the computations were inside the carbon-formation 

region. The equilibrium composition computed from Gibbs free energy minimization (which 

considers all 19 species selected in section 3.3) is presented along with the results from the 3 

reactions equilibrium reactor operation in Figure 3.14. It can be noted that the composition of the 

six species predicted from the two different methods compares very well with each other.  

Thus, the equilibrium composition for diesel reforming processes can be readily determined 

by applying the stoichiometric method considering the three reactions (5), (6) and (11) for which 

the equilibrium constant is given as follows: 

ln (Keq,5) =   26194/T – 29.4                 (40) 

ln (Keq,6) =   21791/T  – 25.4                           (41) 

ln (Keq,11) =  -10171/T  + 12.5             (42)   

     It should be noted that the equilibrium constants are unit-less and can be related to the 

equilibrium activities (defined by Equation (33)) of reactants and products.  

5. Conclusions 

A thermo-chemical study of reforming of commercial diesel with 50 ppm sulfur content was 

completed. Equilibrium composition for SR, POX and ATR was obtained by Gibbs free energy 

minimization routine, implemented in Matlab. A total of 19 chemical species were considered 

which included in addition to the expected C‒H‒O species - naphthacene, anthracene, graphite 

carbon, elemental sulfur, sulfur dioxide, sulfur trioxide, hydrogen sulfide, and sulfuric acid vapor. 
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Equilibrium calculations for a wide range of temperature 400‒1000 °C, steam to carbon ratio 

(S/C) of 0‒3, and oxygen to carbon ratio (O2/C) of 0‒1 spanning the entire range of operations for 

the three modes of reforming was completed. Carbon formation boundaries were mapped and 

allowed the identification of carbon-free operating regimes. H2S is found to be more favourable 

than SO2 for all reforming operations and its equilibrium composition as high as 20 ppm (by 

volume), which is equivalent to 1.2×10-2 ppm (by weight), was observed at low temperatures.   

In the case of steam reforming, high hydrogen yield with increase in temperature and S/C 

ratio is observed. In order to avoid the carbon formation for entire range of temperatures S/C ratio 

should be ≥ 2. It is also found that increasing the S/C ratio increases the hydrogen yield. 

However, the selection of S/C ratio requires a balance between maximizing hydrogen yield and 

minimizing energy input both of which increase with S/C.  

Thermodynamic analysis suggests that partial oxidation of diesel is least favourable option 

as it forms high amount of carbon and in order to remain outside the carbon formation boundary, 

very high temperature and high O2/C ratio is required. High O2/C ratio further decreases the 

hydrogen yield. Dilution by nitrogen, if air is used, makes the process worst and mole fraction of 

hydrogen in the product stream is lower than 0.2. 

In the case of autothermal reforming, for all O2/C ratios greater than 0.125, S/C ratio of 1.75 

is ideal in order to remain in carbon free boundary for entire range of operation. For any O2/C 

ratio, S/C above 1.25 marginally increases the hydrogen yield. Above 750 °C, there is very little 

increase in hydrogen with temperature at the cost of more CO at high temperature. The best 

operating condition is O2/C in the range of 0.125‒0.25 and S/C greater than 1.25, ideally 1.75 in 

order to have no carbon in the entire temperature region. Enthalpy analysis indicates that 
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thermoneutral operation of ATR in carbon-free region at temperatures sufficiently high (>700 °C) 

for reasonable kinetics is not possible. Thus, a recommended ATR operating conditions are 750 

°C with O2/C ratio 0.25 or little higher, S/C greater than 1.25 (ideally 1.75) and with constant heat 

supply.  

Analysis of equilibrium composition for all three reforming modes indicated that only six 

major species – H2, CO2, CO, H2O, CH4, and C – exist. Thus, a set of three independent reactions 

is proposed that along with element balance equations can adequately describe the equilibrium 

composition for the entire range of reforming operation. 
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Chapter 4 

Kinetic Studies of the Autothermal Reforming of Tetradecane Over 

Pt/Al2O3 Catalyst in a Fixed-Bed Reactor 

4.1 Preface 

This chapter was the first step in the overall goal of developing a mechanistic model for 

diesel surrogate autothermal reforming. The chapter presents a Langmuir-Hinshelwood-Hougen-

Watson (LHHW) type of kinetic model based on ideal surfaces with equivalent adsorption sites 

and adsorbate species that are randomly mixed and do not interact. Based on a literature surface 

science study, a simple mechanistic scheme for hydrocarbon (n-tetradecane) reforming on the Pt-

Al2O3 catalyst is proposed. Several simplifications have been introduced both at the kinetic model 

development stage and at reactor modeling stage. Next, by applying the physical constraints on 

the parameters, the model parameter estimation procedure and thermodynamic consistency test 

are described. With the simplified assumption of constant temperature profile inside the reactor 

(as the only single point temperature was available), the model predictions show that it can 

capture the major products (H2, CO and CO2) molar flow within 25% of the experimental value 

and model simulation shows that total oxidation reaction is dominant at the inlet of the reactor 

catalyst zone. This work was published in “Fuel, 89 (2010) 1212-1220”. 

Overall, the model development presented in this chapter and its predictions suggest that to 

get insight into the n-tetradecane autothermal reforming process a proper understanding of gas-

phase reactions before the catalyst, on the catalyst, and after the catalyst is important as these are 
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the reactions that lead to the formation of lower hydrocarbons (< C6) that are normally observed 

during experimental study. Also, assuming a uniform temperature profile across the reactor bed is 

not a close depiction of the real reactor temperature. Accordingly, to get the deeper understanding 

of the n-tetradecane autothermal reforming process, this study indicates the need for detailed gas-

phase kinetic model, surface kinetic model, as well as a detailed packed bed reactor model to get 

an accurate temperature profile. 

4.2 Abstract 

Kinetics of autothermal reforming (ATR) of tetradecane on Pt‒Al2O3 catalyst over the 

temperature range 750-900 °C is investigated. Experimental results obtained from NETL 

(US‒DOE) are used for model parameter estimation and validation. Two 

Langmuir‒Hinshelwood‒Hougen‒Watson (LHHW) type rate models are developed and 

subjected to parameter estimation and model discrimination. LHHW model in which hydrocarbon 

is adsorbed on the catalyst surface as alkyl intermediate species by scission of C-H bond gave 

physically meaningful parameters. Parameters are estimated by using generalized reduced 

gradient method in spreadsheet and sequential quadratic programming in Matlab. The estimated 

parameters for the selected model are thermodynamically consistent. The developed kinetic 

model could capture the experimental behavior of the process and could predict the major 

components outlet flow rates within 25%. 

 

 

Keywords: Autothermal reforming; Tetradecane; Kinetics; LHHW model; Thermodynamic 
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1. Introduction 

Liquid hydrocarbons such as diesel possess high energy density, which coupled with existing 

transportation/storage infrastructure offer an attractive option as fuels for generation of hydrogen-

rich stream by reforming. For example, reformate from diesel can serve as a fuel for solid oxide 

fuel cells (SOFCs), which are being considered as auxiliary power units (APU) in transportation 

application. APUs can provide the power to heat or to cool the cabin areas and to power electrical 

systems for refrigeration, lighting, computers and other electronic devices [1] in transportation 

trucks. Such a diesel-fueled-SOFC based APU system can reduce idling time of primary engine, 

fuel consumption, emissions and provide longer engine life. Reformation of diesel into hydrogen 

rich-stream can be attained via three different processes – steam reforming (SR), partial oxidation 

(POX) and autothermal reforming (ATR) [2]. 

Reformation of diesel and kinetic modeling of the process is challenging. This is because 

diesel fuel is a complex mixture of around 400 hydrocarbon species, some 20 organic compounds 

of sulfur, and additives. The distribution of carbon number of hydrocarbon molecules peaks in the 

range of 15 to 25 carbon atoms per molecule [3].  Diesel fuel contain mainly iso-paraffins, but 

also n-paraffins, mono-, di-, tri-, tetra cycloparaffins, alkylbenzenes, naphthalenes and 

phenanthrenes and even pyrenes [4]. Paraffins are the major constituents of diesel with 

predominant species being C16H34 (38.7 wt.%) [5, 6]. The overall composition and heat of 

combustion of typical diesel fuel are more closely represented by dodecane [6, 7]. In order to 

design and optimize a diesel reformer, a better understanding of reforming of different 

hydrocarbons which constitute the diesel is required. Recent work in this area is mainly focused 

on experimental study of commercial diesel, and diesel surrogates [5-12]. 
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Studies reporting kinetics of diesel reforming in heterogeneous environment are scarce. 

Dorazio et al. [13] proposed a gas-phase mechanistic study on tetradecane reforming. The 

proposed mechanism could qualitatively capture some of the behavior of the process but failed to 

quantitatively predict the experimental data. Sotelo-Boyas and Froment [14] presented a 

methodology for the generation of reaction network and kinetic model for catalytic reforming of 

low-octane straight run naphtha into gasoline. Elementary reaction steps for the transformation of 

each constituent hydrocarbon of gasoline were modeled according to a defined sequence of 

reaction. They considered that, for bifunctional catalysts (metal/acid), the transformations on the 

metal sites proceeds via a molecule as a whole whereas the transformations on acidic sites occurs 

via a ion intermediate and follows carbenium ion chemistry. It is important to point out that their 

study was focused on hydrocarbon-to-hydrocarbon transformation and not hydrocarbon-to- 

hydrogen reformation. However, the initial reaction steps for both hydrocarbon-to-hydrocarbon 

and hydrocarbon-to-hydrogen transformations may be expected to be similar. Berry et al. [15, 16] 

developed a simple power law expression based on experimental findings for diesel autothermal 

reforming. They found ATR kinetics to exhibit low reaction rate order with respect to O2 

concentration (i.e., almost independent of O2 concentration) and implied that water strongly 

inhibits the reaction rate because of negative reaction rate order. Pacheco et al. [17] developed 

and validated mathematical model for ATR of i-C8 using published reaction network kinetic 

model and equilibrium parameters of methane reforming proposed by Xu and Froment [18]. A 

different approach based on Langmuir-Hinshelwood-Hougen-Watson (LHHW) type kinetic 

model was proposed by Rostrup-Nielsen initially for ethane steam reforming [19] and 

subsequently extended the generalized reaction mechanism for higher hydrocarbon steam 
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reforming [20]. However, no work has reported for the estimation of kinetic parameters using 

Rostrup-Nielsel mechanism for higher hydrocarbons reforming. 

The objective of the present work is to develop a LHHW type kinetic model for ATR of 

tetradecane. Experimental data of tetradecane reforming supplied by NETL [12, 21] is used to 

estimate the model parameters and to validate the model. Two approaches are used in developing 

surface reaction mechanisms. In the first approach, a mechanism similar to that proposed by 

Rostrup-Nielsen [20] is assumed. In this approach, dual site hydrocarbon adsorption and 

carbon‒carbon breakage step is considered irreversible. In the second approach, as reported by 

Zaera [22], it is assumed that hydrocarbon (saturated hydrocarbons which are quite stable) is 

chemisorbed with scission of one of the C‒H bonds. Parameters of kinetic rate expressions based 

on both approaches are obtained by maximizing the coefficient of determination (R-squared 

coefficient). The obtained parameters are then tested for thermodynamic consistency. 

2. Model Development 

Reforming has a complex reaction mechanism consisting of thousands of gas-phase and 

surface reactions. Reforming may comprise different reactions including cracking, isomerization, 

dehydrogenation/hydrogenation, hydrogenolysis and hydrocyclisation; with possibility of all 

reactions occurring simultaneously. In reforming hydrocarbon for hydrogen generation, a 

hydrocarbon molecule may undergo cracking or thermolysis when it comes in contact with high 

temperature reactor wall before reaching catalyst. As such the hydrocarbon molecule fed will not 

be the only molecule that undergoes the reforming but a whole spectrum of lighter hydrocarbons 

that formed due to thermolysis. To simplify such a complex problem, the presence of thermolysis 
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product is usually ignored in the reforming analysis. Since ATR is a combination of both POX 

and SR reactions, it is essential to take both reactions in the reaction scheme. Kinetics of POX 

reforming of lighter hydrocarbons such as methane has been subject to many studies [23] but the 

published kinetic data for the heavier hydrocarbons is scant because of the difficulty in operations 

at high temperature and short contact time [24]. Pacheco et al. [17] studied the kinetics of ATR of 

isooctane by using combustion approach as described by Jin et al. [23] for lighter (methane) 

hydrocarbon. They assumed that hydrocarbon undergoes combustion followed by both steam and 

dry reforming. Recently, Ibrahim et al. [25] proposed the kinetics of the POX of gasoline over 

Ni‒CeO2 catalyst as a function of gasoline and oxygen molar flow rates as well as reaction 

temperature in a tubular fixed-bed reactor. In the present work, an approach similar to Pacheco et 

al. [17] is used. It is also assumed that the hydrocarbon molecule (tetradecane) undergoes total 

oxidation and produced water is utilized in steam reforming along with the water fed into the 

reactor and the produced CO2 takes part in the reaction through water-gas-shift (WGS) reaction 

scheme. In the case of ATR in which steam is supplied in excess, the total oxidation reaction 

could be thought of as a summation of three more independent reactions such as partial oxidation, 

water-gas-shift and hydrogen oxidation. So as soon as small amounts of CO and H2 form due to 

partial oxidation at the initial section of reactor bed, CO gets consumed by reaction with water, 

which is fed in excess, via the WGS reaction and H2 gets oxidized to water. In the present 

analysis, these three gas-phase reactions are modeled as combustion reaction. The dry reforming 

step is not taken into account because dry reforming reaction is summation of steam reforming 

and reverse WGS reaction. For steam reforming it is assumed that hydrocarbon produce CO and 

H2, and CO reacts with water to form CO2 as per water-gas-shift reaction (WGS). Hence, steam 
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reforming forming direct CO2 step is avoided.  So three independent reactions used for kinetic 

modeling of ATR of tetradecane are: 

14 30 2 2 221.5 14 15C H O CO H O+ → +                          molkJH /8850298 −=∆           (1) 

14 30 2 214 14 29C H H O CO H+ → +               molkJH /2170298 =∆               (2) 

OHCO 2+   22 HCO +                            molkJH /41298 −=∆                 (3) 

2.1. Kinetic rate expression for tetradecane total oxidation  

In this study, for total oxidation reaction, the rate expressions similar to that reported by Jin 

et al. [23] for methane oxidation is used. Pacheco et al. [17] used same activation energy as Jin et 

al. in their simulations and only changed the pre-exponential factor to fit the model to data. 

However, we have estimated all kinetic parameters.  

                                           (4) 

where rate constant can be given as 

                        (5) 

where A1 is pre-exponential factor (mol/gcat∙s∙atm2), E1 is the activation energy in (kJ/mol), R is 

the gas constant (kJ/mol∙K), and T is the temperature (K) 

2.2. Kinetic rate expression for tetradecane steam reforming and WGS reaction 

In order to develop the rate expressions for steam reforming and WGS, two approaches are 

considered and discussed as below.             

14 30 21 1 C H Or k p p=

( )1 1 1expk A E RT= −
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2.2.1. Reaction scheme 1 

In the first approach, the kinetic model developed from the general mechanism provided by 

Rostrup-Nielsen [20] for hydrocarbon reforming is adopted. It is assumed that hydrocarbon is 

chemisorbed on dual sites involving dehydrogenation followed by rupture of carbon‒carbon bond 

and formation of surface radical CH2. Surface reaction is considered as irreversible and surface 

species. CH2‒L1 and O‒L1 are assumed to be most abundant surface intermediates. In the case of 

platinum catalyst, CO can be sufficiently adsorbed on platinum catalyst, so CO adsorption on 

surface of active catalyst L1 is assumed [26]. Since CO2 is weekly adsorbed on the platinum 

catalyst it is considered negligibly adsorbed [27]. The developed rate expressions for reaction (2) 

and (3) are: 

14 302
2 2

C Hk p
r

DEN
=                          (6) 

2 2

2

2

3

,
3 2

CO H
CO H O

H eq WGS

p pk p p
p K

r
DEN

 
−  

 =                            (7) 

where 

14 30 2 2

2 2

2

18

1 2 C H H H O
w CO CO

w H O H

p p pkDEN K K p
k K p p

   = + + +      
                   (8) 

and the rate constants k2 and k3 are considered to follow Arrhenius type dependency on 

temperature as per Equation (5), Kw is given by ( ) ( )exp expo o
w w wK S R H RT= ∆ −∆ , and KCO 
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is given by ( ) ( )exp expo o
CO CO COK S R H RT= ∆ −∆ , the parameter 2 18k k is lumped into as a 

constant rather than a function of temperature, oH∆ and oS∆ is the standard enthalpy change 

(kJ/mol) and standard entropy change (kJ/mol∙K) respectively. Keq,WGS is the equilibrium constant 

for water-gas-shift reaction and can be given as ( ) ( ) 93.36.4306ln , −= TK WGSeq , where T is 

temperature in Kelvin. The reaction mechanism is similar to that given in Rostrup-Nielsen [20], 

however it is important to point out that denominator do not contain dissociative hydrogen 

adsorption term as per original Rostrup-Neilsen’s ethane reforming model [19] in order to have 

complete site balance. In summary, reaction scheme 1 includes three rate laws – Equations 

(4)‒(7) with 11 parameters (i.e., A1, E1, A2, E2, A3, E3, 2

o
H OH∆ , 

2

o
H OS∆ , o

COH∆ , o
COS∆ , and 

2 18k k ) that are estimated by fitting to the experimental data provided by NETL. 

2.2.2. Reaction scheme 2 

The second approach is based on a more fundamental understanding of reaction mechanisms 

of hydrocarbon reforming processes as provided by Zaera [22]. Using model single-crystal metals 

and modern surface analytical techniques, Zaera provided a brief but deeper understanding on 

reaction mechanisms of hydrocarbon reforming processes.  It is considered that the hydrocarbon 

adsorption is accompanied by C-H bond scission forming surface alkyl species. Alkyl surface 

species can then follow a number of subsequent reactions, hydride, alkyl, and reductive 

eliminations, insertions, and hemolytic bond scissions, among others (Figure 4.1). Reforming 

catalyst shows the bifunctional character with rapid hydrogenation-dehydrogenation steps taking 

place on the hydrocarbon covered surface and more demanding skeletal rearrangement steps  
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Figure 4.1: Potential elementary steps available to alkyl moeties when chemisorbed on 

metal surfaces. Adapted from [22]. 

 

occurring on patches of bare metal. It is mostly the regioselectivity of the hydride elimination 

steps that defines the selectivity in reforming. So the nature of the final product is typically 

determined by competition between hydrogenation and dehydrogenation steps. Zaera 
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demonstrated that β-hydride elimination is responsible for alkene formation, dehydrogenation at 

α-position leads to eventual C-C bond scissions, and reactivity at γ-carbon is responsible for 

isomerization or cyclization steps. However, the thermal chemistry of alkyl groups on transition 

metal surfaces is dominated by the elimination of a hydrogen atom from the β‒position, that is, 

the carbon adjacent to that bonded to the surface. Hence the hydride elimination from the α‒ and 

γ‒position is much less favourable than from β‒carbon. Based on Zaera’s [22] reported different 

reaction steps, experimental observations and information reported in literatures, the following 

assumptions are made and reaction mechanism shown in Figure 4.2 is developed. 

1. There is only single active metal site (support has no effect). 

2. Hydrocarbons are assumed to be adsorbed by C‒H bond scission. 

3. β‒hydride elimination, which is more facile reaction, forms alkenes. 

4. β‒alkyl elimination leads to surface CH2 species. 

5. Very small amount of C6H6 and negligible amount of isoparaffins and branched olefins are 

observed in the experiments, so reactivity at γ‒position which is responsible for 

isomerization and cyclization is assumed negligible. 

6. No cracking reaction in gas-phase or on the high temperature catalyst support and reactor 

wall. 

7. Hydrogen is assumed to be dissociatively chemisorbed on the platinum (Pt) surface [28-31]. 

Since hydrogen adsorption on pure Al2O3 is weak and reversible [31], it is assumed that 

hydrogen is chemisorbed on Pt sites only. Some recent studies have found that H2 is both 

physically adsorbed and chemically adsorbed, or initially physically adsorbed and then 

dissociate to form Pt‒H bond [32]. 

8. Carbon monoxide is assumed chemisorbed on Pt active site [26]. 
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Figure 4.2: Proposed reaction mechanism (Rate determining steps are shown in red). 

 

9. CO2 is weakly adsorbed on the platinum catalyst hence considered negligibly adsorbed [27]. 
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10. Although some of the studies suggest that water is dissociated on platinum active sites to 

form H and OH surface species [33], as reported by Xu and Froment [18] for nickel catalyst, 

it is assumed that water reacts with Pt atoms yielding adsorbed oxygen and gaseous 

hydrogen as bond strength of Pt‒O is strong [33]. 

11. It is assumed that all reactions ultimately give CH2 surface adsorbed species, which then 

reacts with adsorbed surface oxygen species. This is same as Xu and Froment [18] reaction 

mechanism. 

12. Major adsorbed species on the surface of the catalyst are CH2*, H*, O*, CO*. 

13. Although in actual mechanism all the species produced during the reforming are included, 

only steam reforming and water-gas-shift part of the reaction scheme is used. So CH4 and 

other all high hydrocarbon species are considered as unreacted C14. 

14. For steam reforming reactions, C-C bond breakage is considered irreversible and rate 

determining step. Rate determining step is shown in Figure 4.2. 

15. For water-gas-shift reaction, a reaction similar to Xu and Froment [18] is considered as rate 

determining step. Rate determining step is shown in Figure 4.2. 

16. For the experiments, the reactor bed temperature was controlled but only a single point bed 

temperature was measured. Thus, it was assumed that the entire bed was at the measured 

temperature. Thus, the assumption of isothermal and isobaric reactor conditions was applied.   

By adopting above simplifying assumptions, steam reforming and water-gas-shift reaction 

rate expressions are developed following the steps given in Appendix‒A.  

                                              (9) 14 30

2

2
2 2 1

C H

H

p
r k DEN

p
=
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                         (10) 

where 

                      (11) 

where Ki can be given as , and is the standard 

enthalpy change (kJ/mol) and standard entropy change in (kJ/mol∙K) respectively. Keq,WGS is the 

equilibrium constant for water-gas-shift reaction. In summary, reaction scheme 2 includes three 

rate laws – Equations (4), (9)‒(10) with 13 parameters (i.e., A1, E1, A2, E2, A3, E3, 2

o
H OH∆ , 

2

o
H OS∆

, o
COH∆ , o

COS∆ , , and ) that are estimated by fitting to the experimental data 

provided by NETL. 

3. Experimental Data 

For parameter estimation of the kinetic model, experimental data were obtained from 

NETL’s (US-DOE) kinetic study for tetradecane autothermal reforming on Pt/Al2O3 catalyst in a 

fixed-bed reactor [12,21]. The reactor was operated continuously at steady state and about 0.9 g 

of Pt/alumina catalyst was used for these runs.  Pt loading was 0.611 wt% and BET surface area 

was 103 m2/g. The temperature was varied between 750 °C ‒ 900 °C and Gas Hourly Space 

Velocity (GHSV) was in the range of 43,000 – 200,000 1/h. The data comprised of a set of 13 

experiments with O2/C ratio 0.3 and steam/carbon ratio 1.5 [13]. Prior to gas analysis, the reactor 

2 2

2

2

23
3 1

,

H CO
CO H O

H eq WGS

P pkr p p DEN
P K
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effluent gas was passed through the condenser to remove water and any other unreacted or heavy 

hydrocarbons. Dry effluent analysis included H2, CO, CO2, CH4, C2H6, C2H4, C3H8, C4H10, C5H10, 

C5H12, C6H12, C6H14, C7H14, C6H6, and unconverted O2. Concentration of water is obtained by O 

atom balance. 

4. Model Parameter Estimation 

Experimental data are used to obtain the parameters of developed kinetic models and 

discriminate between the models. The packed bed reactor represents a distributed system, an 

integral analysis of the reactor data was necessary for parameter estimation, which is based on 

minimization of SSE (squared sum of residuals) of outlet flow of components. Assuming 

isothermal and isobaric operations, the following set of differential equations are solved: 

                  (12) 

where ρ is bulk density of catalyst, which is 0.83 gm/cc, A is the cross section area, which is 

0.866 cm2, F is flow rate of species i in mol/min, W is weight of catalyst in gms,  is 

stoichiometric coefficient matrix, j is reaction number. The calculated outlet flow rates of H2 and 

O2 for all 13 experiments is compared with experimental flow rates. Ratio of SSE/TSS (total 

squared sum) is minimized, that is coefficient of determination (R2) is maximized, by using 

spreadsheet solver function and Matlab fmincon function. Initially the spreadsheet solver function 

is used to estimate the parameters by maximizing the objective function coefficient of 

determination (R2). The spreadsheet uses Euler method with sufficiently low step size so that the 

ODE45 function in Matlab generate approximately the same value as predicted by the Euler 
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method having maximum of 5‒10% error. The estimated parameters from spreadsheet solver are 

used as an initial guess to obtain refined parameters in Matlab using Runge‒Kutta 4th‒5th order 

algorithm and sequential quadratic programming (SQP) i.e. ODE45 and fmincon functions, 

respectively. Objective function SSE/TSS is minimized to estimate the refined parameters. 

Further, parameter estimation using Matlab lsqnonlin function did not result in any change in 

estimated parameters. In order to guide the minimization routine to some logical point, the 

parameters like standard heat of adsorption and standard entropy change are subjected to 

thermodynamic consistency constraints [18, 31, 34] as follows:  

                            (13)  

                           (14) 

A constraint is also applied on activation energy ( E > 0 ) and preexponential factors (A > 0) 

so that the solutions do not converge to any negative value which is physically meaningless. It 

should be noted that when estimating the kinetic parameters, first all parameters are estimated by 

comparing the outlet hydrogen flow rates and then the parameters are refined by comparing the 

outlet O2 flow rate.     

For predicted outlet molar flow of H2, CO, CO2, H2O, and O2, mean square regression ratio 

test is applied to check whether model has picked up significant trend.   

                     (15) 

where MSR is mean square regression and MSE is mean square error. 

0o
adH∆ <

0 o o
ad gS S< −∆ <

MSRTest Ratio
MSE

=
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5. Results and Discussion 

5.1. Model Discrimination 

The two kinetic models described in section 2.2 were subjected to parameter estimation. The 

estimated parameters for second kinetic model are reported in Table 4.1. 

For the first kinetic model, which is based on Rosentrup-Nielsen [20] mechanism, the ratio 

k2/k18, which represents the ratio of tetradecane adsorption rate constant (k2) to the rate constant of 

adsorbed methylene reaction with adsorbed oxygen (k18) and is set as a constant in Equation (8), 

always ended up in a negative value. By introducing the constraint of non-negative constant 

value, the spreadsheet solver function could not maximize coefficient of determination (R2) value. 

Without applying any constraint, model predictions are good however the model parameters are 

not thermodynamically consistent and ratio of k2/k18 is negative. Physically the ratio of k2/k18 

should always be positive, hence the model was abandoned.  

The second kinetic model, which is based on a more fundamental mechanism, is found to 

give thermodynamically consistent and physically meaningful estimated parameters (discussed in 

detail in section 5.3). As discussed in section 4, the obtained parameters from spreadsheet are fed 

as an initial guess into Matlab optimization function and more refined parameters are obtained 

using Runge-Kutta 4th-5th order algorithm and sequential quadratic programming (SQP). 

Computations for 13 experimental runs in the data set each comprising molar flow of 5 species 

(H2, CO, CO2, H2O, and O2) were carried out. That is, a total of 65 data points (i.e., n = 65) were 

used. Thirteen parameters are estimated (i.e., p = 13). The calculated ratio of MSR/MSE is 358.7, 
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which is much greater than F(p-1),(n-p),0.05. Hence, the null hypothesis that MSR and MSE are equal 

was rejected and it was concluded that model was able to pick up significant trend. 

Table 4.1: Estimated parameters 

Parameter Units Value 

k1 A1  (mol/gcat∙min∙atm2) 100 

E1   (kJ/mol) 47.28 

k2 A2  (mol/atm1/2∙gcat∙min) 560 

E2   (kJ/mol) 102.66 

k3 A3  (mol/atm∙gcat∙min) 273 

E3   (kJ/mol) 141.14 

2

o
H OS∆  kJ/mol∙K 0.011 

2

o
H OH∆  kJ/mol 63.62 

o
COS∆  kJ/mol∙K -0.151 

o
COH∆  kJ/mol -90.01 

2

o
HS∆  kJ/mol∙K -0.125 

2

o
HH∆  kJ/mol -80.17 

a   0.56 

 

5.2. Comparison of Model Predictions with Experimental Data 

The predictions from second kinetic model are compared with experimental data for molar 

flow rates of key species at reactor exit. These results are presented in Figures 4.3 ̶ 4.7. It can be 

seen from Figures 4.3 ̶ 4.7 that the model is able to capture the general trends over a wide range 

of GHSV or residence time. Figures 4.3 and 4.4 show a peak in hydrogen and CO production at 
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the residence time of about 5‒6 ms. The model could capture the peak for both components and 

model prediction at 825 °C is close to that of experimental ones. There is some discrepancy 

between observed and predicted results at 750 °C and 900 °C. These discrepancies could be 

attributed to the experimental/measurement errors and limitation of kinetic model. Again for CO2 

(Figure 4.5) the model could capture the behavior of high amount of CO2 at low residence time 

i.e., high GHSV. At low residence time a considerable difference between observed and predicted 

results is obtained which could be attributed to the limitation of kinetic model and at least 

partially to measurement errors at low concentration. A very good agreement between predicted 

and experimental results of water is obtained at all temperatures and GHSV (Figure 4.6). In 

Figure 4.7, the predicted outlet oxygen flow rate is compared with experimental data.  It should 

be noted the outlet oxygen concentration is low, which indicates that the measurements made  

 

Figure 4.3: Experimental vs. predicted molar flow rate of hydrogen. 
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Figure 4.4: Experimental vs. predicted molar flow rate of CO. 

 

Figure 4.5: Experimental vs. predicted molar flow rate of CO2. 
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may have errors associated. Experimentally, it is observed that as the residence time is increased, 

the O2 flow rate decreases and then increases again. It is difficult to provide an intuitive 

explanation of this phenomenon. The kinetic model was also unable to capture this trend. At 900 

°C, experimental data shows oxygen conversion increases and then decreases with lowering 

GHSV, which indicates some experimental or measurement error. The model predicts smooth 

decrease in oxygen concentration (i.e., high conversion) with a decrease in GHSV and the 

predicted results do not capture the unexpected experimentally observed behavior of an increase 

in oxygen conversion after an expected initial decrease with increasing residence time.   

 

 

Figure 4.6: Experimental vs. predicted molar flow rate of H2O. 

 

0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
0.045
0.050

0 5 10 15 20 25

Ex
it 

m
ol

ar
 fl

ow
 ra

te
 o

f H
2O

  
[m

ol
/m

in
] 

Residence time [ms] 

900 °C (Exp)
900 °C (Pred)
825 °C (Exp)
825 °C (Pred)
750 °C (Exp)
750 °C (Pred)



 

92 

 

 

Figure 4.7: Experimental vs. predicted molar flow rate of O2. 

 

Figure 4.8: Experimental molar flow rate of C14 + hydrocarbons vs. predicted molar flow 

rate of C14. 

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

0.0030

0.0035

0.0040

0 5 10 15 20 25

Ex
it 

m
ol

ar
 fl

ow
 ra

te
 o

f O
2  

[m
ol

/m
in

] 

Residence time [ms] 

900 °C (Exp)
900 °C (Pred)
825 °C (Exp)
825 °C (Pred)
750 °C (Exp)
750 °C (Pred)

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0 5 10 15 20 25

Ex
it 

m
ol

ar
 fl

ow
 ra

te
 o

f C
14

H
30

 +
 

ot
he

r h
yd

ro
ca

rb
on

s 
[m

ol
/m

in
] 

Residence time [ms] 

900 °C (Exp)
900 °C (Pred)
825 °C (Exp)
825 °C (Pred)
750 °C (Exp)
750 °C (Pred)



 

93 

 

 

Figure 4.9: Experimental vs. predicted molar flow rate of C14. 

 

In Figure 4.8, it is observed that total experimental hydrocarbon molar flow (including C14) 

is higher than the predicted C14 molar flow and Figure 4.9 indicates that experimental C14 molar 
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hydrocarbons) from overall reaction mechanism. Inclusion of all these hydrocarbons would result 

into high moles of hydrocarbon products (as per mechanism one mole of C14 forms more moles of 

hydrocarbons) and would have predicted higher molar flow than the current values. Even the 
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predicted volumetric flow as shown in Figure 4.10. The predicted volumetric flow is lower than 

the experimental volumetric flow. This indicates the effect of not considering other hydrocarbons 

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

0.0014

0.0016

0 5 10 15 20 25

Ex
it 

m
ol

ar
 fl

ow
 ra

te
 o

f C
14

H
30

  
[m

ol
/m

in
] 

Residence time [ms] 

900 °C (Exp)
900 °C (Pred)
825 °C (Exp)
825 °C (Pred)
750 °C (Exp)
750 °C (Pred)



 

94 

 

in the calculation. Hence, inclusion of all hydrocarbons by providing some rate expression which 

describes formation of all hydrocarbons from C14 could result in better prediction for all 

hydrocarbons. However, it should be emphasized that the predicted molar flow of all components 

as shown in Figures 4.3 ̶ 4.6 could alter after including all hydrocarbons. But since the molar flow 

is very low, the change in predicted molar flow would be minor.  

 

 

Figure 4.10: Experimental vs. predicted total volumetric flow at the reactor exit. 

 

It is useful to mention that the current study reports initial results of our research on the 
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steam reforming mechanism ‒ must be relaxed to improve model prediction and description of 

the reforming operation. Nonetheless, the six component kinetic model presented in this study, 

although simple, is able to predict both qualitatively the experimental observed behavior of major 

components and quantitatively the molar flow within 25% as shown in Figure 4.11. For very low 

concentrations, i.e., the molar flow rates lower than 0.0025 mol/min at the outlet of the reactor, 

the differences between the experimental data and the model predictions are higher than 25%. 

The difference can be attributed, at least partially, to the measurement errors at such a low 

concentration. In addition, the limitations of a three reaction, six components reaction scheme as 

pointed out above contribute to the differences. 

 

 

Figure 4.11: Experimental vs. predicted molar flow rates. 
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For high GHSV experimental runs, it is also observed that tetradecane undergoes oxidation 

reaction and produces water and CO2 in the initial 15‒20 % bed length and then steam reforming 

and water-gas-shift reactions controls the product composition. Around 50 % of the oxygen is 

consumed in initial 15 to 20 % of the reactor bed length (Figure 4.12). In the case of low GHSV, 

the oxidation reaction is dominant in the initial 5% of the bed length (not shown). It should be 

noted here that the bed temperature is considered constant as a single point bed temperature was 

measured and controlled in the experiments.  

 

 

Figure 4.12: Predicted molar flow rates of species along the length of the reactor, GHSV 

92,778  1/h and 900 °C. 
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5.3. Thermodynamic consistency of estimated parameters  

The estimated parameters are reported in Table 4.1. Jin et al. [23] reported the activation 

energy for total oxidation of methane as 162 kJ/mol. The same value of activation energy is used 

by Pacheco et al. [17] for isooctane oxidation. However, the current analysis estimated lower 

activation energy (47.28 kJ/mol) for tetradecane. This could be attributed to the lower auto-

ignition temperature of tetradecane (200 °C) than methane (630 °C) [35]. For steam reforming of 

tetradecane the activation energy is 102.66 kJ/mol. In general, it is said that the activation energy 

should be greater than heat of reaction (i.e., E > ΔH). In the case of steam reforming of 

tetradecane, this argument is not applied as rate constant is a lumped parameter. 

Since steam adsorption step (H2O + *  O* +H2) is not actually any dissociative or non-

dissociative chemical or physical adsorption step, its estimated parameters are not subjected to 

thermodynamic consistency. However, Xu and Froment [18] estimated 
2

o
H OS∆  and 2

o
H OH∆  for 

nickel catalyst 0.100 kJ/mol∙K and 88.68 kJ/mol, respectively. In this study, parameter estimation 

for Pt catalyst resulted in 0.01058 kJ/mol∙K and 63.62 kJ/mol respectively.  

While estimating the parameters like and  for dissociative chemisorption of H2 

and chemisorption of CO, thermodynamic consistency constraints as shown in Equations 

(13)‒(14) are applied. The estimated parameters are then passed though the major consistency test 

as given by Vannice et al. [34]. 

10 12.2 0.0014 (in cal/mol)o o
ad adS H≤ −∆ ≤ − ∆                                          (16) 

o
adH∆ o

adS∆
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Theoretically hydrogen bond energy is 436 kJ/mol and Pt-H bond energy [36] is 261.5 

kJ/mol. This gives -87 kJ/mol heat of dissociative chemisorption of H2 on Pt metal atom. The 

estimated value (-80.16 kJ/mol) is close to the theoretical value. Guerrero-Ruiz [28] reported that 

heat of chemisoption of CO (approximately -140 kJ/mol on Pt/activated carbon catalyst) is higher 

than that of hydrogen. Podkolzin et al. [37] reported that heat of chemisorption of CO decreases 

with coverage from initial value of -190/-180 kJ/mol to -75 kJ/mol at saturation CO coverage on 

Pt/SiO2. Estimated heat of chemisorption of CO (-90 kJ/mol) on Pt/alumina catalyst is higher than 

that of hydrogen and is within the range predicted by Podkolzin et al. [37]. 

For CO and H2, the  values at 298 K are 0.198 and 0.13 kJ/mol∙K, respectively. The 

estimated   values for CO and H2 are 0.151 kJ/mol∙K and 0.125 kJ/mol∙K, respectively, 

which are less than  as per thermodynamic consistency constraint.  

Third criterion suggests that the minimum entropy change during dissociative or non-

dissociative adsorption should be a minimum of 10 e.u. (cal/mol∙K) and should be less or equal to

, where  is in cal/mol. For CO and H2, estimated  values are 

36.09 cal/mol∙K and 29.88 cal/mol∙K respectively and the value of the term  

are 42.31 and 39.02 respectively. Hence, the consistency criterion (Equation (16)) is satisfied.   

6. Conclusions 

Kinetics of tetradecane reforming on Pt‒Al2O3 catalyst is investigated using three 

independent global reactions with six model components such as C14H30, O2, H2O, H2, CO, and 

o
gS

o
adS−∆

o
gS

12.2 0.0014 o
adH− ∆ o

adH∆ o
adS−∆

12.2 0.0014 o
adH− ∆
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CO2. For ATR, total combustion route is selected and since excess water is fed to the ATR the 

total oxidation reaction could be assumed to be summation of partial oxidation, WGS and 

hydrogen oxidation. The global total oxidation reaction is modeled by power law rate expression. 

For steam reforming and WGS reactions, model equations are derived from the reaction 

mechanism proposed by Rostrup-Neilson and developed reaction mechanism. The parameters of 

all three rate expressions are estimated by using the experimental data provided by NETL. The 

kinetic parameters for the model are estimated by using generalized reduced gradient method in 

spreadsheet and sequential quadratic programming in Matlab. The models are then subjected to 

model discrimination. The second fundamental LHHW model in which hydrocarbon is adsorbed 

on the catalyst surface as alkyl intermediate species by scission of C‒H bond is found to give 

physically meaningful parameters. The estimated parameters for the selected model are 

thermodynamically consistent. The developed reaction scheme model could predict the behavior 

of the process reasonably well and also predicts the major components outlet flow rates within 

25%. Some discrepancy for C14 concentration is observed due to exclusion of high hydrocarbons 

in the mechanism. The derived model also shows that, for the given operating conditions i.e., at a 

given experimental bed temperature and pressure, the total oxidation reaction is dominant at 

initial 15‒20 % of the total reactor bed length for high GHSV and at initial 5% of the reactor 

length at low GHSV.    
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Chapter 5 

Stable Diesel or Heavy Hydrocarbon Reforming Catalyst: Properties 

and Performance 

5.1 Preface 

Neglecting gas-phase reactions during high temperature reforming of tetradecane was a 

gross assumption made while developing a LHHW type of kinetic model in Chapter 4.  However, 

understanding of both the gas-phase and surface reactions occurring in the autothermal reactor is 

essential for the development of a mechanistic kinetic model for this system. An experimental 

gas-phase and surface kinetic study was undertaken with an objective to explain the importance 

of both gas-phase and surface reactions and to validate the generated detailed kinetic models in 

Chapter 6 and Chapter 7.  

This chapter discusses, in detail, the experimental methods used for catalyst synthesis, 

catalyst characterization, and kinetic studies. It presents the accelerated test to screen the catalysts 

for reforming of commercial-diesel fuel and also discusses results from a long term activity test 

for the screened catalyst. Under real operational scenario, the catalyst experiences both cyclic 

temperature changes as well as undergoes reducing and oxidizing (redox) cycles. From stability 

considerations, a desirable catalyst is the one that maintains its structural integrity with minimal 

changes in the accessible active metal sites for the reactions during cyclic temperature changes 

and under the redox environment. It presents a redox study test that highlights the importance of 

essential properties for the design of stable diesel reforming catalyst. Also the chemisorption test 
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performed for catalyst characterization provided the surface site density of active rhodium metal 

catalyst that is the most important parameter for surface kinetic study discussed in Chapter 7. 

Kinetic studies with catalyst and without catalyst in a packed bed are presented to explain the 

importance of gas-phase reactions that form pyrolysis products at elevated reforming 

temperatures. Kinetic data collected for gas-phase reactions and surface reactions at different 

operating conditions are used for gas-phase and surface kinetic model validation in Chapter 6 and 

Chapter 7 respectively.  

5.2 Abstract 

The use of diesel as a fuel for Solid Oxide Fuel Cell (SOFC) application presents several 

challenges including the need to partially/fully reform it prior to being fed to SOFCs. A major 

issue in the design and optimization of a catalyst for commercial systems is that the catalyst must 

retain high activity and exhibit stable performance over long operational period. In present 

experimental study, two diesel reforming catalysts were synthesized – optimized Rh/pyrochlore 

(PY-1) and Pt supported on gadolinium-doped ceria (Pt-CGO). In an accelerated test for 

reforming of commercial-diesel fuel, the PY-1 catalyst showed stable performance, in terms of H2 

yield, for 24 hrs, whereas the Pt-CGO catalyst deactivated within 4 hrs of reaction. Also, the PY-

1 catalyst showed long-term stability for pump diesel reforming. Fresh powders of catalysts were 

characterized by N2-BET, XRD, H2-chemisorption, and redox (TPR-TPO cycle) tests. In redox 

test, the PY-1 catalyst showed an initial structural change and in subsequent tests accessible 

rhodium remained unchanged which is further confirmed using chemisorption study.  However, 

the Pt-CGO catalyst lost its platinum peak after first oxidation cycle suggesting loss of an 

accessible active metal in the actual reforming environment. The kinetic experiments with only 
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quartz sand (i.e., non-catalytic packed bed reactor) showed < 100 ppm oxygen at the reactor 

outlet with CO and CO2, ethylene, propylene, and methane as major products. Incoloy-800 HT 

reactor showed high wall activity above 800 °C. Kinetic study experiments confirmed that the 

PY-1 catalyst is highly active and stable above 775 °C. 20-26 moles of hydrogen per mole of n-

tetradecane and 2.5-2.7 moles of hydrogen per mole of carbon monoxide are obtained at 

temperatures higher than 775 °C. No mass-transfer limitations were observed.  

  

Keywords: Diesel Autothermal Reforming; Solid Oxide Fuel Cell; Pyrochlore Catalyst; Catalyst 

Characterization; Catalyst Activity 
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1. Introduction 

Global warming, depletion of fossil fuels, fuel economy and emission abatement issues are 

the major challenges facing automotive and energy industries. Stricter environmental norms are 

guiding the industry to search for an alternative sustainable technical solution. Fuel-cell based 

Auxiliary Power Units (FC-APUs) are considered as one such option that has a potential to 

deliver the electricity at high efficiency [1]. However, limited hydrogen infrastructure and 

durability issues have restricted the growth of the fuel cell industries. At present, fuel reforming is 

considered as a short-term alternative to supply high purity hydrogen [2]. In fuel reforming, the 

hydrocarbon fuels are subjected to steam reforming (SR), partial oxidation (POX), or autothermal 

reforming (ATR) to extract the maximum amount of hydrogen. Diesel, gasoline, and jet fuels are 

considered as potential candidates of hydrogen carrier for the FC-APU system because of their 

high energy density and existing infrastructure. Due to its high efficiency at high temperature, and 

ability to handle both CO, H2, and light hydrocarbons as a feed stock [3], Solid Oxide Fuel Cell 

(SOFC) based APUs  are considered to have early commercialization potential in transport sector 

(specifically for heavy-duty trucks and ships to provide power during stand-still) and in stationary 

power system (specifically for remote areas where the generating the electricity using diesel 

generator is very costly and highly polluting). 

Methane reforming has been studied extensively as it is the major species in natural gas. 

Also, consistent efforts have been put by various research groups [4-8]  in developing diesel, 

gasoline, JP8 fuel reformer systems to address the many challenges associated with the 

development of fuel reformer system including homogeneous mixing of fuel with steam and 

oxygen, design of stable and highly active catalyst, and heat integration for the system. The 
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technical target set by the U.S. Department of Energy requires a reformer/catalyst durability of 

5000 hrs [7]. Several experimental studies on catalysts have been reported for generating 

hydrogen from gasoline, diesel fuel and its surrogates [4-8]. Based on the progress made so far, 

none of the non-noble metal catalysts have shown acceptable long-term activity and stability for 

heavy hydrocarbon reforming. Platinum group metals such as Pt and Rh are found to be an 

excellent candidate for heavy hydrocarbon reforming. Krumpelt and coworkers at Argonne 

National Laboratory (ANL) developed Pt on doped ceria catalyst that gave promising results for 

autothermal reforming of isooctane for 47 days [9, 10]. Based on ANL’s study, Bae and 

coworkers used 0.5 wt% Pt – on 20 mol% Gd doped ceria (CGO) for gasoline and diesel 

autothermal reforming [11, 12]. They observed that homogeneous mixing of the reactants lead to 

long term stability as generation of carbon precursor (i.e., ethylene) was suppressed [13].  

Further, Pt was reported to show better performance over Rh and Ru when CGO was used as the 

catalyst support. In later studies, they recommended a post-reforming stage (3 wt% Ru/CGO) to 

remove light hydrocarbons (over C1) to get stable operation for synthetic diesel reforming [14, 

15]. Schmidt and coworkers used Rh-α-Alumina coated monoliths for n-decane, n-hexadecane, 

JP-8, and isooctane autothermal reforming [16]. However, they observed carbon, ethylene and 

propylene and attributed this to gas-phase cracking. Roychoudhary and coworkers used Pt on La-

Al2O3 and Rh on Ce-Zr microlith short-contact time reactor for isooctane autothermal reforming 

[17]. Later they used their proprietary catalyst for 50 hrs autothermal reforming of JP8 fuel. The 

catalyst activity was found to decrease initially and the performance was recovered when the 

catalyst was exposed to air after 45 hrs [18]. Kolb and coworkers reported declining of catalytic 

activity for iso-octane autothermal reforming in 1wt% Rh/Al2O3 coated micro-structured reactor 

[19]. The activity recovered to initial level after short oxidation. Thormann et al. [20, 21] reported 
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15 hrs stable operation for steam reforming of diesel surrogate (hexadecane) in microchannel 

reactor coated with Rh/CeO2. They observed that activity declined at 645 °C, but remained 

constant at 700 °C. Pettersson and coworkers used two layers of monometallic Rh and bimetallic 

(Rh-Pt) washcoats (i.e., Ce and La doped alumina) for diesel autothermal reforming [22]. In their 

XPS analysis, they observed lower amount of Rh/Al, Pt/Al and La/Al ratio at the entrance of 

reactor possibly sintering effect due to oxidation reactions at the entrance of the catalyst. The 

review of literature indicates that Pt/CGO catalyst has shown stable and better performance for 

long-term operation of a diesel reformer. However, none of the studies so far have examined the 

effect of reducing and oxidizing environment on the catalyst. 

 

 

Figure 5.1: Four Major challenges for reforming catalyst [23] 

 

Sehested [23] reported four major challenges for reforming catalysts (Figure 5.1). These 

challenges are strongly interconnected. Apart from carbon formation and sulfur poisoning, the 

sintering of the catalyst is the major concern, which particularly happens in redox environment. 
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Better catalysts are those whose structure as well as properties show minimum change with time, 

age, particularly at high temperature of exposure and under redox cycles during actual operating 

conditions. The objective of the present work is to test and characterize Pt-CGO and optimized 

lanthanum zirconate pyrochlore catalyst [24, 25] and investigate the effect of redox environment 

on the catalyst. Also, experiments were carried out in non-catalytic and catalytic reactors over a 

range of operating conditions to examine the importance of gas-phase reactions and wall effects 

and to identify a suitable operating regime for catalytic autothermal reforming. 

2. Experimental 

2.1. Catalyst preparation 

Lanthanum zirconate pyrochlore catalysts, as shown in Table 5.1, were prepared by using 

Pechini method, a synthesis route to produce metal oxide compounds through a sol-gel 

intermediate phase [26-29]. An optimized pyrochlore catalyst (La2-wAwZr2-y-zRhyB’zO7-δ) 

formulation developed by NETL was used for this study. In this formulation the A site is 

substituted with an alkaline earth metal (e.g., Mg, Ca, Sr, Ba) at the level ‘w’ and the B site is 

substituted with Rhodium (2 wt%) and metal ions (B’) of either Ti, Ce, Y, or Ba at the level of 

‘z’[24, 25]. Metal nitrates and chloride precursors (e.g., La(NO3)3∙6H2O, ZrO(NO3)2, 

RhCl3∙2H2O) were dissolved in deionized water separately and then combined into a beaker.  The 

solution was mixed with citric acid (CA) solution in a 1:1 molar ratio of CA:metal. The solution 

was then heated on a magnetic stirrer to bring the temperature up to 75 °C to ensure complete 

metal complexation. At 75 °C, 40:60 molar ratio of ethylene glycol (EG) to CA was added. The 

solution was continuously stirred at 75 °C until all liquid water was evaporated and a transparent, 
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viscous gel remained. Further supply of heat resulted in violent bubbling with release of large 

plumes of NOx due to decomposition of nitrates. This promoted the poly-esterification reaction 

between EG and CA that ultimately formed an organic polymer network. The foam like mass was 

then dried at 110 °C overnight. Organic precursors were oxidized at 1000 °C for 8 hrs during 

calcination in the furnace. Three catalysts, lanthanum zirconate pyrochlore with B site doped with 

active Rh (LZ-Rh), optimized lanthanum zirconate pyrochlore with A site doped with alkaline 

earth metal and B site doped with Rh (PY-1), and optimized lanthanum zirconate pyrochlore with 

without active metal Rh (PY-2), were synthesized.  

 

Table 5.1: Active metal percentage in pyrochlore and Pt-CGO catalyst 

Catalyst Ce0.8Gd0.2O1.9 
(CGO) 

Pt/Ce0.8Gd0.2O1.9 
(Pt-CGO) 

La2Rh0.11Zr1.89O7-y 
(LZ-Rh) 

Optimized 
pyrochlore 

with Rh  
(PY-1) 

Optimized 
pyrochlore 

without 
Rh (PY-2)  

Pt or Rh 
content 
(wt%) 

0 0.5 2.0 2.0 0 

 

0.5 wt% Pt/Ce0.8Gd0.2O1.9 (Pt-CGO) and  Gadolinium doped ceria (CGO- Ce0.8Gd0.2O1.9) was 

prepared by glycine-nitrate process (GNP), in which all precursors (e.g., Ce(NO3)3∙6H2O, 

Gd(NO3)3∙6H2O, H2PtCl6∙6H2O) were dissolved in distilled water and the stoichiometric 

proportion of glycine was added [30]. The contents were heated at 100 °C on a hot plate while 

stirring. As the water evaporated, the content became sufficiently concentrated and combustion 

occurred between 100 °C to 150 °C. The obtained catalyst was then ground and calcined at 1000 

°C for 8 hrs.  
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2.2. Characterization 

The fresh calcined catalyst powder (-80+100 mesh) was characterized by several techniques 

as described below. 

BET surface area: The BET specific surface area measurements were carried out on an Autosorb-

1 instrument at liquid nitrogen temperature (77 K). Prior to the analysis, the sample was degassed 

at 110 °C for overnight and BET multipoint method was applied to calculate the surface area. 

 

X-ray Diffraction (XRD): Phase analysis of calcined powder samples was examined using 

PanAnalytical X’pert Pro X-ray diffraction system, model number PW 3040 pro. Power 

requirements during the operation was 45kV and 40 mA and powder scan programs were set at 

2θ scanning range 10-90° at a scan speed of 0.0164 °/s. Peak identification of X-ray data was 

done by comparing the scan with X’pert High Score Plus software, version 2.1 data. A similar 

analysis was repeated on Scintag X1 powder diffractometer without any noticeable differences in 

scan.  

 

Temperature programmed reduction and oxidation: Temperature-programmed reduction (TPR) 

and temperature programmed oxidation (TPO) measurements were carried out in Micromeritics 

Autochem 2910 unit.  TPR and TPO runs were repeated (redox cycles) to measure any changes 

related to active metals that were not detected using XRD spectra. 150 mg of the catalyst was 

loaded in a quartz tube and held between two quartz wool plugs. Before starting the experiments, 

the sample was dried using 30 ml/min argon flow by ramping the temperature to 200 °C at 5 

°C/min rate and holding it at 200 °C for 30 minutes. For TPR, the sample temperature was 
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ramped from ambient to 950 °C by 5 °C/min in 5% H2/Ar mixture flow set at 30 ml/min and held 

isothermally at 950 °C for 30 minutes. After 30 minutes of holding time, gas was changed to 30 

ml/min argon flow, and held at 950 °C for 15 minutes. The temperature of the sample was 

ramped back to ambient in the argon flow. For TPO, the sample temperature was ramped from 

ambient to 950 °C by 5 °C/min in 2% O2/He mixture flow set at 30 ml/min and held isothermally 

at 950 °C for 30 minutes. As described before, the sample was ramped back to ambient 

temperature in the argon flow. The process was repeated for the redox property analysis of the 

sample.  

 

Pulse chemisorption: Pulse chemisorption experiments were performed using Micromeritics 

Autochem 2910 unit. The sample was purged with 5% H2/Ar contained in the sample loop 

volume of 0.5377 cm3.  Before chemisorption, TPR was conducted to remove any surface 

oxygen. The catalyst temperature was maintained at 950 °C for 30 minutes under the argon flow 

to remove any surface hydrogen.  The sample was then cooled to 50 °C under argon to begin H2 

chemisorption. In analyzing the data 1:1 stoichiometric ratio of H:Rh was used [31, 32].   

2.3. Reaction studies 

Catalysts activity tests and kinetic study experiments were performed in a fixed bed 

continuous flow reactor (Autoclave Engineers, Model BTRS Jr.) shown in Figure 5.2. All inlet 

and outlet flow lines were inside the hot box for complete evaporation of the reactants and to 

avoid product condensation. Programmable temperature controller (Eurotherm, Model no. 2416) 

was used to control the hot box temperature at  375 °C. Nitrogen and air were delivered by mass 

flow controllers (Brooks, Model no. 5890E) with reported error of ± 1% of full scale. Liquid 
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hydrocarbon fuel and water were delivered by highly accurate (± 1% ) HPLC pump (Dionex 

Corp., Model no. P680A HPG). The liquid hydrocarbon was vaporized in a preheated nitrogen 

stream  in a specially designed mixing unit. Water was evaporated in a coil and then mixed with 

the heated air. The air-steam mixture was then passed through a coil for complete mixing before 

it was mixed with hydrocarbon-N2 mixture at the reactor inlet. For the kinetic study, 0.181 gm (-

80 +100 mesh and -100 mesh) of catalyst was diluted with 4.536 gm (-20+60 mesh) of quartz 

sand. The catalyst was placed inside the 8 mm I.D., 27.94 mm long, Incoloy 800HT  

(approximate composition: 30-35% Ni, 39.5% min Fe, 19-23% Cr) tubular reactor tube. Quartz  

 

 

Figure 5.2: Experimental system for activity and kinetic study [33] 
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sand particles of the same size were used to pack the pre- and post-catalytic bed zones. One of the 

key purposes of the pre-catalytic bed zone was to promote good mixing of the reactants before 

they reach the catalyst surface. Hence, the overall reactor was divided into three segments with a 

5.8 cm long diluted catalyst bed at the center of the reactor and 11 cm long quartz sand beds 

before and after the catalyst bed. The reactor was heated by the split tube furnace (Series 3210, 

Applied Test Systems, Inc.) controlled by a programmable controller (Eurotherm, Model no. 

2416). The heat input to the furnace was determined by the difference in set-point temperature 

and thermocouple temperature at the center of the catalyst bed (Tbed).  A sample conditioner 

(Universal Analyzers Inc., Model no. 1050S) at the reactor outlet was used to condense steam and 

any unconverted liquid hydrocarbons from the product gas stream. 

2.4. Reactants and product analyses 

N-tetradecane was used as a surrogate of diesel for the kinetic study. The long term activity 

tests and accelerated activity tests were carried out using commercial pump diesel. The product 

gas (N2, H2, O2, CO, CO2, and methane) was analyzed continuously using a Thermo Onix mass 

spectrometer (MS) (Model no. Prima δb, with a 200 a.m.u. scanning magnetic sector) with 

standard ±2% analytical error in gas concentrations. The gaseous hydrocarbon products were 

analyzed using a HP5890 gas chromatograph (GC) equipped with a flame ionization detector 

(FID).  

2.4. Operating conditions for kinetic study 

Three level factorial design experiments, as shown in Figure 5.3, at H2O/C (S/C) ratio 1.5 

and at following conditions were carried out.  
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Figure 5.3: 3-level factorial design of experiments for kinetic study. 

 

The three set-points for the three variables were as follows. 

Temperature (Tbed): 700 °C; 775 °C; 850 °C 

WHSV(Weight Hourly Space Velocity): 100,000 SCC/h∙g; 160,000 SCC/h∙g; 220,000 SCC/h∙g 

O2/C ratio: 0.2; 0.35; 0.5 

The above defined WHSV is equivalent to GHSV (Gas Hourly Space Velocity) 1,281 1/h, 

2,050 1/h, and 2,819 1/h respectively. The following equation is used to calculate GHSV 

reactorblankofVolume
SCCMflowVolumetricGHSV 60)( ×

=              (1) 

 The measured reactor pressure was 20 psig. The product gas composition was analyzed for 

N2, H2, O2, CO, CO2, and methane concentration every 1 minute using the MS. After 5 to 10 

minutes the concentration profiles reached at steady state. GC analysis of higher hydrocarbon was 

performed once the steady-state was reached. After each run, the carbon was burned out by 
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passing air and increasing the temperature to 900 °C until no CO and CO2 was detected in the 

outlet. For gas-phase kinetic study, similar set of kinetic data were collected with only quartz 

sand particles inside the reactor. Inlet flow rates, operating conditions, and measured outlet 

composition are given in Appendix B.   

The following Equations (2)–(5) were used in the analysis of experimental data. The yield of 

gas products was calculated by 

( ) 100
15

[%] 2
2 ×

+×
=

fedwaterofmolesfedetetradecanofmoles
HofmolesHofYield                   (2) 

( ) 100
14

[%] ×
×

×
=

fedetetradecanofmoles
HCofmolesn

HCofYield mn
mn                                                   (3) 

100
14

/[%]/ 2
2 ×

×
=

fedetetradecanofmoles
COCOofmolesCOCOofYield                                                (4) 

where ‘n’ is the number of moles of carbon per mole of hydrocarbon in the product. Hydrogen 

yield is based on number of moles of hydrogen fed into the reactor as specified by Shekhawat et 

al. [6].  

The conversion was calculated by 

100
14

[%] ×
×

=
fedetetradecanofmoles

gasproductoutletincarbonofmolesX             (5) 

Carbon balances for all experiments were ± 7%. 
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3. Results and discussion 

Before characterizing the catalysts, activity tests were performed to identify the stable 

catalyst for pump diesel autothermal reforming. Based on the results of the activity test for 

commercial diesel, a detailed characterization of stable catalyst was performed.   

 3.1. Activity/stability test 

The activities of Pt/CGO and PY-1 catalysts were compared by using an accelerated test 

method developed by NETL for commercial catalyst screening. Pump diesel was used for the 

accelerated test. The experiments were performed at Weight Hourly Space Velocity (WHSV) 

50,000 SCC/h∙g , O2/C ratio 0.55 and temperature 900 °C. These conditions are favourable for 

the carbon formation on the catalyst as per thermodynamic analysis [34], however the rate of 

carbon formation and/or deactivation is slow for the stable catalyst compared to the unstable 

catalyst. The test results shown in Figure 5.4 clearly indicate that the PY-1 catalyst deactivates 

very slowly compared to Pt/CGO catalyst. In the case of Pt/CGO catalyst, the high carbon 

formation increased the back pressure and tripped the furnace eventually. Long term activity test 

on PY-1 catalyst was conducted for 87 hrs for commercial diesel reforming at conditions that are 

not favourable for carbon formation. The test was performed at WHSV 25,000 SCC/h∙g, O2/C 

ratio 0.5, H2O/C (S/C) ratio 0.5, and temperature 900 °C. Figure 5.5 shows the stability of the 

catalyst for long term. Hence the PY-1 catalyst was selected for further kinetic study. Recently, 

Bae and co-workers used Pt-CGO (ATR catalyst) and Ru-CGO (post reformer catalyst) for 

autothermal reforming of synthetic diesel for 2500 h with 5-10% degradation of the catalyst [15]. 

The failure of Pt-CGO catalyst in our test could be due to catalyst preparation method. The  
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Figure 5.4: Accelerated activity tests for PY-1 and Pt-CGO. 

 

Figure 5.5: Long term activity test for PY-1 catalyst. 
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catalyst employed by Bae et al. was synthesized by Praxair via combustion spray pyrolysis. Since 

the PY-1 catalyst was found to be stable for long term operation, kinetic study and/or 

performance evaluation for PY-1 catalyst was carried out at different operating conditions.   

3.2. Catalyst characterization 

The complete characterization of Pt-CGO catalyst was not performed because it did not 

perform well in the accelerated test. Thus, catalyst characterization for PY-1 is reported here with 

only redox test results from Pt-CGO catalyst.   

3.2.1 BET specific surface area 

The surface area of Rh-based pyrochlore catalyst is presented in Table 5.2. The surface area 

of the catalysts is similar to that of Lanthanum Zirconate catalyst that indicates little effect of 

substitution of Rh and other ions into the catalyst structure [28]. 

Table 5.2: BET surface area for pyrochlore catalysts 

Catalyst La2Rh0.11Zr1.89O7-y 
(LZ-Rh) 

Optimized Pyrochlore 
with Rh (PY-1) 

Specific surface area 
[m2/g] 

11.69 10.38 

 

3.2.2 X-ray diffraction 

The X-ray diffraction patterns of calcined powder samples are shown in Figure 5.6. The LZ-

Rh peaks resembled the peaks of Lanthanum Zirconate pyrochlore (LZ) in the database as well as 

literature [28, 35, 36]. It is a single phase material having Face Centered Cubic (FCC) structure. 
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Substitution of rhodium at the B site does not result in any peak shift and phase change. It is 

attributed to the low percentage of the rhodium. Similar results were obtained by substituting A-

site and B-site for PY-1 and PY-2 catalysts. Unidentified small intensity peak is observed at 31°, 

whereas other peaks in the PY-1 and PY-2  catalyst can be assigned to the doping of A and B site 

with proprietary dopants [37]. However these peaks disappeared when the catalyst was subjected 

to redox cycles as shown in Figure 5.10. 

 

 

Figure 5.6: X-ray diffraction spectra of LZ-Rh, PY-1, and PY-2 calcined powder. 
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TPR profiles of fresh calcinated pyrochlore catalysts are shown in Figure 5.7. TPR profiles 

after oxidation at temperatures of up to 950 °C for all pyrochlores are shown in Figure 5.8. No 

hydrogen consumption was observed during TPR of the PY-2 catalyst. This was expected due to 

the absence of any reducible metal substitution into the lattice. Multiple forms of rhodium oxide 

on oxide supports have been reported. Wong and McCabe [38] observed two forms of rhodium 

oxide in Rh/SiO2 catalyst, whereas Hwang et al. [39] [36] observed five different forms of 

oxidation products on Rh/Al2O3 catalysts. Similar observation has been made in other studies,  

however, different peaks are not only because of interaction with different supports but also  

 

 

Figure 5.7: TPR profiles of fresh pyrochlore catalysts. 
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Figure 5.8: Redox cycle TPR profiles of pyrochlore. 
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the lattice oxygen [37]. However, after oxidation (Figure 5.8), both peaks are shifted to lower 

temperature. A distinctive large peak is observed at lower temperature (169 °C) and a very small 

peak at higher temperature (345 °C), indicative of the strong interaction, is observed. This 

observation suggests that the LZ-Rh catalyst can undergo major change in catalytic activity in the 

redox environment. 

In the case of fresh, optimized-pyrochlore catalyst (PY-1), similar peaks at that reported for 

LZ-Rh catalyst are observed but both peaks are shifted to the higher temperature. The low and 

high temperature peaks appear at 357 °C and 466 °C, respectively (Figure 5.8). Peak shifting can 

be attributed to the substitution of A and B site with dopants. After first oxidation, both peaks of 

PY-1 are shifted to the lower temperature. However, in subsequent redox cycles the peaks shift is  

 

Figure 5.9: Redox cycle TPR profiles of PY-1 catalyst. 
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not major as shown in Figure 5.9. Unlike the LZ-Rh catalyst, both peaks do not show much 

change in their size indicating that the catalyst activity may not change much either. The redox 

cycle test confirmed that after the first initial change the catalyst does not change substantially in 

redox environment. In Figure 5.10 the XRD spectra of PY-1 catalyst after each redox cycle is 

shown. As argued before, Rh or RhOx peaks are not observed because of low concentration of 

rhodium. Also negligible shift in diffraction angles during redox cycling confirmed no major 

change in catalyst structure, which further supports the similar argument made in analyzing TPR 

results in Figure 5.9.  

 

 

Figure 5.10: Phase analysis of PY-1 catalyst after redox cycles. TPR-3 and TPR-5 refer to 

samples obtained after third and fifth TPR cycles, respectively. 
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TPR spectra of redox cycles for Pt-CGO and CGO catalysts are shown in Figure 5.11. For 

fresh CGO, a very small peak at 539 °C and large broad peak above 600 °C is observed. The first 

peak at low temperature can be attributed to the reduction of oxygen adsorbed at the surface of 

the ceria, whereas the second large broad peak can be assigned to the bulk oxygen within the 

ceria lattice [44, 45]. After oxidation, no major change in TPR profile of CGO was noted. This 

confirmed the reversible bulk phase reduction [44]. By adding 0.5 wt% platinum to the support 

(i.e., Pt-CGO catalyst), a large peak at lower temperature 215 °C is observed. This peak is 

assigned to PtOx  [46, 47]. A second peak at 341 °C can be attributed to the weak surface oxygen  

 

 

Figure 5.11: Redox cycle TPR profiles of Pt-CGO and CGO catalysts. 
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because of the spill over of hydrogen from platinum onto the support [48] . As discussed earlier, 

the third broad peak above 600 °C is assigned to the bulk oxygen within ceria. After oxidation, 

disappearance of first two peaks shows a major structural change in the catalyst and loss of the 

catalytic activity in the redox environment. Since no platinum is accessible to hydrogen, there is 

no spill over of hydrogen onto the support to oxidize surface oxygen. However very small peak 

appearing at about 500 °C indicates surface oxygen reduction due to direct interaction of 

hydrogen with surface oxygen same as that of the CGO catalyst. Bulk oxygen within ceria 

observed again above 600 °C indicating reversible bulk reaction.  

3.2.4 Pulse chemisorption 

Dispersion and active metal surface area of PY-1 catalyst was determined by pulse 

chemisorption. The data for catalyst subjected to 1, 3 and 5 redox cycles are presented in Table 

5.3. The results confirmed that after major initial change a much smaller change is observed in 

the structure of the PY-1 catalyst compared to other catalysts in redox environment. The gain in 

dispersion after the first redox cycle suggests that the structural changes in the catalyst increases 

the accessible rhodium that ultimately results in higher activity. 

 

Table 5.3: Dispersion and active metal surface area of PY-1 catalyst 

Redox run number Dispersion [%] Metal surface area [m2/g] 

TPR-1 5.245 0.462 

TPR-3 9.315 0.820 

TPR-5 8.385 0.738 
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3.3. Gas-phase reactions and reactor wall activity 

To identify the importance of gas-phase reactions in autothermal reforming, relative 

comparison of products with and without catalyst at the outlet of the reactor is made. Experiments 

were performed without catalyst (but with quartz sand bed) at the same conditions as that for the 

experiments with catalyst. Previous studies on methane combustion have shown that quartz sand 

does not have any activity for methane combustion at 850 °C [49, 50]. Similarly, experimental 

study on combustion of hydrocarbons in a bubbling sand bed has shown dominance of gas-phase 

reactions at and above 850 °C [51]. Further, water-gas-shift reaction study by Bustamante et al.  

[52] in a quartz reactor has shown that quartz reactor has minimal activity (conversion < 0.2%) at 

900 °C for low residence time (time on-stream < 15 hrs). For experiments without catalyst (but 

with sand bed), negligible oxygen concentration (< 100 ppm) at the outlet of the reactor was 

observed. Although the sand bed activity can not be completely neglected, it can be concluded 

from previous studies that the homogeneous gas phase reactions are dominant inside the reactor. 

The product composition did not change much by varying the space velocity for gas-phase 

reactions. However, significant differences in the product composition were observed upon 

varying the O2/C ratio and bed temperature (Tbed).  

Comparison of product distribution with and without catalyst in a quartz sand bed for 

experiments conducted at 700 °C is shown in Figure 5.12. By adding the catalyst, hydrogen yield 

increases significantly. This indicates that most of the hydrogen in the reactor is produced by 

catalytic surface reactions at 700 °C. Also, the addition of catalyst results in a significantly higher 

amount of CO and CO2 products. This suggests that the catalytic steam reforming, water-gas-shift 

reaction, and partial oxidation reactions are dominant on the surface of the catalyst. On the other  
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Figure 5.12: Observed exit gas product distribution with and without catalyst at WHSV = 

100,000 SCC/h∙g (GHSV = 1,281 1/h), Tbed = 700 °C, and (a) O2/C = 0.2, (b) O2/C = 0.35, (c) 

O2/C = 0.5. 
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Figure 5.13: Observed exit gas product distribution with and without catalyst at WHSV = 

100,000 SCC/h∙g (GHSV = 1,281 1/h), Tbed = 850 °C, and (a) O2/C = 0.2, (b) O2/C = 0.35, (c) 

O2/C = 0.5. 

 

(a) 

0

10

20

30

40

50

60

70

80

90

H
2

C
O

C
O

2
C

H
4

C
2H

6
C

2H
4

C
3H

8
C

3H
6

C
4H

8
C

4H
6

C
5H

10
C

6H
12

Yi
el

d 
[%

] 

Products 

Without catalyst, X = 80.65 %

With catalyst, X = 100 %

Equilibrium

(b) 

0

10

20

30

40

50

60

70

80

H
2

C
O

C
O

2
C

H
4

C
2H

6
C

2H
4

C
3H

8
C

3H
6

C
4H

8
C

4H
6

C
5H

10
C

6H
12

Yi
el

d 
[%

] 

Products 

Without catalyst, X = 97.04 %

With catalyst, X = 100 %

Equilibrium

(c) 

0

10

20

30

40

50

60

70

80

H
2

C
O

C
O

2
C

H
4

C
2H

6
C

2H
4

C
3H

8
C

3H
6

C
4H

8
C

4H
6

C
5H

10
C

6H
12

Yi
el

d 
[%

] 

Products 

Without catalyst, X = 99.41 %
With catalyst, X = 100 %
Equilibrium



 

130 

 

  

 

Figure 5.14: Observed exit gas product distribution without catalyst at GHSV = 1,281 1/h, 

(WHSV = 100,000 SCC/h∙g) and (a) Tbed = 700 °C, (b) O2/C = 0.2. 
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or to the consumption of ethylene by surface reactions. Conversion of greater than 45% at 700 °C 

without catalyst also indicates that the gas-phase reactions are significant. 

At high temperature (850 °C), high amounts of CO and H2 yield are observed without 

catalyst (Figure 5.13). This could be attributed to the reactor wall activity discussed later. At high 

temperature, alkanes and alkenes which are formed due to gas-phase reactions are found to be 
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consumed by catalytic surface reactions. High temperature leads to more gas-phase reactions with 

increase in conversion to about 80% and higher. 

In Figure 5.14(a), the variation of gas product composition from reactor without catalyst for 

changing O2/C ratio is shown. As expected, an increase in O2/C ratio results in an increase in CO 

and CO2 yields. All alkanes and alkenes were found to decrease with increase in O2/C ratio, 

except for ethylene at O2/C equal to 0.2. Because the differences in ethylene yields are small, it is 

difficult to identify the reason for low ethylene yield at O2/C ratio 0.2. An interesting observation 

is shown in Figure 5.14(b). A sharp jump in H2 and CO yield at 850 °C is observed. This indicates 

some surface activity happening inside the reactor. This activity is attributed to catalytic reactor 

wall, which contains 30-35% of nickel. In one study, highly dispersed metal alloy was observed 

after oxidation in stainless steel reactor wall [53]. The oxidized reactor wall was found highly 

active for production of hydrogen by partial oxidation of n-tetradecane at 730 °C. In another 

study, a SS310S reactor containing 19-22% Ni for thermo-catalytic decomposition of methane 

was employed [54]. The reactor wall significantly affected the decomposition of methane when at 

temperatures higher than 850 °C. In yet another study, Incoloy 800 reactor was used for steam 

cracking and steam reforming of waste cooking oil [55]. It was reported that the formation of 

active metallic coke containing Fe and Ni particles on the wall of the reactor during gas-phase 

steam reforming at 800 °C. Our results are also consistent with the literature.  In our study 

Incoloy 800 HT reactor is found to be highly active above 800 °C. 

Figure 5.14 (a) and (b), clearly shows the ethylene and propylene are one of the major 

products from gas-phase reactions. These molecules are considered as the precursor to carbon 

formation on the surface of the catalyst. Hence the study of gas-phase chemistry and avoiding the 



 

132 

 

formation of ethylene and propylene due to gas-phase reactions are important for better catalyst 

and reactor design.  

3.4. Surface reactions with catalyst  

The performance of the PY-1 catalyst at different operating conditions has been evaluated. 

As shown in Figures 5.12 and 5.13, product distribution is far from equilibrium at 700 °C, 

however it attains equilibrium composition at high temperature (850 °C). Figure 5.15 shows the 

effect of varying O2/C ratio and space velocity on major products yield. At 700 °C and low space 

velocity, H2 and CO yield is found to increase and then decrease with increasing O2/C ratio. And 

at high space velocity yields of H2 and CO were found to increase with increase in O2/C ratio. 

Such behavior is unexpected in normal practical condition when the conversion is 100%. 

However, at 700 °C the conversion increases with increase in O2/C (Figure 5.16). So at low O2/C, 

conversion is low which ultimately results in low CO and H2 yield. At high temperature, 

complete conversion of n-tetradecane is reached (not shown), and hence the expected behavior of 

reduction of hydrogen yield with increase in O2/C ratio is observed (Figure 5.17). As expected, 

CO2 yield is increased with increase in O2/C ratio. CO2 yield due to catalytic reactions is always 

higher than gas-phase (non-catalytic) reactions (Figure 5.12). This shows that CO2 is not only 

produced by gas-phase kinetics but also by surface kinetics, such as water-gas-shift reaction. 

However, CO2 yield is observed to decrease with increase in temperature, particularly at high 

temperature. It should be noted here that the equilibrium composition is reached at high 

temperature. So a decrease in CO2 yield can be attributed to reverse water-gas-shift reaction, 

which also hampers the hydrogen production rate. As shown in Figure 5.18, hydrogen production 

is decreasing with time at 700 °C, where as hydrogen production remains stable at 775 °C and 
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850 °C. This suggests that the PY-1 catalyst is highly active and stable at and above temperature 

775 °C.  

 

 

 

Figure 5.15: Major products yield at Tbed=700 °C and S/C = 1.5 (with PY-1 catalyst). 
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Figure 5.16: % conversion at Tbed = 700 °C and S/C = 1.5 (with PY-1 catalyst). 

 

The production of methane decreases with an increase in O2/C ratio. This was expected as a 

high O2/C ratio favours combustion pathway than pyrolysis reactions. Increase in space velocity 

results in slight increase and then decrease in CH4 yield. Since the change is small, it could be an 

experimental error (Figure 5.15). Similar behavior is observed for increase in temperature (Figure 

5.17). At low O2/C, CH4 yield increased from 700 °C to 775 °C. This is attributed to low 

conversion at 700 °C.  

In a reactor with only quartz sand bed, ethylene yield is observed to increase with an 

increase in temperature as shown in Figure 5.14(b)) due to increased rate of gas-phase reactions. 

However, in the reactor packed with PY-1 catalyst, negligible amount of ethylene is observed 

with stable hydrogen production (Figures 5.13 and 5.18) at a higher temperature (i.e., at 850 °C) . 

This suggests that ethylene is consumed by catalytic surface reactions. 
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Figure 5.17: Major product yield at WHSV = 100,000 SCC/h∙g, and S/C = 1.5 (with PY-1 

catalyst). 
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Figure 5.18: Hydrogen production at different operating conditions and with time (with PY-

1 catalyst). 

 

 



 

137 

 

 

 

Figure 5.19: Performance of the catalyst (a) H2 selectivity (mole of H2/ mole of CO); (b) H2 

yield (mole of H2/mole of n-tetradecane) at WHSV = 100,000 SCC/h∙g. 

 

Two important reformer performance characteristics H2 selectivity (moles of hydrogen per 

mole of CO) and H2 yield (moles of hydrogen per mole of n-tetradecane) are shown in Figure 

5.19. As discussed earlier, due to the low conversion at 700 °C, hydrogen yield is found to 

increase and then decrease with increase in O2/C ratio. We observed the stable performance at 

750 °C and 850 °C. This suggests that hydrogen yield of 20 - 26 mole/mole of n-tetradecane can 

be obtained depending on the temperature and O2/C ratio (Figure 5.19(a)). Hydrogen selectivity 

(defined as moles of hydrogen per mole of CO) is found in the range of 2.5 ̶ 2.7 at high 

temperature and various O2/C ratios (Figure 5.19(b)).  

3.5. Mass-transfer limitations 
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For developing an intrinsic kinetic model or validating the kinetic model, the experimental 

data should be free of any internal and external mass transfer limitations. To test whether the 

performance of the reactor was affected by diffusion (mass transfer) limitations, further 

experimental investigation was carried out. There have been many relationships developed to test 

intraparticle (intraphase or internal) and interparticle (interphase or external) mass transfer 

limitations [31, 56, 57]. However for packed bed reactor, the concentration profile, and thereby 

the reaction rate, varies along the length of the reactor making it non-trivial to apply these criteria 

in a straight-forward manner. The most effective way to check the internal and external mass 

transfer limitations is to use the experimental techniques to determine whether the rate is 

influenced by mass transport. 

For external mass transfer limitations the criterion analogous to Weisz-Prater criterion can be 

used.  

2 0.15p

b c

r r
C k n
′′′

<                               (6) 

where r ′′′ is the reaction rate per catalyst volume, pr is the catalyst particle radius, bC is the bulk 

phase reactant concentration, ck is the mass transfer coefficient between the catalyst and bulk 

phase, and n is the reaction order. 

In the above equation (6) the mass transfer coefficient is related to other variables as per the 

following expression [31]:  
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where ABD is the diffusivity, u is the velocity, ρ is the density, µ is the viscosity of surrounding 

reaction medium. Equation (6) shows that decreasing the catalyst particle size and increasing the 

fluid velocity can significantly increase the mass-transfer coefficient and hence decrease the 

external mass transfer limitations. Haynes [28] tested the external mass transfer limitations for n-

tetradecane reforming on same reactor by varying the linear velocity while keeping the WHSV 

constant.  Above 630 cm/min, the external mass transfer limitations were found to be negligible. 

For the current kinetic study, the minimum value of the velocity was 1562 cm/min and very fine 

particle (-80+100 mesh, and -100 mesh) diameter was used. Hence, this confirmed that the 

collected kinetic data are not affected by external mass transfer resistance. 

To test the internal mass transfer limitations, the catalyst particle diameter was changed 

under similar operating conditions and hydrogen concentration was compared to see any 

difference in hydrogen concentration due to changes in particle diameter. The high temperature 

and high O2/C ratio data were not used as at these conditions the outlet concentration reached the 

equilibrium concentration and high reactor wall activity was reported from a gas-phase kinetic 

study. The next choice was to use the data at 775 °C and 700 °C to test the internal diffusion 

limitations of the catalyst particles at high residence time.  Figure 5.18 (a-c) shows the actual 

experimental data results on two catalyst particles diameter at 700 °C, 775 °C, and at low space 

velocity. The outlet hydrogen concentration at different time of the experiments and for different 

catalyst size particles does not vary significantly and the difference in concentration is well within 
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experimental error. This set of data clearly shows that there is no significant internal mass transfer 

limitation.  

4. Conclusions 

The present experimental study demonstrates the characteristics and performance of stable 

diesel reforming catalyst. The catalyst characterization study provides a better understanding of 

the required criteria for stable operation in redox environment. 

Two catalysts (Pt-CGO and PY-1) used in this study were subject of an accelerated test 

protocol that determines the rate of deactivation in a shorter duration. The Pt-CGO catalyst lost its 

reforming activity within 4 hrs whereas no significant changes in reforming performance were 

observed with the PY-1 catalyst for reforming of commercial-diesel. Also, the PY-1 catalyst was 

found stable at normal operating conditions for 87 hrs.     

Substitution of Rh and other dopants into the lanthanum zirconate pyrochlore structure 

results in no major change in surface area. XRD results showed lanthanum zirconate peaks. Loss 

of platinum peak after the oxidation was observed in redox test for Pt/CGO catalyst. However, 

after the initial change, accessible rhodium didn’t significantly change in redox cycle test for the 

PY-1 catalyst. Further chemisorption tests confirmed the observations made by redox test.  

Kinetic experiments with only quartz sand showed a significant amount of gas-phase 

reactions. Apart from CO and CO2, the major products due to gas-phase reaction were ethylene 

and propylene, which are considered precursors for coke formation. For Incoloy 800 HT reactor, 

high reactor wall activity was observed above 800 °C.  
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Kinetic experiments using PY-1 catalyst were performed at different operating conditions. A 

complete conversion along with stable catalytic performance was observed at and above 775 °C. 

Negligible ethylene and propylene yields were observed at high temperatures and equilibrium 

product composition was achieved at 850 °C. 20-26 moles of hydrogen per mole of n-tetradecane, 

and 2.5-2.7 moles of hydrogen per mole of carbon monoxide were achieved at high temperature 

(i.e., 850 °C).  

Experimental studies showed no internal and external mass transfer resistances. Hence the 

collected kinetic data can further be used for kinetic study. 
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Chapter 6 

Development of a Mechanistic Model for Gas-phase Reactions 

Occurring in Autothermal Reforming of Diesel Surrogate (N-

tetradecane) 

6.1 Preface 

High temperature catalytic reforming processes also favour gas-phase reactions. 

Experimental studies for ATR in a reactor without active metal catalyst, discussed in Chapter 5, 

showed that gas-phase reactions are dominant in autothermal reforming of n-tetradecane. The 

generalized kinetic modeling approach used in Chapter 4 is not sufficient as it assumes heavier 

hydrocarbon molecules reach the catalyst surface without any gas-phase reactions in the pre-

catalytic region. This chapter describes the detailed gas-phase kinetic model generated using 

automatic “Reaction Mechanism Generator” (RMG) software. Also the validation of the model 

using literature data on combustion and pyrolysis, and current study experimental data on 

autothermal reforming is presented. A packed bed reactor model including all modes of heat 

transfer, mass transfer and momentum transfer is given and a hybrid approach of coupling large 

chemistry and complex heat transfer in a packed bed reactor system is presented. The importance 

of gas-phase reactions in the pre-catalytic zone of the packed bed reactor is explained based on 

fundamental understanding of oxidation and pyrolysis chemistry. Important reaction paths for 

major product formation are elucidated based on sensitivity analysis and rate of production 

analysis.  
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The conclusions drawn from this chapter not only helped in gaining detailed insight into the 

reaction chemistry in the pre-catalytic reactor zone but also highlighted that the steam reforming 

reactions are dominant on the surface of the catalyst. Gas-phase reaction kinetic model generated 

in this chapter along with modeled temperature profiles inside the reactor are used for surface 

kinetic study discussed in Chapter 7. 

6.2 Abstract 

Modeling an autothermal reformer (ATR) is a multi-scale problem, which requires detailed 

gas-phase and surface kinetics coupled with mass, momentum and heat transfer. Such models 

offer mechanistic insight and are useful tools in design and optimization. This study presents a 

multi-scale approach to modeling autothermal reforming of n-tetradecane in an inert packed-bed 

reactor. Kinetics for gas-phase reactions under ATR operating conditions were generated using 

the open-source Reaction Mechanism Generator (RMG) software package. The generated model 

was benchmarked against shock-tube ignition delays and the model was extended for high-

pressure pyrolysis experiments to access its predictive ability in the oxidation and pyrolysis 

regimes. An iterative approach was used to couple the mass/heat transfer (solved in COMSOLTM) 

with detailed kinetics (solved using Chemkin-Pro). The overall packed-bed ATR model performs 

well at temperatures below 700 °C but not so at higher temperatures most likely due to reactor 

wall activity. The current simulations suggest the presence of two oxidation regions inside the 

reactor. The first occurs near the inlet where degradation and oxidation of the parent fuel leads to 

the temperature jump of ~200K. The second stage involves oxidation of degradation products and 

occurs near the middle of the reactor. Rapid consumption of the inlet hydrocarbons suggests that 

the organic feed undergoing catalytic reforming depends heavily on the residence time in the 
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upstream region. Sensitivity and flux analysis are used to analyze important pathways for CO, 

CO2, C2H4 and C3H6 production.  

 

Keywords: Diesel Autothermal Reforming; Solid Oxide Fuel Cell; Pyrochlore Catalyst; Catalyst 

Characterization; Catalyst Activity 
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1. Introduction 

 Reforming of liquid hydrocarbons to generate hydrogen-rich reformate, for use as fuel for 

solid oxide fuel cells, is being pursued by various groups. One of primary issues has been the 

development of a high activity catalyst that is also coke-tolerant/coke-suppressant. The catalyst is 

designed with idea that it “sees” gaseous hydrocarbons. Volatization or vaporization of the heavy 

hydrocarbons requires high temperatures, which can and does promote gas-phase reaction of the 

hydrocarbons. The nature of these gas-phase reactions occurring in the pre-catalytic, catalytic and 

post-catalytic zones of a reformer may significantly influence the product composition. For 

example, the extent and type of gas-phase reaction occurring in the pre-catalytic zone will dictate 

the composition of the reaction mixture entering the catalytic zone. Gas-phase chemistry in the 

upstream mixing region is often cited as a major source of ethylene, a precursor for carbonaceous 

deposits [1-5]. This in turn, will have an impact on the efficacy of the catalyst and also influence 

the pathway through which reaction proceeds in the catalytic zone. All of the aforementioned 

factors then also have implications on the reformer operation/performance and sizing. 

Of the three major types of reforming processes – autothermal reforming, partial oxidation, 

and steam reforming – gas-phase reactions in the autothermal reforming is perhaps the most 

interesting and complicated. This is because under autothermal reforming conditions both 

combustion and pyrolysis chemistry contributes to the overall chemical transformations in the 

gas-phase. Gas-phase reactions also contribute to catalytic partial oxidation of light hydrocarbons 

in short contact time millisecond reactors [6-8]. An optimal reformer should provide 

homogeneous mixing of diesel with steam and air, and sufficiently high temperatures before the 

gas-phase products reach the catalyst surface. Many mixing zone designs have been proposed by 
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various groups using both experimental and Computational Fluid Dynamic (CFD) studies of 

mixing of reactants in diesel and gasoline reforming reactors [5, 9-12]. Although there are 

continuous improvements in diesel reformer designs based on CFD simulations, the 

understanding and incorporation of gas-phase kinetics in the mixing region upstream of the 

catalyst zone in these models has been very limited. Recently, Dean and co-workers pointed out 

the importance of modeling the upstream mixing region using n-hexane and n-dodecane as diesel 

surrogates [13]. They reported a kinetic model based on the combustion modeling work of 

Westbrook and co-workers at the Lawrence Livermore National Laboratory (LLNL). It should be 

noted that these models were used to predict the gas-phase concentrations and temperature 

profiles at high equivalence ratios (equivalence ratio is defined as the ratio of the fuel-to-oxidizer 

ratio to the stoichiometric fuel-to-oxidizer ratio) whereas the kinetic models were originally 

developed for low equivalence ratio systems. Based on their simulation, Dean et al. proposed that 

reformer must be designed such that the reaction mixture must reach the catalyst surface in less 

than 0.1 sec to avoid formation of troublesome quantities of ethylene (1000 ppm), assuming that 

the reactants are perfectly mixed at 800 K. In a related study, Deutschmann and co-workers used 

kinetic models from the literature for gas-phase partial oxidation of iso-octane [14, 15]. They 

used a 10 mm heat-shield (non-catalytic monolith) before and after the catalyst zone and assumed 

that no isooctane conversion occurs before the heat-shield. Their main conclusion was that the 

homogeneous and heterogeneous chemistry was an important element in modeling CPOX 

(Catalytic Partial Oxidation). However, most alkane chemistry models in the literature are not 

developed specifically for autothermal reforming (ATR) conditions. The aim of the present study 

is to develop a mechanistic model for gas-phase reaction of n-tetradecane undergoing autothermal 

reforming. The Reaction Mechanism Generator (RMG) computer code is employed for 
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mechanism generation. The model development and validation involved comparison of 

simulation results with experimental data for oxidation and pyrolysis reported in literature as well 

experimental data generated in this study from a non-catalytic reactor. 

2. Diesel Surrogate 

Actual commercial diesel is comprised of thousands of hydrocarbon species [16] with the 

composition varying with geographical region. Typical North-American (USA and Canada) 

diesel fuel composition and properties are shown in Table 6.1 [17]. More detailed analysis of 

pump diesel shows that normal paraffins are around 15 wt%, isoparaffins ~17 wt%, naphthenes 

~48 wt%, monoaromatics ~15-25 wt%, diaromatics ~5-15 wt%,  and polyaromatics ~0-5 wt% 

[18, 19].  North-American diesel contains higher aromatic and sulphur content than European 

diesel [12]. Experiments with surrogate fuels are always useful because they avoid the complexity  

 

Table 6.1: Chemical and physical properties of typical North American diesel fuel [17] 

Property Value 

Cetane Number 40-56 

Carbon Number Range C10-C24 

Boiling Range (°C) 190-360 

Composition (wt%):  

% normal and branched alkanes 25-40 

% cyclo-alkanes 20-40 

% aromatics 15-40 
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of real diesel while providing an understanding of the underlying physical as well as chemical 

processes such as ignition chemistry, pathways to pollutant formation, vaporization, and mixing 

of reactants. Heptane is commonly selected as a diesel surrogate as it has a cetane number of ~55, 

comparable to European and Japanese diesel fuel. However, the oxidation and pyrolysis kinetics 

of n-heptane do not correspond to the behaviour of real diesel [17]. Farrel et al. [17] have 

proposed different target surrogate molecules for advanced research in diesel combustion for 

efficient diesel combustion engine design. N-decane, n-dodecane, n-tetradecane, and n-

hexadecane fall within the diesel boiling range and are considered more suitable representatives 

of paraffins in diesel surrogates. The National Energy Technology Laboratory’s (NETL) recently 

proposed a mixture of n-tetradecane, 1-methylnaphathelene and decalin as a next-generation 

diesel surrogate to represent the paraffinic, aromatic and naphthenic components of diesel [18]. A 

comprehensive understanding of diesel reforming should ideally include representative 

components from all species classes but this is beyond the scope of a single study. As a result, n-

tetradecane was selected as a surrogate fuel in the present work. Consequently, the results and 

conclusions shown below are representative of the fate of the paraffinic component of real diesel. 

Analysis of other species classes would definitely be useful for developing reformer models that 

better represent the processing of actual diesel fuel. 

3. Experimental 

Gas-phase kinetic experiments were performed in a fixed bed continuous flow reactor 

(Autoclave Engineers, Model. BTRS Jr.) without catalyst, but with quartz sand bed, as shown in 

Figure 6.1. All inlet and outlet flow lines were inside the hot box for complete evaporation of the 

reactants and to avoid product condensation. Programmable temperature controller (Eurotherm, 



 

154 

 

Model no. 2416) was used to control the hot box temperature at  375 °C. Nitrogen and air were 

delivered by mass flow controllers (Brooks, Model no. 5890E) with a reported error of ± 1% of 

full scale. Liquid hydrocarbon fuel and water were delivered by highly accurate (± 1%) HPLC 

 

 

Figure 6.1: Experimental system for activity and kinetic study [20] 

 

pump (Dionex Corp., Model no. P680A HPG). The liquid hydrocarbon was vaporized in a pre-

heated nitrogen stream in a specially designed mixing unit. Water was evaporated in a coil and 

then mixed with the heated air. The air-steam mixture was then passed through a coil for 

complete mixing before it was mixed with hydrocarbon-N2 mixture at the reactor inlet. For the 
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gas-phase kinetic study, -20+60 mesh quartz sand particles were placed inside the 8 mm i.d., 

27.94 mm long, Incoloy 800HT  (approximate composition: 30-35% Ni, 39.5% min Fe, 19-23% 

Cr) tubular reactor tube. The reactor was heated by the split tube furnace (Series 3210, Applied 

Test Systems, Inc.) controlled by a programmable controller (Eurotherm, Model no. 2416). The 

heat input to the furnace was determined by the difference in set-point temperature and 

thermocouple temperature at the center of the catalyst bed (Tbed).  A sample conditioner 

(Universal Analyzers Inc., Model no. 1050S) at the reactor outlet was used to condense steam and 

any unconverted hydrocarbons from the product gas stream. 

The product gas (N2, H2, O2, CO, CO2, and methane) was analyzed continuously using a 

Thermo Onix mass spectrometer (MS) (Model no. Prima δb, with a 200 a.m.u. scanning magnetic 

sector) with standard ±2% analytical error in gas concentrations. The gaseous hydrocarbon 

products were analyzed using a HP5890 gas chromatograph (GC) equipped with a flame 

ionization detector (FID). 

 A detailed schematic of the packed bed reactor system used in the experiments at NETL is 

shown in Figure 6.2. The reactor was filled with silica particles of average diameter 550 μm. The 

experimental set-up involves conductive, convective and radiation heat transfer. It is important to 

model the processes accurately to obtain an accurate temperature profile as this directly affects 

the rate of reaction.  Because of safety and design issues, it was not possible to directly measure 

the temperature profile inside the reactor during the autothermal reforming experiments. The 

alternative was to validate the heat transfer model by measuring the temperature profile without 

reaction by moving a thermocouple along the axis of the reactor in nitrogen flow. The heat 
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transfer model could then be used to predict the temperature profile in the reactor during reaction 

experiments. 

 

 

Figure 6.2: Experimental packed bed reactor system 

 

4. A Packed Bed Reactor Model and Governing Equations 

In addition to detailed kinetics, adequate treatment of the transport and heat transfer within 

the packed-bed reactor is necessary for modeling purposes. For this purpose, a two-dimensional 

(2-D) packed bed reactor model with heat and momentum transfer was developed. The software 

package, COMSOLTM, was used including the heat transfer and fluid flow modules [21]. A 

detailed schematic of the packed bed reactor system used in the experiments at NETL is shown in 

Figure 6.2. The governing equations used to calculate the bed properties and to solve for the 

temperature and the velocity profiles within the reactor are presented in Appendix‒C.1.  



 

157 

 

4.1. Iterative approach to solve for temperature profile within the reactor: 

As the apparatus was not instrumented to measure the temperature profile inside the reactor, 

an iterative numerical approach was adopted instead. Coupling the fluid dynamics and heat 

transfer effects defined above with the large number of reactions and species was challenging 

using currently available Computational Fluid Dynamics (CFD) software even with the plug flow 

and isobaric assumptions.  The Chemkin software package (Chemkin-Pro, 15112) allows the user 

to work with large detailed kinetic models; however, it does not allow a sophisticated description 

of heat transfer effects. The solution was to develop a hybrid approach in which the simplified 

packed-bed isobaric plug-flow reactor model with heat transfer was solved using a finite element 

CFD solver while the kinetic equations were solved using the Chemkin. The temperature profiles 

obtained without reaction were used as the initial guess that was provided as input to Chemkin 

which in turn calculates the heat of reaction along the length of the reactor. This heat of reaction 

profile was then fed back to the finite element plug flow solver to get the resulting temperature 

profile. This procedure was repeated until a convergent temperature profile was obtained. A 

proof-of-concept for this approach (shown in Appendix‒C.2) was performed using a simple 

reactor system with a kinetic model simple enough to be handled by CFD software. Results from 

the iterative solution were found to be in excellent agreement with the exact solution. Although 

this does not prove the method is application to the more complex model it does provide some 

confidence that the method is viable. 

5. Kinetic modeling using Reaction Mechanism Generator (RMG) 
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Mechanistic model for gas-phase reactions can be comprised of thousands of species and 

elementary reactions as is commonly seen in the combustion and pyrolysis literature. 

Traditionally, these models have been developed using chemical intuition to guide the choice of 

reactions and species to be included [22]. The models are validated against experimental 

measurements performed over a range of temperatures and pressures in different reactor 

configurations including shock-tubes and rapid compression machines. These validation tests 

provide data on the most sensitive kinetic and thermochemical parameters, which can then be 

refined with quantum chemistry calculations or elementary kinetics measurements.  

The models, based on heuristics, are suitable for smaller systems, but quickly become 

cumbersome and tedious, especially for long chain alkanes where the number of reactions and 

species can quickly become intractable. An approach to overcome this problem is to use 

automated algorithms to select the most important reactions and species. Even though this 

approach has many attractive features, existing tools are not “black-box” in nature. The gas-phase 

kinetic models used in this work were obtained using the Reaction Mechanism Generation 

(RMG) software developed at the Green group in MIT [23, 24]. RMG offers an automated 

platform to build reaction mechanisms for systems of the size and complexity as those involved 

in the current problem.  

The basic structure of RMG is shown in Figure 6.3. RMG uses a species-flux based criterion 

[25] to determine which species to include in the model (“core” species) and which ones to keep 

out (“edge” species). At any point in the simulation, all possible self and cross reactions of the 

species in the core are used to discover potential edge species. This is performed using twenty 

three elementary reaction classes such as H-abstraction, beta-scission, and bond-breaking. The 
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most important edge species are incorporated into the core and the process is repeated till a user-

specified termination criterion (typically reaction time or conversion of a particular species) is 

met. Whether a species ends up in the core or not depends on its net flux and the user-specified 

species tolerance. Edge species whose flux exceeds the critical flux (defined as the product of the 

species tolerance and the RMS flux of species in the current model core) are incorporated into the 

model core. The resulting model at the end of the iterative solution is self-consistent at the 

specified user-tolerance. 

 

 

Figure 6.3: Structure of “Reaction Mechanism Generator” (RMG) software 

 

The input to RMG consists of the temperature, pressure, initial concentration of the reacting 

mixture (n-tetradecane, steam and oxygen for the present case) and the termination criterion. 

RMG offers features that allow users to provide their own thermochemistry estimates and rate 
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parameters using kinetic and thermochemistry libraries. If no libraries are used, RMG uses group 

additivity to estimate thermochemical parameters with HBI (Hydrogen Atom bond Increments) 

corrections of Bozzelli and co-workers [26]  for radical species. The RMG kinetics database 

provides estimates of high-pressure limit rates for reactions based using rate-rules developed 

using quantum calculations and experimental data. Fall-off effects and chemical activation can 

also be estimated on-the-fly using methods described by Allen et al.[27] using either the steady-

state master equation method (also referred to as the ‘‘Reservoir State” method) of Green and 

Bhatti or the ‘‘Modified Strong Collision” approach of Chang et al.[28]. The obtained k(T,P) can 

be reported using either the pressure-dependent Arrhenius format (PLOG) or Chebyshev 

polynomials (CHEB). For this study, all pressure-dependent rates generated by RMG are reported 

in the PLOG format. 

The output files of a RMG simulation include a CHEMKIN compatible reaction mechanism, 

species concentration profiles and reaction flux profiles. Models generated by RMG have 

previously been shown to be in good agreement with experimental data for the pyrolysis, 

combustion and steam cracking of other hydrocarbons [29, 30]. 

The input specifications used for mechanism generation are shown in Table 6.2. The species 

tolerance parameter in RMG is used to determine the relative importance of a given species and 

whether it should be included in the model. Tighter tolerances lead to larger models with all 

possible pathways but also capture many reaction channels that do not play any significant part in 

the overall reaction. For larger molecules like n-tetradecane, any tolerance less than 0.1 was 

found to be challenging in terms of model generation time and computer memory requirements 

because of exponentially large number of reactions and species. With the tolerance of 0.1, the 
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generated model had nine thousand three hundred and forty-seven reactions and four hundred and 

fifty-nine species under ATR conditions. The generated model with given tolerances didn’t 

capture any reaction channels for formation of higher alkanes (above C3) at given input 

conditions (Table 6.2). This is consistent with the literature and current experimental studies 

discussed in detail later. In pyrolysis, available n-tetradecane pyrolysis experiments were 

performed at high pressure and low temperature conditions, and at these conditions alkanes 

higher than C3 hydrocarbons were observed. So more alkane formation paths were added to the 

model beyond those included in the RMG generated model. 

 

Table 6.2: List of input conditions used for mechanism generation with RMG 

Parameters/keyword Values Remarks 

Inlet concentration O2/C* = 0.2; H2O/C* = 1.5 

N2 = diluents 

ATR condition used  

in experiments 

Temperature Range 400 °C – 1000 °C Range of operation of ATR 

Pressure 2.36 atm Pressure in ATR 

Species tolerance 0.1 See text 

N-tetradecane conversion 99.99% See text 

*O2/C and H2O/C are molar ratios 

 

GRI-Mech 3.0 model and species thermochemistry was used as a seed mechanism to capture 

the small molecule chemistry in the current model. In addition, a seed mechanism for n-

tetradecane was used to capture the first and second O2 addition pathways which are known to be 

important in low temperature ignition chemistry [31].  The developed model has been refined 

further by replacing the rate constants of several important reactions with more accurate recently 

measured or calculated rates. One of the most important reaction families in alkane pyrolysis and 
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oxidation are the β-scission reactions of alkyl radicals derived from the parent fuel molecule. In 

the present study, these rates were obtained from the experimental work of Tsang and coworkers 

for long chain alkyl radicals [32]. The complete list of rate coefficients that were updated with 

recently published rates is given in Appendix‒C.3. A few of most important are discussed here.  

For the reaction H + CH2O  HCO + H2 we used the Baulch et al. [33] recommendation. 

Recently, Friedrichs et al. [34] measured the rates for this reaction in the temperature range 1510 

- 1960 K. However this temperature range is not of interest to the present study and as a result 

these rates were not used. High pressure rates for allyl + HO2 and allyloxy decomposition were 

obtained from Goldsmith et al. [35]. Similarly high pressure rates for acetyl + O2 system were 

obtained from recent work of Allen et al. [27] These high pressure rates were combined with 

modified strong collision approach to obtain pressure dependent rates in PLOG format. Pressure 

dependence calculations were performed with a stand-alone module of RMG package. Rates for 

propylene + ∙OH  allyl + H2O are obtained from Tsang [36] as discussed later. H-abstraction by 

methyl and H radicals from alkanes were obtained from Randolph et al. [37]. Rates for 

HO2+∙CH3 and O2+CH4 were taken from the recent measurements of Hong et al. [38]. These 

measurements are in agreement with the calculation of Jasper et al. [39]. The rest of the rate 

coefficients and species thermochemistry were default estimates by the RMG software, mostly 

based on group additivity calibrated by some quantum chemistry calculations [23]. 

6. Results and Discussion 

6.1. Validation of n-tetradecane kinetic model  
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A summary of reaction conditions of interest for this study has been described in terms of 

equivalence ratio, excess air, and oxygen-to-carbon ratio in Figure 6.4. Autothermal reforming 

occurs under fuel-rich conditions with much higher equivalence ratios compared to those 

encountered during combustion process. Under the fuel-rich conditions, pyrolysis chemistry is 

expected to be dominant. However, the observation of CO and CO2 and negligible quantities of 

O2 (< 100 ppm) at reactor outlet suggests that oxidation chemistry is non-negligible and should be 

accounted for in the kinetic model. This underscores the need for validating a gas-phase kinetic 

model pertinent to autothermal reforming for both pyrolysis and partial oxidation regimes.  In the 

following sections, we compare model predictions with available literature data on n-tetradecane 

combustion and pyrolysis. It must be noted that the model parameters are not adjusted to fit the  

 

Figure 6.4: Reforming and combustion region, φ = equivalence ratio, γ = excess air = 1/ φ 
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experimental data used for validation, these are pure predictions. 

6.2. Modeling ignition delay measurements   

Modeling shock-tube ignition delays is commonly used for validating oxidation chemistry. 

The n-tetradecane reaction mechanism developed in this work was tested against shock tube 

ignition delays of long-chain alkanes reported by Shen et al.  [40], Vasu et al. [41], and Zhukov et 

al. [42]. Shock tubes provide nearly ideal, constant volume, zero-dimensional reactor conditions 

up to the time of ignition, or longer in highly dilute mixture [43] and can be modeled with simple 

0‒D reactor models. In this study, shock tube ignition delays were modeled using the closed 

adiabatic homogeneous batch reactor module of Chemkin software package. The energy equation 

was solved by constraining the volume of the reactor. The ignition delay was calculated as time 

required to reach to ∙OH peak or temperature inflection point, to be consistent with the definition 

used by the experimentalist. Shen et al. [40] compared their measurements with predictions from 

published models of Curran et al. [44], Westbrook et al. [22], Ranzi et al. [45], and Biet et al. 

[46] and found that the predictions from the LLNL model (six thousand four hundred and forty-

nine reactions and one thousand six hundred and sixty-eight species) proposed by Westbrook et 

al. [22] was in good agreement with experimental data. Performance of the model developed in 

this study is compared with Shen’s dataset in Figures 6.5 and 6.6. For stoichiometric mixture 

(φ=1) and pressure of 14 atm (Figure 6.5(a)), the model predictions are in good agreement with 

experiment. At higher pressures, the model does well for temperatures greater than ~900 K 

(Figure 6.5(b)); at lower temperatures the predicted ignition delay can be up to a factor of 2.6 

lower than experiment. The model also does well under fuel-lean condition (φ=0.5) at both 

pressures reported by Shen et al. (Figure 6.6 (a) and (b)).  
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Figure 6.5: Comparison of ignition time for n-alkane/air mixtures at φ = 1 and P = 14 atm 

(a) and 40 atm (b) with model predictions. All literature data scaled to the listed pressures 

using τ = P-1 as used by Shen et al. 
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Figure 6.6: Comparison of ignition time for n-alkane/air mixtures at φ = 0.5 and P = 13 atm 

(a) and 40 atm (b) with model predictions. All literature data scaled to the listed pressures 

using τ = P-1 as used by Shen et al. 
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6.3. Sensitivity analysis and insights on reaction pathways   

As mentioned earlier, detailed kinetic models often contain several thousand reactions and 

species and it is impossible to measure or calculate the large number of parameters associated 

with these models. The large parameter space also makes it easy to make good predictions for the 

wrong reasons. One approach for avoiding this common pitfall is to ensure that the reaction rates 

and equilibrium constants obey certain physical bounds (done to some extent in RMG itself). 

Another commonly used method is sensitivity analysis of model predictions. This not only 

reveals which pathways are dominant but also helps in model refinement by identifying which 

parameters need to be improved. Sensitivity analysis also helps identify spurious pathways, which 

may contaminate the model because of poor rate or thermochemical estimates.  

Alkane oxidation pathways at different temperatures have been the subject of several 

investigations and are well documented in literature [31, 40, 47-51]. Sensitivity analysis was 

performed to gain insight into the alkane oxidation pathways predicted from our model. Details of 

the sensitivity analysis are presented in Appendix‒C.5. At low temperatures (below 800 K), ∙OH 

production from our model was found to be sensitive to alkyl+O2 and hydroperoxyalkyl+O2 

reactions associated with peroxy chemistry.  In this reaction sequence, alkyl radicals react with O2 

to form alkyl peroxy radicals (RO2) that can dissociate back to alkyl radical and O2 or isomerise 

(internal H-abstraction) to form hydroperoxy radicals (QOOH1). The QOOH radical reacts with 

O2 to form hydroperoxy peroxy (OOQOOH), which isomerises and quickly decomposes to form 

ketohydroperoxide (HOOQ=O) and OH radicals. Ketohydroperoxide can decompose to form 

                                                      

1 Terminology adoped from combustion literature (e.g., QOOH is hydroperoxy radicals) 
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another radical (OQ=O) and ∙OH radicals. This sequence of reactions produces two ∙OH radicals 

and acts as a chain-branching step leading to ignition. Sensitivity analysis suggests that 

HOOQ=O dissociation reactions and other low temperature pathways are among the most 

sensitive reactions for ∙OH production at T=700 K. At high temperatures (T > 1000 K), the alkyl 

radicals formed initially decompose to produce 1-olefins and smaller alkyl radicals. Sensitivity 

analysis for ∙OH radicals at 1200 K at ignition suggests that C1 and C2 chemistry as well as alkyl 

decomposition (β-scission) reactions are important. This is consistent with current understanding 

which suggest that fuel decomposition reactions and small molecule chemistry is most sensitive 

at high temperature [48, 52-54].  

6.4. Modeling pyrolysis experiments   

Like alkane oxidation, alkane pyrolysis has been the subject of many previous modeling 

efforts and the basic chemistry is pretty well documented [13, 30, 37, 45, 55-58]. The free-radical 

mechanism for high temperature and low-pressure pyrolysis was first proposed by Rice-Herzfeld 

and Rice-Kossiakoff [59-61] and explained the formation of low molecular weight alkanes and 

alkenes as major products. It has been generally observed that no  C3+ alkanes are formed at low 

pressures (for examples, see the work of Voge and Good [62] and Depeyre et al. [63, 64] on n-

hexadecane). Under high pressures employed by Song et al. [56], significant production of C3+ 

alkanes was observed. This occurs because at higher concentration (e.g., higher p) and lower 

temperature, H-abstraction to form alkanes is more competitive with β-scission. A basic 

schematic of pyrolysis chemistry under high and low pressure conditions is shown in Figure 6.7. 

At small residence times, the parent fuel is the main source of H-atoms in the system while at 

longer residence times most H-abstractions occur from primary pyrolysis products (secondary 



 

169 

 

chemistry). Song et al. proposed that decrease in the yields of 1-akene (> C3) at long residence 

time is mainly through H-abstraction reaction which leads to 1-alkenyl species and subsequently 

to cyclic / aromatic products.  

To the best of our knowledge, the only experimental data on n-tetradecane pyrolysis is from 

the work of Song et al. [56] and De Witt et al. [55, 65]. Song et al. performed experiments at 

pressures  between 2 and 9 MPa at 723.15 K. De Witt et al. used temperatures between 693.15 K 

and 723.15 K and high pressure (6.9 MPa). However, they do not report many important 

experimental details making it difficult to use their data for validation. Industrial scale pyrolysis  

 

Figure 6.7: Major reaction paths for alkane pyrolysis 
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is normally performed at high temperatures (873 K  ̶1173 K) and low pressures (1 ̶ 5 atm) [66] 

which are also the conditions of interest in this study. However, due to the absence of 

experimental pyrolysis data under these conditions, we use the data from Song et al. for 

validation. Their batch experiments were performed under initial N2 pressure of 0.69 MPa in 25 

ml tubing bombs with 5 ml of n-tetradecane. The gaseous product concentrations were analyzed 

by gas chromatograph (GC) and liquid products were identified by capillary gas-chromatograph-

mass spectrometry. The initial concentration was modeled used the approach of Burkl-Vitzthum 

et al. [67]. The experimental temperature profile for first six minutes (where the temperature rises 

from 198-723 K) was used directly in the simulation. In addition, the cooling rate was assumed to 

be fast. 

A comparison between experimental data and predictions from different kinetic models is 

shown in Figure 6.8 (definition of yield is that adopted by Song et al.). Our model performs well 

for long chain alkenes but does poorly for ethylene and does not capture alkanes above C3. Both 

discrepancies are related to the competition between uni-molecular beta-scission and bimolecular 

H-abstraction reactions of long chain alkyl radicals formed during pyrolysis. At high-pressures, 

H-abstraction reactions are expected to contribute significantly leading to the formation of long-

chain products. However, the RMG model built under ATR conditions did not include these 

reactions in the model core hence enhancing the ethylene yield. Another source of error is the 

pressure dependence of beta-scission channels, which were not incorporated in the current model.  

The missing H-abstraction channels were added to the model using the ‘PopulateReactions’ 

module of RMG, which generates a list of all possible reactions between a given set of reactants. 

In present study, H-abstraction, disproportionation, radical recombination, and β-scission  
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Figure 6.8: Comparison of fitted model lines and experimental results (symbols);    

LLNL model; , this study (low p model); , this study-extended model. 
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Figure 6.9: Top 20 reactions ranked by normalized sensitivity of ethylene at t=16 min, for 

extended model simulation of T = 723 K. “RNJ” is an acronym for tetradecan-N-yl radical. 

Note: <=> is a symbol used in ChemkinTM to represent a reversible reaction. 
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Figure 6.10: Major species formed in extended model pyrolysis simulation at t = 16 min. 
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corresponding predictions are also shown in Figure 6.8. Both ethylene and long-chain alkane 

yields show significant improvement over the original model. Sensitivity analysis suggests that 

ethylene formation is most sensitive (positive) to β-scission and H-abstraction reactions 

(negative) of alkyl radicals (Figure 6.9) as expected. Hexyl-1 was found to be the most abundant 

alkyl-1 radicals which results in higher hexyl-1 β-scission sensitivity for ethylene formation. H-

abstraction reaction has negative sensitivity as it competes with β-scission reaction. Negative 

sensitivity of R4J can be explained by relative competition of β-scission of R4J to form ethyl and 

nonyl radicals that subsequently forms ethylene by β-scission. Our own comparison suggests that 

ethylene formation by β-scission of ethyl radicals is very slow compared to analogous reactions 

for longer chain alkyl radicals. As a result, production of more ethyl radical (which also blocks 

the ethylene formation by nonyl-1 β-scission) impedes the ethylene yield. Under these conditions, 

1-alkenes and high molecular weight (> C3) alkanes were found to be the major products 

consistent with experiment (Figure 6.10). 

6.3. Modeling of gas-phase ATR reactions in a non-catalytic packed bed reactor  

A 3-level factorial design experimental study of n-tetradecane autothermal reforming with 

and without catalyst (but with quartz sand bed) was performed inside the packed bed reactor 

shown in Figures 6.1 and 6.2. The experimental gas-phase kinetic study data were obtained by 

varying O2/C ratio, temperature, space velocity, all at constant S/C ratio. The following 

definitions were used to define and yield and conversion. 

( ) 100
15

[%] 2
2 ×

+×
=

fedwaterofmolesfedetetradecanofmoles
HofmolesHofYield                   (1) 
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( ) 100
14

[%] ×
×

×
=

fedetetradecanofmoles
HCofmolesn

HCofYield mn
mn                                                   (2) 

100
14

/[%]/ 2
2 ×

×
=

fedetetradecanofmoles
COCOofmolesCOCOofYield                                                 

(3) 

where ‘n’ is number of moles of carbon per mole of hydrocarbon in the product.Hydrogen yield is 

based on number of moles of hydrogen fed into the reactor as specified by Shekhawat et al. [68]. 

The conversion and Gas Hourly Space Velocity (GHSV) was calculated by the following 

expressions: 

100
14

[%] ×
×

=
fedetetradecanofmoles

gasproductoutletincarbonofmolesX                                                 (4) 

reactorblankofVolume
SCCMflowVolumetricGHSV 60)( ×

=                                                                                  (5) 

It should be noted here that the reactor was packed with quartz sand bed for gas-phase 

kinetic study. Previous studies on methane combustion in the quartz sand bed reactor have shown 

no activity catalytic activity of the sand bed for combustion at 850 °C [69, 70]. Also, 

experimental study on combustion of hydrocarbons in a bubbling sand bed reactor has shown 

dominance of gas-phase reactions at and above 850 °C [71]. Bustamante et al. [72] performed 

water-gas-shift reaction study in a quartz reactor and reported minimal activity (conversion < 

0.2%) at 900 °C for low residence time (time on-stream < 15 hrs).  In the experimental study less 

than 100 ppm oxygen was obtained in the outlet of the reactor. Hence although sand bed activity 
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can not be completely neglected, it was concluded that gas phase reactions were dominant inside 

the reactor (discussed in Chapter 5 [73]). The product profile obtained without the catalyst 

(Figure 6.11) indicates that ~45% of the hydrocarbon feed breaks down in the gas-phase into low 

molecular weight products comprising mainly methane, ethane, ethylene, propylene, 1-butene, 1-

3 butadiene, CO, CO2, and H2 indicative of the importance of gas-phase chemistry upstream of 

the catalyst. For comparison sake, data for reactor packed with Rh-Pyrochlore catalyst is also 

included in Figure 6.11. The data were collected on the same reactor and the results are discussed 

in Chapter 5 [73]. It can be noted from Figure 6.11 that the conversion of n-tetradecane increases  

 

 

 

Figure 6.11: Experimental exit product concentration with and without catalyst with n-

tetradecane passing through an ATR reactor (H2O/C = 1.5, O2/C = 0.2, Tbed = 973.15 K); 

conversion = moles of carbon in gas-phase at the exit x 100 / moles of carbon fed in the 

system. 
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significantly to ~83% and a simultaneous rise in H2 production occurs due to catalytic reforming 

of the lower molecular weight products of n-tetradecane degradation. Formation of lower alkenes 

like ethylene and propylene due to gas-phase chemistry is a major concern as they are precursors 

to coke formation. The kinetic model developed and validated earlier was used to simulate the 

gas-phase reactions in the reactor and identify major reactions and paths for ethylene and 

propylene formation. As discussed, the generated model did not predict formation of any species 

heavier than C3 alkanes, which is consistent with literature and current experimental observation.  

While simulating the pyrolysis experiments, the model was extended to include higher 

alkanes, which are formed at high pressure and low temperature conditions. Developing a 

comprehensive model capturing combustion, pyrolysis and ATR/POX (Partial Oxidation) 

regimes across a wide range of temperatures and pressures was out of the scope of the present 

work. Instead, we use the model obtained from RMG at ATR conditions and discussed above. 

The capabilities of our original reforming kinetic model (nine thousand three hundred and forty-

seven reactions and four hundred and fifty-nine species) in describing the gas-phase reactions 

occurring in the non-catalytic packed bed reactor fed with typical ATR reactant mixture was 

assessed. A schematic of the Chemkin-Pro packed-bed reactor model used in this study is shown 

in Figure 6.12. The reactor, modeled as a plug-flow reactor (PFR) is divided into three sections, 

inlet section (PFR-1) where there is no packing material, middle section (PFR-2) where the 

porosity is 0.486 (due to the presence of the thermocouple), and last section (PFR-3) where the 

porosity is 0.406. The heat transfer characteristics of the reactor were described by modeling the 

measured temperature profile of the reactor in the absence of any reactions (see the 

Appendix‒C.4). For modeling the reactor in presence of reactions, an iterative approach 

discussed in section 4.1 was employed. The measured temperature profile without reaction was  
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Figure 6.12: Chemkin packed bed reactor model 

 

 

Figure 6.13: Temperature profile inside the reactor and error in temperature profile (right 

hand scale) after successive iteration: S/C = 1.5; O2/C = 0.35, GHSV = 1,281 1/h, Tbed = 

973.15 K. 
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used as an initial guess and the iterations performed till the absolute error between successive 

solutions below 2 K (usually within 10-15 steps). The converged temperature profiles from this 

approach were used in the Chemkin-Pro reactor model to simulate the reforming experiments. 

Figure 6.13 shows the variation of the estimated temperature profile at one set of conditions and 

convergence with successive iterations.  

Temperature profiles inside the reactor at operating conditions studied experimentally are 

shown in Figure 6.14. At low space velocities (i.e., high residence time), oxidation chemistry 

contributes significantly in the inlet section itself at different O2/C ratios and Tbed (Figure 6.14 (a) 

and (c), respectively). Two stages of oxidation were observed in each case. In the first stage, 

oxidation of the parent fuel molecule (and radicals derived from it) results in sharp increase in 

temperature (very similar to that seen in ignition but lower in magnitude due to the large amount 

of steam and N2 in the mixture) of about 200 K. The second stage involves the reactions of 

products derived from initial fuel decomposition and this controls the species produced during 

gas-phase reactions (discussed later). Increasing the space velocity (Figure 6.14(b)) moves the 

first stage oxidation front to the middle section (PFR-2). As the bed temperature is controlled at 

the centre of the reactor, the increase in space velocity results in more small hydrocarbons 

reaching high temperature zone which ultimately oxidizes in the second zone giving high 

temperature jump in the second stage. Such predictions in temperature profile are helpful in 

optimizing the reactor design and operating conditions, and to avoid the hot spot inside the 

reactor. 

Comparisons of experimental and simulated yields of different products at the reactor exit 

are shown in Figures 6.15 ̶ 6.17. At low space velocities, Tbed 973.15 K, and varying O2/C ratio, 
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the model predicts the yield of major products reasonably well, except for CO2 and propylene 

which are under-predicted by factor of 3 (Figure 6.15). Experimental and simulated yields of 

important products are shown in Table 6.3. It is possible that lower prediction of CO2 could be 

due to the occurrence of water-gas shift reaction arising from the activity of the reactor material 

which contains about 30-35 % Nickel. In fact, Bustamante et al. [72] has reported that Inconel 

reactor (72 % Ni) has very high water-gas-shift activity and equilibrates in less than 1 second at a 

reactor temperature of 950 K. At large O2/C ratios, second stage oxidation results in a larger 

temperature jumps which ultimately results in higher water-gas-shift activity and could account 

for the discrepancy between the modeled and experimental CO and CO2 yields. To  

 

Table 6.3: Comparison of predicted and experimental product yield from ATR of n-

tetradecane: Tbed= 973.15K, GHSV = 1,2811/h, and S/C = 1.5, and O2/C = 0.2, P = 2.36 atm 

 Experiment Model 

Hydrogen 1.09 0.45 

Carbon Monoxide 13.48 11.79 

Carbon Dioxide 4.44 1.51 

Methane (CH4) 2.76 2.34 

Ethane (C2H6) 1.24 0.80 

Ethylene (C2H4) 9.46 14.37 

Propane (C3H8) 0.24 0.22 

Propylene (C3H6) 6.87 1.89 

1-Butene (C4H8) 2.91 1.58 

1,3 Butadiene(C4H6) 3.13 3.25 

1-Pentene (C5H10) 0.72 0.45 

1-Hexene (C6H12) 0.11 0.20 
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examine this hypothesis, the experimental CO+CO2 yield is compared with the predicted 

CO+CO2 yield. The results show good agreement confirming the possibility of catalytic wall 

water-gas-shift activity (Figure 6.18). Moreover, from the model predictions we also conclude 

that the water-gas-shift equilibrium is not reached indicating that there is a driving force for the 

reaction on the wall of the reactor. Although thermodynamic analysis suggest that there is no 

carbon formation at O2/C = 0.2, S/C = 1.5 and T = 1073 K [16], kinetic study results suggest large 

amount of ethylene formation at these conditions, which ultimately results in coke formation. As 

shown in Figure 6.16, varying space velocity does not result in major changes in the species 

profiles, although there is a significant change in the temperature profile and the location of the 

initial temperature jump.  

Model predictions of species yields at different bed temperatures (Tbed) are shown in Figure 

6.17. Experimental data shows sharp jump in H2 and CO concentration from 1048.15 K to 

1123.15 K and this could be due to high wall reforming activity at temperature above 800 °C. 

Several other studies in the literature have reported similar problems. Recently, Abbas and Wan 

Daud [74] studied influence of the reactor material on thermo-catalytic decomposition of 

methane. They used a SS310S reactor containing 19-22% Ni and reported that the reactor wall 

significantly affected the decomposition of methane when at temperatures higher than 1123 K. 

Gornay et al. [75] performed steam cracking and steam reforming of waste cooking oil in an 

Incoloy 800 reactor. They reported the formation of active metallic coke containing Fe and Ni 

particles on the wall of the reactor during gas-phase steam reforming at 1073 K. Yamada et al. 

[76] performed n-tetradecane steam reforming and partial oxidation in stainless steel based 

catalyst reactor wall (SUS 304). They reported that the metal alloy being highly dispersed after 

oxidation results in high hydrogen production rates in partial oxidation at 1003 K. We think this  
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Figure 6.14: Simulated temperature profile inside the reactor: (a) S/C = 1.5, GHSV = 1,281 

1/h, Tbed = 973.15 K; (b) S/C = 1.5, O2/C = 0.2, Tbed = 973.15 K; (c) S/C = 1.5, GHSV = 1,281 

1/h, O2/C = 0.2. 
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Figure 6.15: Comparison of experimental (symbol) and simulated (line) product 

composition profile at different O2/C ratios, and at constant S/C = 1.5, GHSV = 1,281 1/h, 

Tbed = 973.15 K. 
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Figure 6.16: Comparison of experimental (symbol) and simulated (line) product 

composition from ATR at different space velocities, S/C = 1.5, O2/C = 0.2, Tbed = 973.15 K. 
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Figure 6.17: Comparison of experimental (symbol) and simulated (line) product 

composition from ATR at different bed temperatures, S/C = 1.5, O2/C = 0.2, GHSV = 1,281 

1/h. 
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Figure 6.18: Comparison of experimental (symbol) and simulated (line) CO+CO2 yield at 

different O2/C ratios, and at constant S/C = 1.5, GHSV = 1,281 1/h, Tbed = 973.15 K. 
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Figure 6.19: Simulated composition profile for major species at O2/C = 0.2, Tbed =  973.15 K, 

and (a) GHSV = 1,281 1/h, (b) GHSV = 2,819 1/h. 
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large numbers of radicals, which catalyze the overall oxidation reaction RH + O2  alkene + 

H2O2, leading to the jump in H2O2 shown in Figure 6.20(b). However, once the exotherm due to 

this oxidation causes the temperature to exceed the ceiling temperature of the R· + O2  ROO· 

equilibrium, Figure 6.20(a), and the chain branching turns off, replaced by relative fast radical 

termination mediated by HOO· and allylic radicals formed from the alkene. The resulting sudden 

drop in chemical heat release rate due to the loss of the radicals catalyzing the oxidation and heat 

loss from the wall of the reactor causes the temperature to decline until the gas enters the furnace, 

and also explains the sudden change in O2 consumption rate shown in Figure 6.19(a). This 

implies that if the catalyst is placed beyond x = 0.1 m, it is most likely to encounter low molecular 

weight products formed from fuel degradation. This is contrary to popular belief that chemistry 

upstream of the catalyst has negligible contributions to the reforming [15, 77-80]. We also 

observe that as the temperature in the furnace section gets high enough for H2O2 decomposition, 

the resulting ·OH radicals catalyze oxidation in the second stage. This is clearly seen in Figure 

6.20(b) where H2O2 concentration plummets as temperature rises above 900 K around x = 0.14 m. 

This results in complete consumption of oxygen in less than 0.35 s (which corresponds to x = 

0.14 m) in current reactor. In the current set-up for catalytic reforming the catalyst is normally 

placed at x = 0.16 m. So this suggests that both oxygen and n-tetradecane are completely 

consumed before the gas-phase reaction products reach the catalyst. A large jump in the 

concentrations of CO, CO2, ethylene, methane, and H2 is seen in the second stage of oxidation 

where small molecule chemistry is important. The two-stage oxidation seen in the current 

simulations is a direct result of homogeneous gas-phase chemistry upstream of the catalyst and 

highlights the importance of incorporating these effects in reformer design. 
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Figure 6.20: (a) Equilibrium for R∙+O2ROO∙ and (b) H2O2 profile at O2/C = 0.2, Tbed =  

973.15 K, and GHSV = 1,281 1/h. 

 

6.4. Reaction pathway analysis 

As discussed earlier, the mechanism used to model the experiment consists of nine thousand 

three hundred and forty-seven reactions and four hundred and fifty-nine species. The PLUG suit 

in Chemkin-Pro was used to perform sensitivity analysis at O2/C ratios of 0.2 and 0.5, and at S/C 

1.5, WHSV 100,000SCC/h∙g, and Tbed 973.15 K. In order to keep the discussion concise, the 

following discussion focuses on the formation of major products: CO, CO2, ethylene and 

propylene mainly during the secondary oxidation phase (Figure 6.19). Since the analysis results 

are not very sensitive to the O2/C ratio, the discussion here is mainly from results at O2/C=0.2 and 

t > 0.05 s. 
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Figure 6.21: Reaction path for CO2 formation based on sensitivity analysis and flux analysis 

of top 10 reactions in the middle section (PFR-2) of the reactor (t > 50 ms). Continuous line 

shows highly sensitive reaction path for CO2 formation and dashed line shows high flux for 

CO2 formation. 
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Based on sensitivity and flux analysis in the middle part of the reactor (PFR-2), the most 

important reactions that control CO2 formation are shown in Figure 6.21. CO2 formation was 

largely due to the: CH2 + O2  CO2 + 2H· reaction which had the large positive sensitivity 

coefficient, consistent with the findings of Warnatz [48]. Other channel for CO2 formation is from  

 

 

Figure 6.22: Major paths for formation of CO and CO2; dark lines shows high flux. 
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CH2O and HCO· (Figure 6.21). By sensitivity analysis, it is found that CO2 formation is sensitive 

to reaction network containing hydroperoxyl-vinoxy, lactone, and CH2CO species. . Rates for  the 

reaction: hydroperoxyl-vinoxy  lactone + ·OH and hydroperoxyl-vinoxy  CH2CO + HOO· 

were obtained from recently published work on acetyl + O2 reaction [27]. Using species path 

analysis of Chemkin-pro, major pathways for CO and CO2 formation are obtained (Figure 6.22) 

and it shows that CO and CO2 are formed by CH2O and HCO·, which are majorly produced by 

C2H3· + O2  HCO· + CH2O reaction. Rates for this reaction are obtained from GRI-Mech 3.0 

mechanism. Detailed analysis of the reaction paths shows reactions and species involved in CH2O 

and HCO· formation. H-abstraction of ethylene by ·OH radical results in formation of vinyl 

radicals that are responsible for HCO· and CH2O formation. Rates for the reaction: C2H4 + ·OH 

 C2H3 + H2O reaction are obtained from recently published study of Vasu [81]. Other species 

responsible for CH2O and HCO· formation are CH2CHO and HCCO. 

The most important pathways for ethylene formation and consumption are shown in Figure 

6.23. A bulk of the ethylene is formed from β-scission of 1-alkyl radicals that is consistent with 

pyrolysis mechanism. Rates for the decomposition of C2H5· and its reaction with O2 were found 

to be sensitive and were obtained from the GRI-Mech-3.0 mechanism. The most important source 

of ethylene was β-scission of propyl and other 1-alkyl radicals. The fastest destructive pathway 

was H-abstraction by ·OH to form the vinyl radical (C2H4 + ·OH  C2H3· + H2O). Ethylene is 

also consumed by reaction with vinyl radicals to form C4H7·. Reaction between vinyl and O2 

leads to formation of large amounts of HCO· and CH2O. HCO· is also formed from the reaction 

between ethylene and ·O. C2H3·, HCO· and formaldehyde are direct products of ethylene 

consumption and as a result reactions controlling the concentrations of these species also affect 
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the concentration of ethylene. Rate coefficients for most of these small molecule reactions were 

obtained from the GRI-Mech 3.0 mechanism.  

 

 

 

Figure 6.23: Major paths for formation and decomposition of ethylene based on sensitivity 

analysis and flux analysis; continuous line represents sensitive reaction, dashed line 

represents flux, line thickness represents high relative flux; (1) C2H3+CH2OC2H4+HCO 

and C2H3+H2O2C2H4+HO2 

 

Figure 6.24 shows a similar analysis of the pathways for propylene formation. Most of the 

propylene in the current model comes from β-scission of 2-alkyl radicals (particularly 2-hexyl 

and 2-tetradecyl).  The rates for these and other similar reactions were obtained from recently  
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reported rates by Curran [82]. The primary consumption pathway for propylene is H-abstraction 

by ·OH to form allyl and H2O. Kappler et al. [83] measured the rate constant for this reaction and 

found the branching ratio for the allyl formation channel to be ~85% in the 700-900 K range, 

while Smith et al. [84] reported measurements at higher temperatures. Recently, Zador et al.[85] 

presented calculated rates for this system. The measured and calculated rates agree below 950 K  

 

Figure 6.24: Major paths for formation and decomposition of propylene based on sensitivity 

analysis and flux analysis; continuous line represents sensitive reaction, dashed line 

represents flux, line thickness represents high relative flux. 
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but not with the high temperature data of Smith et al. However, the estimates of Tsang [36] agree 

well with the experiments at all temperatures reasonably well. These rates are approximately a 

factor of two lower than those of Kappler et al. [83] at 1000 K. The propylene consumption in 

second stage oxidation (Figure 6.19) is due to H-abstraction by ·OH and also by recombination 

reaction to form C3H6OH. The rates for propene recombination with ·OH are obtained the work 

of Kappler et al. [83].  

7. Conclusions 

Gas-phase kinetics for modeling gas-phase reactions pertinent to n-tetradecane reforming 

under autothermal conditions was developed. The kinetic model was generated using the RMG 

software package and key rates were refined with measured or calculated values. The resulting 

model was found to capture the oxidation regime very well compared to the existing LLNL 

model. The model was extended by adding certain missing reactions to predict the high pressure 

pyrolysis experiments.   

The model suggests the presence of two oxidation zones within the non-catalytic ATR 

reactor. N-tetradecane is completely consumed in the first oxidation zone within 0.05 s and 

results in a temperature rise of ~200 K. Large amounts of ethylene, which is also responsible for 

carbon formation, are produced in the second oxidation zone which consumes the remaining 

oxygen and occurs in less than 0.35 s. This is consistent with experimental results where n-

tetradecane and oxygen are found to be completely consumed in the region upstream of the 

catalyst. The hot spot and species profiles predicted by the current model could be useful in the 

optimization of reactor design and operating conditions. 
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Using sensitivity and flux analysis, major pathways responsible for CO, CO2, ethylene and 

propylene were identified. The major channels for CO and CO2 formation are through CH2O and 

HCO· intermediates. CO2 is also formed by: CH2+O2  CO2 + 2H· reaction channel which is 

consistent with the literature. Major pathways to ethylene formation are 1-alkyl, propyl β-

scission, ethyl decomposition. Consumption of ethylene leads primarily to CH2O and HCO· (via 

vinyl). Propylene yield was found to be very sensitive to the H-abstraction by ·OH to form allyl 

radical. Refined rate estimates for this reaction would be very useful to better analyze propylene 

yields. 
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Chapter 7 

Multi-Component, Micro-Kinetic Model for Diesel Surrogate 

Autothermal Reforming   

7.1 Preface 

A clean and sustainable future energy is mainly governed by the science behind the catalysis. 

Future for energy and transition towards more cost-effective newer energy technologies is 

completely dependent on uses of catalysis. Although the prospect of designing a catalyst from 

first principle is still far away, a significant progress is made in describing the reaction pathways 

on a well-defined single crystal of metal in simplified conditions. However, the real world 

catalyst is far more complicated in which the same reaction is carried out on the supported 

catalyst. Also understanding the complex reaction system using ab-initio quantum chemistry 

methods is computationally costly. 

This chapter describes the development of multi-component, surface micro-kinetic model 

using hybrid approach in which the binding energy or heat of chemisorption of most of the 

adsorbed species is obtained from literature reported values (either from DFT study or from 

experimental study) and the energetic (activation energy) is obtained using semi-empirical 

techniques, such as unity bond index-quadratic exponential potential (UBI-QEP). The 

methodology adopted to get the energetic of kinetic model is not computationally costly and 

describes the energetic of the reaction path on the surface of the catalyst reasonably well. Simple 

Transition State Theory (TST) rules are used for catalytic reactions to estimate the pre-

exponential factors instead of performing computationally expensive calculations. The packed 
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bed reactor simulation using gas-phase reaction kinetic model, discussed in Chapter 6, and 

surface micro-kinetic model is described and model predictions are compared with experimental 

data from Chapter 5. Dominant reactions for hydrogen generation and reaction pathways for 

reforming reactions on the catalyst are discussed. The chapter also highlights the importance of 

gas-phase reactions in the post-catalytic zone of the reactor and discusses the possible reaction 

sequence that lead to ethylene formation. 

7.2 Abstract 

A multi-component, micro-kinetic model for gas-phase species reaching catalyst surface 

during autothermal reforming of diesel surrogate (n-tetradecane) was developed using hybrid 

approach in which the binding energy or heat of chemisorption of most of the adsorbed species 

was obtained from literature reported values (either from DFT study or from experimental study) 

and the energetic (activation energy) was obtained using semi-empirical techniques, such as unity 

bond index-quadratic exponential potential (UBI-QEP). Pre-exponential factors were set based on 

Transition State Theory (TST) rule. The gas-phase kinetic model developed by using the Reaction 

Mechanism Generator (RMG) was used to simulate the gas-phase reactions (Chapter 6 [1]). The 

overall model simulation (i.e., gas-phase reactions in entire reactor and surface reactions in the 

catalyst zone) could predict the experimental species profiles reasonably well at different 

operating conditions. Using sensitivity analysis (SA) and rate of production analysis (ROP), 

reaction path for alkanes and alkenes reforming on the surface of the catalyst was identified. 

Model simulations indicated that the CO generated due to gas-phase reactions in the pre-catalytic 

zone of the reactor was consumed by water-gas-shift (WGS) reaction within first millimeter of 

the catalyst due to high WGS activity. After the first millimeter of the catalyst, steam reforming 
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of smaller hydrocarbons was found to be responsible for H2 and CO generation. The study also 

identified that slippage of 1,3- butadiene through the catalyst could lead to ethylene formation 

due to gas-phase reactions at high temperature in the post-catalytic zone of the reactor. 

 

Keywords: Surface micro-kinetic model, Autothermal reforming, Diesel surrogate-n-tetradecane, 

gas-phase reactions 
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1. Introduction 

Solid Oxide Fuel Cell (SOFC) fed with diesel is a promising technology that has potential to 

replace existing low efficiency and high polluting diesel generators/engines for low power, 

distributed power applications. The application of such technology is envisaged in remote 

communities such as the Northern part of Canada where there is no electric grid [2] and in long-

haul trucks to meet the electric demand while the truck is idle [3, 4]. Apart from Northern-

America, there are still large communities around the world that rely on highly polluting diesel 

generators. Overall integrated Auxiliary Power Unit (APU) offers certain challenges both in fuel 

cell design and reformer design. The optimized reformer design needs highly active diesel 

reforming catalyst with proper understanding of gas-phase and surface kinetics. The present 

work, which is also one of the sub-themes of SOFC Canada, is more focused towards 

understanding and developing the gas-phase kinetics and surface kinetics and validating the 

developed models against experimental data. This research article presents the development of 

multi-step, multi-component, surface micro-kinetic model, validating the model against 

experimental data, and elucidating the influence of gas-phase reactions. 

Very few studies have been done to include gas-phase kinetics while simulating or modeling 

the reforming experiments. Widely used approach for modeling the surface kinetics of higher 

hydrocarbon (i.e., diesel or gasoline surrogate) reforming assumes no gas-phase reactions. The 

majority of the studies used experimental data of diesel or gasoline surrogate reforming to fit 

either power law type of model [5-10] or Langmuir-Hinshelwood-Hougen-Watson (LHHW) type 

of model [11-22] by estimating the model parameters. Assuming no gas-phase reactions, 

Deutschmann and co-workers proposed a micro-kinetic model for hexadecane reforming on 
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Rh/CeO2 catalyst. The model used was basically a detailed C1 reaction mechanism developed for 

Rh/Al2O3 catalyst and a global reaction mechanism for dissociative adsorption of hexadecane 

over Rh catalyst was proposed [23]. It could predict the outlet composition very well 

qualitatively. Later, using similar approach, they also proposed a micro-kinetic mechanism for 

ethane, propane, and butane reforming on Rh catalyst [24]. Along similar line of work, 

Rickenbach et al. [25]  used  Hickman and Schmidt’s [26] methane oxidation mechanism, added 

more parameters (i.e., reactions), replaced methane adsorption step with butane adsorption, and 

proposed a simple 23 step mechanism for butane reforming over Rhodium catalyst. None of these 

micro-kinetic modeling works used gas-phase reactions, and they are all based on one step 

decomposition of heavy hydrocarbons on the surface of the catalyst. Recently Dean and co-

workers identified the importance of gas-phase reactions in the up-steam mixing regime for n-

hexane and  n-dodecane autothermal reforming  [27]. They reported to have used a kinetic model 

developed by Westbrook and co-workers [28] at Lawrence Livermore National Laboratory 

(LLNL).  Using isothermal and adiabatic reactors, they modeled the gas-phase concentrations and 

temperature profiles at equivalence ratios (or O2/C ratio) where gas-phase kinetic model validity 

is unclear. However, using their modeling study they concluded that gas-phase reactions plays 

significant role in the up-steam mixing zone during autothermal reforming of diesel fuel.   To 

study the importance of homogeneous gas-phase reactions and heterogeneous surface reaction 

kinetics for partial oxidation of isooctane, Deutschmann and co-workers used the available 

kinetic models from literature for gas-phase reactions and modeled surface micro-kinetic 

mechanism using few important reaction steps for partial oxidation of C1-C3 species coupled with 

lumped reactions for adsorption of iso-octane [29, 30]. They reported that both homogenous gas-

phase chemistry and surface reaction chemistry plays a significant role while reforming of iso-
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octane. They emphasized the need for detailed chemistry models to understand the complex 

interaction of catalytic and gas-phase reactions. Recently they also reported that high 

temperatures in the down-stream of the catalyst lead to significant gas-phase homogeneous 

reactions that are responsible for coke formation [31]. 

The present literature study suggests that no gas-phase reaction model validated for high 

equivalence ratio (i.e., low O2/C ratio) and no detailed surface kinetic model are available in the 

literature. In Chapter 6 [1], a detailed and validated gas-phase kinetic model for autothermal 

reforming of n-tetradecane is discussed. We have identified two stage oxidation in the upstream 

region, and all of the n-tetradecane and oxygen are consumed before they reach the catalyst bed 

suggesting steam reforming on the catalyst surface. Also major ethylene production, a precursor 

to carbon formation, was observed in the second oxidation stage where it is majorly formed by 

alkyl-1 beta-scission reaction. In this paper, we are presenting a detailed surface micro-kinetic 

model for the species reaching the catalyst bed and validating the model against experimental 

data. Also the effect of gas-phase reactions in the post-catalytic bed of the reactor is discussed in 

detail.  

2. Experimental 

N-tetradecane was selected as a diesel surrogate in the present work. A 3-level factorial 

design experiments with and without catalyst were performed in a fixed bed reactor experimental 

system as shown in Figure 7.1. For surface kinetic study 0.181 gm (-80+100 mesh and -100 

mesh) of catalyst was diluted with 4.536 gm (-20+60 mesh) of quartz sand. The catalyst was 

placed inside the 8 mm I.D., 27.94 mm long, Incoloy 800HT  (approximate composition : 30-35%  
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Figure 7.1: Experimental system for activity and kinetic study [32] 

 

Ni, 39.5% min Fe, 19-23% Cr) tubular reactor tube. Quartz sand particles of the same size were 

used above and below the catalyst bed, which enhances the mixing of the reactants before they 

reach the catalyst surface. The product gas (N2, H2, O2, CO, CO2, and methane) was analyzed 

continuously using a Thermo Onix mass spectrometer (MS) (Model no. Prima δb, with a 200 

a.m.u. scanning magnetic sector) with standard ±2% analytical error in gas concentrations. The 

gaseous hydrocarbon products were analyzed using a HP5890 gas chromatograph (GC) equipped 

with a flame ionization detector (FID). The experimental data for surface as well as gas-phase 

kinetic study (i.e., with and without catalyst respectively) were obtained by varying O2/C ratio, 

temperature and space velocity, all at constant S/C ratio. Complete experimental details and 
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results are discussed in Chapter 5 [33]. The following definitions were used to define the yield of 

products. 
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where ‘n’ is the number of moles of carbon per mole of hydrocarbon in the product. Hydrogen 

yield is based on number of moles of hydrogen fed into the reactor as specified by Shekhawat et 

al. [34]. 

The conversion was calculated by 
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×

=
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Carbon balances for experiments were ± 7%. 

3. Reactor Model 

A schematic diagram of the packed bed reactor system used in the experiments at NETL is 

shown in Figure 7.2. A two dimensional packed bed reactor model with heat transfer (considering 

all modes of heat transfer i.e., conduction, convection and radiation) and momemtum transfer 
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Figure 7.2: Experimental packed bed reactor system 

 

(considering modified Navier-Stokes equation which takes into account the radial void 

distribution) was made using COMSOLTM and temperature profile inside the reactor without 

reaction (i.e., with N2 flow) was validated against experimental data. Simultaneous solution of 

detailed chemistry coupled with mass transfer, momentum transfer, and heat transfer within the 

packed bed reactor was not possible with available computational resources. The reactor model 

was then simplified as the plug flow isobaric reactor as it satisfied plug flow isobaric reactor 

assumption criteria [35, 36] as shown below:  

(1) Ratio of catalyst bed height to catalyst particle size (L/dp) = 508 > 50 

(2) Ratio of catalyst bed diameter to the catalyst particle size (d/dp) = 14.4 > 10 

(3) Maximum pressure drop inside the reactor < 5% 

Above assumptions reduced the model as a one-dimensional problem for mass and 

momentum transfer and two-dimensional problem for heat transfer. Coupling of two-dimensional 
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heat transfer with large number of reactions and species was challenging in available 

Computational Fluid Dynamic (CFD) software. Hence an iterative hybrid approach was used in 

which the simplified packed-bed isobaric plug-flow reactor model with heat transfer was solved 

using a finite element CFD solver while the kinetic equations were solved using the Chemkin. 

The temperature profiles obtained without reaction were used as the initial guess that was 

provided as input to Chemkin, which in turn calculates the heat of reaction along the length of the 

reactor. This heat of reaction profile was then fed back to the finite element plug flow solver to 

get the resulting temperature profile. This procedure was repeated until a convergent temperature 

profile was obtained. Details about the reactor modeling, iterative approach with proof-of-concept 

study is discussed in Chapter 6 [1]. The above-described procedure was done for gas-phase 

kinetic study. It was found that all of the oxygen is consumed before the catalyst leading to steam 

reforming of smaller hydrocarbons on the surface of the catalyst. Since heat is continuously 

supplied to maintain central bed temperature, the obtained temperature profile along the length of 

the reactor during the gas-phase kinetic study can be used to simulate the surface reactions. 

For reactor simulation, Chemkin reactor model as shown in Figure 7.3 is used. The reactor is 

divided into five sections. The first section is an inlet zone (0 - 0.05m), Second section is zone 

before the catalyst surface (0.05 m – 0.16 m), the third section is a catalyst zone (0.16 m – 0.19 

m), the fourth section is also a catalyst zone (0.19 m – 0.22 m), and fifth section is a downstream 

zone (0.19 m – 0.33 m). All sections except first section contain packing. The average porosity in 

the second and third section is equal to 0.483, whereas the average porosity in fourth and fifth 

section is equal to 0.406. The average porosity is high in second and third section compared to 

fourth and fifth section due to the thermocouple. The detailed explanation of the modeling is 

given in Chapter 6 [1]. 
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Figure 7.3: Chemkin packed bed reactor model 

 

4. Kinetic Model Development 

4.1. Approach  

A micro-kinetic model approach has been adapted so that it can be applied over a wide range 

of operating conditions [37]. Major advantages of micro-kinetic approach over the classical 

approach are that it does not require a priori assumption about the rate-determining-step (RDS), 

most abundant reaction intermediates (MARI), quasi-steady state (QSS) etc. and it can capture 

the reacting system behavior under different operating conditions. It also aids in understanding 

the fundamental reaction pathways and determining the rate-limiting step at different operating 

conditions. Implementing the micro-kinetic model for practical process control and system 

analysis purpose or for computational fluid dynamic simulations could be a daunting task as it 

requires much longer computational time for simulation compared to the classical power law or 
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LHHW type of model. But the micro-kinetic model also offers an advantage of building 

hierarchical model in which the model could be converted into a simple power law type of model 

or LHHW type of model that is valid under certain operating conditions [38, 39].  

Micro-kinetic model development involves the construction of elementary reaction scheme 

based on the literature on surface science study, quantum study on a particular reaction path, 

experimental evidence and experience. Another major task in model development is to get the 

parameters such as pre-exponential factor and activation energy for elementary reactions. Often 

the reaction is carried out at different temperatures and surface coverage of species changes with 

time and space. This poses a big challenge in estimating the activation energy as a function of 

temperature and surface coverage. Even if model parameters are calculated from the first 

principle techniques, such as Density Functional Theory (DFT), they are subject to intrinsic 

uncertainty of the calculation method used (e.g., binding and activation energies calculated with 

DFT can have an accuracy of about 5 kcal/mol [40, 41]) . Uncertainty can also arise from 

estimating the parameters from experimental data, such as obtaining heat of chemisorption from 

temperature programmed desorption (TPD) data. Apart from aforementioned uncertainty, 

heterogeneity of real catalyst, such as point defects, steps, faces, edges, and corners of sites, can 

affect the activation energy significantly [42]. Also, the heat of chemisorption of real catalyst, 

either supported or substituted, may vary due to support effect, catalyst preparation methods (i.e., 

interaction of catalyst with support). Considering all these uncertainties that could be present in 

developing a micro-kinetic model, a semi-empirical approach is used to obtain the approximate 

rate parameters. The approach similar to those proposed by Vlachos and coworkers for 

hierarchical multi-scale model development is used to develop a predictive surface reaction 

mechanism [43-45]. 
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There are many challenges in the development of a surface kinetic model of diesel or diesel 

surrogate reforming. Heavier hydrocarbons such as diesel can decompose into smaller molecules 

in the hot pre-catalytic region. These smaller molecules may serve as the primary reactants 

through which the surface reactions proceed. The ability to identify the reaction intermediates and 

their surface coverage is non-trivial. These reactions proceed with thermal effects (endothermic 

or exothermic reactions) resulting in temperature gradients in a reactor.  Gas-phase reactions can 

proceed in parallel to the surface reactions, even competing with it. Moreover, the data available 

for validation are typically limited to the composition of the stable species at the reactor exit. 

4.2. Importance of gas-phase reactions  

The data collected for packed bed, non-catalytic reactor shows that significant amounts of 

CO, CO2 and lower hydrocarbons are generated even in the absence of the catalyst (Figure 7.4). 

An elementary kinetic model developed in Chapter 6 [1] for the gas-phase reactions was 

employed to investigate the extent of reaction occurring in the pre-catalytic (or heating) zone of 

the reformer and, more importantly, to simulate the composition of reaction mixture entering the 

catalytic bed. The model predicts that apart from CO, CO2, H2 and H2O many other smaller 

hydrocarbons, such as alkanes, alkenes, ketenes, aldehydes, alcohols, ketones and furans, reach 

the catalyst surface. Subsequently, the fate of these hydrocarbons is decided by the type and 

design of the catalyst. Various hydrocarbons that reach the catalyst surface are shown in Table 

7.1.  
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Figure 7.4: Experimental exit product concentration with and without catalyst with n-

tetradecane passing through an ATR reactor (H2O/C = 1.5, O2/C = 0.2, Tbed = 973.15 K); 

conversion = moles of carbon in gas-phase at the exit x 100 / moles of carbon fed in the 

system 

 

4.3. Kinetic scheme 

The path taken and assumptions made for the kinetic scheme are as follows: 

 

1. Rh(111) site (also denoted as *) is assumed to be active for catalytic reactions. 

2. Reaction scheme for methane partial oxidation (POX), steam reforming (SR), WGS, and 

oxygenates (e.g., formaldehyde and methanol) decomposition is adapted from the 

Mhadeshwar and Vlachos [44]. 
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Table 7.1: Gas-phase species reaching catalyst surface 

Species Example 

Alkanes: C1 to C3 ;  

Alkenes: C2 to C14 ; ; 

 

Dienes: C4 to C6 ; ;  

Ketene  

Oxygenates (aldehydes, alcohols, 

ketones, furans) 
, ; ; ; 

;   

 

3. C2 and C3 species dehydrogenation and fragmentation reactions are taken from the work of 

Bhattacharjee [46]. 

4. All alkenes above C3 are assumed to fragment on the surface of the catalyst into ethylene and 

other alkenes. 

5. Ketones are assumed to decompose into CH3, CH2, CH, and CH3CO (acetyl) species on the 

surface of the catalyst. 

6. Reaction scheme for acetaldehyde (CH3CHO) and acetyl (CH3CO) species reactions is taken 

from Koehle and Mhadeshwar [47] work of ethanol partial oxidation and reforming on Pt 

catalyst. 

7. Ketene (CH2CO) surface reaction scheme is obtained from the work of Choi and Liu [48], 

and Li et al. [49] for ethanol decomposition on Rh(111). 
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8. Aldehydes (except formaldehyde), alcohols and furans are assumed to decompose into 

adsorbed C, H and O species. 

9. C14 alkane is assumed to dissociate into adsorbed CH3, CH2 and H species as per the reaction 

mechanism proposed by Parmar et al. [50] 

The identified reaction scheme has two hundred and seventy  reactions and fifty-two 

adspecies. 

4.4. Kinetic parameters 

Having identified the reaction scheme, the second step in hierarchical model development is 

calculating model parameters while maintaining enthalpic and entropic consistency. The reaction 

rate constant is calculated by using modified Arrhenius form: 
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where A is the preexponential factor (or prefactor) in 1/s, s is the sticking coefficient, n is the 

reaction order, Γ is the site density in mol/cm2, β is the temperature exponent, E is the activation 

energy in kcal/mol, R is the ideal gas constant in kcal/mol∙K, T is the temperature in K, and To is 

the reference temperature 300 K. Surface site density (2.2082 x 10-9  mol/cm2) is obtained from 

chemisorption study on Rh/pyrochlore catalyst discussed in Chapter 5 [33]. Each elementary 
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reaction in the mechanism is associated with kinetic parameters: pre-exponential factor A or 

sticking coefficient s, temperature exponent β, and activation energy E. To obtain activation 

energy of the reaction, the hybrid approach is used in which the binding energy or heat of 

chemisorption of most of the adsorbed species is obtained from literature reported values (either 

from DFT study or from experimental study) and the energetic (activation energy) is obtained 

using semi-empirical techniques, such as bond order conservation (BOC), generalized in 1998 to 

be known as unity bond index-quadratic exponential potential (UBI-QEP) [51-53]. Use of 

Transition state theory (TST) or molecular dynamics simulations [52] is computationally 

expensive to calculate the pre-exponential factor, hence the pre-exponential factors are taken 

from typical estimates based on TST (e.g., 1013 1/s for desorption and 1011 1/s for Langmuir-

Hinshelwood type surface reactions) [37]. Heat of adsorption values used for activation energy 

calculation for various adsorbed species is given in Table 7.2. 

 

Table 7.2: Temperature and coverage dependent heat of chemisorption 

Species Heat of chemisorption 
(kcal/mol) 

Temperature dependence 
(Q(T0)-Q(T))/RgΔT 

Reference 

O* 100 - 26θO 1.5 [45] 

CO* 38.5 - 15θCO - 3.7θH 2.0 [45] 

CO2* 5.20 2.0 [45] 
H* 62.3 - 3.7θCO - 2.5θH 1.5 [45] 

OH* 70.0 - 33θO - 25θH2O 2.0 [45] 

H2O* 10.8 + 25θH - 4.5θH2O 2.5 [45] 

COOH* 62.20 2.5 [45] 
HCOO** 69.20 3.0 [45] 
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Species Heat of chemisorption 
(kcal/mol) 

Temperature dependence 
(Q(T0)-Q(T))/RgΔT 

Reference 

C* 159.00 1.5 [45] 
CH* 151.20 2.0 [45] 
CH2* 109.30 2.5 [45] 
CH3* 42.40 2.5 [45] 
CH4* 6.00 2.0 [45] 
CH3OH* 11.00 2.5 [44] 
CH2O* 22.00 2.5 [44] 
HCO* 64.70 2.5 [44] 
CH2OH* 56.40 2.5 [44] 
C2H6* 7.37 2.0 [46] 
CH3CH2* 48.43 2.5 [46] 
CH3CH** 99.85 2.5 [46] 
CH3C*** 146.21 2.5 [46] 
C2H4** 23.98 2.5 [46] 
CH2CH*** 70.11 3.0 [46] 
CH2C*** 101.01 3.0 [46] 
C2H2*** 60.88 3.0 [46] 
CHC*** 110.23 3.0 [46] 
CC**** 136.06 2.5 [46] 
C3H8* 8.00 2.5 Approx[53] 
CH3CHCH3* 41.79 2.5 UBI-QEP 
C3H6** 10.52 2.5 UBI-QEP 
CH3CCH3** 79.23 2.5 UBI-QEP 
CH3CCH2*** 7.86 2.5 UBI-QEP 
CH3CHO* 11.20 3.0 Same as on Pt[47] 
CH3CO* 57.80 3.0 Same as on Pt[47] 
CH2CO* 30.40 3.0 [49] 
CHCO* 74.10 3.0 [49] 
 

Using UBI-QEP framework activation energy for various elementary reactions is calculated. 

The UBI-QEP method ensures the enthalpic consistency at only one temperature. To ensure the 

enthalpic consistency and to obtain the activation energy and heat of reaction at high temperature, 
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the heat of chemisorption dependence on temperature is incorporated by using statistical 

mechanics as suggested by Mhadeshwar et al. [43, 44]. 

The assumptions used to calculate the temperature dependence are as follows:  

(a) Translational, rotational, and vibrational degree of freedom (DOF) corresponds to 0.5RgT, 

0.5RgT, and RgT, respectively.  

(b) When a species adsorbed on the surface of the catalyst, all translational, and rotational DOF 

are lost. In the case of weakly bound molecules (CO2, CH4 and C2H6) only one translational 

degree of freedom is lost (i.e., molecule is able to move readily on the surface of the 

catalyst).  

(c) Number of DOF lost is converted into vibrational DOF. For species, such as CH2, H2O etc., 

with vertical axis through adsorbed atom, one gained DOF can be assumed to be a free, 

internal rotor. DOF associated with rigid rotor approximation is 0.5RgT. Entropic consistency 

is applied by using the methodology as described by Mhadeshwar et al. [43].  

The overall assumptions and methodology used in calculating and/or refining the rate 

constant parameters are as follows:  

1. Since it was not possible to incorporate the thermodynamic consistency criteria in Surface-

CHEMKIN format, all parameters are obtained at 1073 K. Initially all parameters activation 

energy is calculated using zero surface coverage. The model simulation at different 

conditions showed that θH values lie in the range of 0.2 to 0.35 and θCO values lie in the range 

of 0.05 to 0.24. For the reported study, all activation energies are calculated using θH = 0.35 
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and θCO = 0.24. θH and θCO values in above defined range results in an activation energy 

change less than 5 Kcal/mol, which is inherent in the semi-empirical method used.  

2. For the reactions for methane SR, POX and WGS, the pre-exponential factors, sticking 

coefficient, bond index and temperature exponent are obtained from Maestri et al. [45]. The 

bond-index for CO2* + H* → CO* + OH* was changed back to 0.5 (instead of 0.7) and its 

pre-exponential factor was multiplied by factor 3 (which is within the uncertainty for pre-

exponential factor) for better fit to the experimental data. 

3. Oxygenates (formaldehyde and methanol) decomposition activation energy is calculated 

using UBI-QEP method and pre-exponential factor, sticking coefficient, bond index and 

temperature exponent are obtained from Mhadeshwar and Vlachos [44].  

4. C2 and C3 species adsorption sticking coefficient was initially set to 0.5 and desorption pre-

exponential factor was set to 1013 1/s. Ethylene and propylene adsorption parameters (i.e., 

sticking coefficient) was later adjusted based on sensitivity analysis (not shown) to get a 

better fit to the experimental data. A similar approach is reported by Deutschmann and co-

workers [54] for ethane partial oxidation on Pt catalyst in which they adjusted the sticking 

coefficient parameters to fit the experimental data.   

5. Ethane and propane dissociative adsorption pre-exponential factor was initially set same as 

that of methane dissociative adsorption. It was later reduced based on sensitivity analysis (not 

shown) to fit the experimental data. 

6. All C2 and C3 species dehydrogenation and fragmentation activation energy is obtained by 

UBI-QEP method with bond index of 0.5. Pre-exponential factor for forward reaction was set 

to 1011 1/s. Reverse reaction pre-exponential factor was calculated by using the entropic 

consistency approach as described by Mhadeshwar et al. [43] 
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7. Adsorption sticking coefficient for all alkenes (> C3) was set in the range of 10-6 to 10-7. Pre-

exponential factor for alkenes dissociation into ethylene and subsequent alkenes was set to 

1011 1/s. From experimental study, at high temperature all carbon was observed in the gas-

phase indicating the majority of smaller hydrocarbons are reformed or fragmented on 

Rhodium catalyst. Hence, the activation every for alkenes decomposition was set to 15 

kcal/mol, which is approximately equal to the alkane dissociation into CH3 and CH2 species 

as given by Deutschmann and co-workers [23]. 

8. Rate parameters for ketones fragmentation into CHx and acetyl species, Dienes fragmentation 

into CHx, and furans, alcohols and aldehydes (except formaldehyde) fragmentation into C, H 

and O species were set equal to the ones given by  Deutschmann and co-workers [23] for 

overall dissociation of alkanes into CHx species. The rate parameters were later tuned to fit 

the experimental data based on the analysis of composition profiles at different temperatures.   

9. Pre-exponential factor, temperature exponent, bond index and sticking coefficient for acetyl 

species reaction is obtained from Koehle and Mhadeshwar [47]. The activation energy is 

calculated using UBI-QEP method. 

10. For ketene fragmentation on Rh, activation energy was calculated using UBI-QEP method 

and sticking coefficient and desorption rate constant were set equal to those for acetyl 

reaction. The forward reaction rate parameter was set equal to 1011 1/s. Reverse reaction pre-

exponential factor was calculated by using the entropic consistency approach as described by 

Mhadeshwar et al. [43] 

11. As discussed in section 3, all oxygen is consumed before the catalyst and endothermic steam 

reforming of smaller hydrocarbons is dominant on the surface of the catalyst. Since heat is 
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continuously supplied to furnace to maintain central bed temperature, the temperature profile 

obtained by the gas-phase reaction modeling study is used to simulate the surface kinetics. 

12. It is assumed that no mass transfer limitations exist. This is supported by the experimental 

study (discussed in Chapter 5 [33]) showing no mass transfer limitations. 

13. The active metal specific surface area (0.7380 m2/gm of catalyst) was obtained from 

Chemisorption study. This leads to Rh specific surface 465 cm2/cm3. Maestri et al. [45], have 

shown that the Rh specific surface has major impact on model predictions as it is a 

multiplicative factor of the pre-exponentials. 

 

5. Results and Discussion 

As discussed in section 4.4, it should be noted here that few of the kinetic model parameters 

are tuned or refined based on sensitivity analysis to fit the experimental data at different 

temperatures and at a fixed space velocity (WHSV = 100,000 SCC/h∙g), O2/C ratio (O2/C = 0.2), 

and S/C ratio (S/C =1. 5). No optimization or parameter estimation tool was employed for tuning 

the rate parameters. Rather, based on sensitivity analysis the kinetic rate parameters were changed 

until the best fit was obtained at all three temperatures. Also it should be noted here that the 

parameters for lower hydrocarbon chemistry, which is very important for the major product 

formation (discussed later), were not adjusted except for the reaction CO2* + H* → CO* + OH* 

as discussed in section 4.4. The refined kinetic model was later used as it is to validate it against 

the experimental data at different space velocities and O2/C ratios. The Chemkin reactor model as 

shown in Figure 7.3 simulates the gas-phase reactions in section one, two and five, whereas both 

gas-phase and surface reactions are simulated in section three and four. The predicted 
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composition for the base case (i.e., Tbed= 973.15 K, WHSV = 100,000 SCC/h∙g, and S/C = 1.5, 

and O2/C = 0.2, P = 2.36 atm) is verified with experimental data as shown in Table 7.3. The 

model could predict the major products, such as , CO and CO2, as well as minor products, such as 

hydrocarbons from C1 to C6 reasonably well (i.e., within +/- 20%). 

  

Table 7.3:  Comparison of predicted and experimental product yield from ATR of n-

tetradecane: Tbed= 973.15 K, WHSV = 100,000 SCC/h∙g, and S/C = 1.5, and O2/C = 0.2, P = 

2.36 atm 

 Experiment (%) Model (%) 

Hydrogen 51.09 51.80 

Carbon Monoxide 39.07 39.64 

Carbon Dioxide 28.81 28.98 

Methane (CH4) 3.51 3.44 

Ethane (C2H6) 1.09 0.95 

Ethylene (C2H4) 3.97 4.52 

Propane (C3H8) 0.16 0.22 

Propylene (C3H6) 2.98 1.56 

1-Butene (C4H8) 0.97 1.16 

1,3 Butadiene(C4H6) 1.23 1.45 

1-Pentene (C5H10) 0.39 0.36 

1-Hexene (C6H12) 0.26 0.21 

 

5.1. Analysis of kinetic model at different operating conditions 
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All major products yield is compared to modeled results at different operating conditions as 

shown in Figures 7.5, 7.7, and 7.9. In Figure 7.5, the model is capturing trends for major species 

and predicts their composition very well at different temperatures and fixed O2/C = 0.2, S/C = 1.5 

and WHSV = 100,000 SCC/h∙g. High temperature leads to more H2 and CO production due to 

more catalytic steam reforming of hydrocarbons that are produced by gas-phase reactions i.e. 

higher conversion. The model is able to predict the conversion within the experimental error limit 

as shown in Figure 7.6. Experimental data show that H2 and CO yield increases with an increase 

in the O2/C ratio from 0.2 to 0.35 but decreases with a further increase in O2/C ratio from 0.35 to 

0.5  (Figure 7.7). This is attributed to the increase and then decrease in conversion with increase 

in O2/C as shown in Figure 7.8. The model predicts decrease in H2 and CO yield (Figure 7.7) and 

decrease in conversion (Figure 7.8) with increase in O2/C ratio. The model slightly under-predicts 

the H2 and CO yield at high O2/C ratio. This could be attributed to many factors such as 

uncertainty in model parameters, approximate heavy molecules surface chemistry, error 

associated with gas-phase chemistry for heavy hydrocarbons, and changes in dispersion of the 

catalyst. The model could predict the methane, ethylene, and CO2 yield very well (Figure 7.7). At 

a high space velocity the model slightly over-predicts the H2, CO and CO2 yield (Figure 7.9). At a 

high space velocity more hydrocarbons slip through the catalyst surface resulting in low 

conversion. Since the model has approximate heavy molecules surface chemistry, it predicts little 

high conversion at high space velocity (Figure 7.10), which ultimately results in higher yields of 

major products. Figure 7.11 (a) and (b) shows parity plots for ethylene and all products yield 

respectively. The model is able to predict the ethylene yield (which is a pre-cursor to carbon 

formation) and all other products yields very well within 20% of the experimental yield with few 

outliers. 
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Figure 7.5: Comparison of experimental (symbol) and simulated (line) product composition 

from ATR at different bed temperatures, S/C = 1.5, O2/C = 0.2, WHSV = 100,000 SCC/h∙g. 

 

 

Figure 7.6: Comparison of experimental (dots) and simulated (lines) conversion from ATR 

at different bed temperatures, S/C = 1.5, O2/C = 0.2, WHSV = 100,000 SCC/h∙g. Error bars 

are +/- 7% error observed in carbon balance. 
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Figure 7.7: Comparison of experimental (symbol) and simulated (line) product composition 

profile at different O2/C ratios, S/C = 1.5, WHSV = 100,000 SCC/h∙g, Tbed = 973.15 K. 

 

 
Figure 7.8: Comparison of experimental (dots) and simulated (lines) conversion at different 

O2/C ratios, S/C = 1.5, WHSV = 100,000 SCC/h∙g, Tbed = 973.15 K. Error bars are +/- 7% 

error observed in carbon balance. 
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Figure 7.9: Comparison of experimental (symbol) and simulated (line) product composition 

from ATR at different space velocities, S/C = 1.5, O2/C = 0.2, Tbed = 973.15 K. 

 

Figure 7.10: Comparison of experimental (dots) and simulated (lines) conversion at 

different space velocities, S/C = 1.5, O2/C = 0.2, Tbed = 973.15 K. Error bars are +/- 7% error 

observed in carbon balance. 
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Figure 7.11: Parity plot for (a) ethylene and (b) all other product species. 

 

 5.2. Reaction pathways 

Since the model is able to predict the outlet composition reasonably well, it becomes a useful 

tool to evaluate and understand what is happening along the length of the reactor. So it is essential 

to know major reaction paths from reactants to products inside the reactor. Based on sensitivity 

analysis (SA) and rate of production analysis (ROP) at different operating conditions, the reaction 

path for alkanes and alkenes is shown in Figure 7.12. It should be noted here that the methane 

reforming mechanism is similar to those initially proposed by Mhadeshwar and Vlachos [44], and 

later on optimized by Maestri et al. [45] Hence the model captures the small molecules chemistry 

(i.e., CH4 chemistry) exactly the same described by Maestri et al. [39]. Methane adsorbs 

dissociatively on the surface of the catalyst, and dehydrogenates to C* (CH4  CH3*  CH2*  

CH*  C*). A H2O molecule on the surface of the catalyst dissociates into OH* which then 
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oxidizes C* to CO*. Part of the CO* is desorbed and other part is oxidized to CO2* directly by 

OH* and considerably at slower rate by COOH* route (CO* + OH*  COOH*  CO2* +  H*). 

It is found that the methane reforming mechanism is the backbone for higher hydrocarbons 

reforming as all hydrocarbons ultimately dissociates into the CHx* surface species. Ethane and 

propane dissociatively adsorb on the surface of the catalyst forming C2H5* surface C3H7* species 

respectively. Major reaction path for both adsorbed alkyl species is dehydrogenation to respective 

adsorbed alkene species. Also the gas-phase alkenes are adsorbed on the catalyst surface as a 

dicoordinated mode. C2H4** then fragments into CH2* adsorbed species and C3H7** fragments 

into CH2* and CH3CH**, which ultimately dissociates to CH3* and CH* adsorbed species. 

C2H4** also undergoes hydrogenation to form C2H5* which subsequently decomposes to CH3* 

and CH2*. All adsorbed higher alkenes (> C3**) are assumed to fragment into adsorbed C2H4** 

and adsorbed small alkene** species. ROP analysis showed oxygenates (methanol and 

formaldehyde) decomposition path same as those proposed by Mhadeshwar and Vlachos [44] 

(CH3OH  CH3OH*  CH2OH*  CH2O*  HCO*  CO*  CO). 

5.2. Simulation of ATR in a packed bed reactor 

Composition of major species profiles and temperature profiles along the length of the 

reactor at a catalyst bed temperature 973 K, WHSV 100,000 SCC/h∙g, O2/C 0.2, and S/C = 1.5 is 

shown in Figure 7.13. As discussed in Chapter 6 [1], two stage gas-phase oxidation is observed 

before the catalyst that consume all the n-tetradecane, oxygen, and generate water before the 

catalyst (x < 0.16 m). Also the major amount of ethylene is found to be generated by gas-phase 

reactions in the mixing zone (x < 0.16 m) particularly during the second oxidation stage. Detailed  
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Figure 7.12: Reaction path for alkanes and alkenes reforming at different operating 

conditions. 

 

discussion on gas-phase reactions is given in Chapter 6 [1]. As soon as the gas-phase species 

reach the catalyst surface, a sharp decline in CO and H2O molar flow and jump in CO2 and H2 

molar flow is observed. This is due to very high water-gas-shift activity of the catalyst. This can 

also be observed by a sharp increase OH* site fraction as shown in Figure 7.16(a). As soon as 

steam reforming of other hydrocarbons start, the CO and H2 concentration again starts to build- 
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Figure 7.13: Simulated composition profile for major species at S/C = 1.5, O2/C = 0.2, Tbed =  

973 K, and WHSV = 100,000 SCC/h∙g. 

 

up. The maximum number of surface sites are occupied by H* and CO* adspecies along the 

length of the reactor (Figure 7.16(a)), which is same as those reported for methane steam 

reforming at 873 K by Maestri et al.[39]. Methane generated by gas-phase reactions before the 

catalyst, is consumed initially on the surface of the catalyst but later it is generated on the surface 

of the catalyst. Also at the inlet of the catalyst zone, increase in ethylene is found due to 

adsorption of all alkene species and subsequent fragmentation of it though ethylene consumption 

route (Figure 7.12). At low temperature, increased ethylene consumed through two competitive 

channels. The first channel is fragmentation of C2H4** to CH2* (C2H4**  CH2* + CH2*) and 

the other channel is formation of CH3* and CH2* on the surface of the catalyst through C2H4** + 

H* ↔ C2H5*  CH3* + CH2* route. Also at low temperature (973 K) the reaction rate for CH3* 
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+ H*  CH4 + 2* (k = 1.32E+19 cm2/mol∙s) and CH3* + *  CH2* + H* (k = 1.88E+19 

cm2/mol∙s) are very close leading to formation of methane. These reactions rates are compared 

with rates reported by Deutschmann and coworkers [29]. It is observed that current reaction rates 

are a factor of 1.95 higher than those reported by Deutschmann and coworkers (k = 6.74E+18 

cm2/mol∙s for CH3* + H*  CH4 + 2* and k = 1.10E+19 cm2/mol∙s for CH3* + *  CH2* + H*), 

which is within the uncertainty limit. 1,3 butadiene (C4H6) produced by gas-phase reactions in the 

pre-catalytic zone is slowly consumed on the catalyst. However, in the post-catalytic zone, gas-

phase reactions lead to ethylene formation from 1,3 butadiene. This reaction is significant only at 

high temperatures as discussed later.  

 The species profiles at high temperature and other all similar conditions discussed above are 

shown in Figure 7.14. At the inlet of the catalyst (x = 0.16 m), high water-gas-shift activity leads 

to sharp decrease in CO and H2O concentration and increase in H2 and CO2 concentration. After 

some distance along the catalyst zone CO2 slowly decreases. This is due to reverse water-gas-

shift activity of the catalyst. It can be explained by the plot of Φw along the length of the reactor 

(Figure 7.15). The Φw parameter represents the product composition relative to WGS equilibrium 

(Kw): 
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Figure 7.15 shows that the reactant mixture entering the catalyst zone is far from the WGS 

equilibrium. As soon as it enters the catalyst zone, the high activity of the catalyst and driving  
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Figure 7.14: Simulated composition profile for major species at S/C = 1.5, O2/C = 0.2, Tbed =  

1123 K, and WHSV = 100,000 SCC/h∙g. 

 

 

Figure 7.15: Φw along the length of reactor catalyst zone at S/C = 1.5, O2/C = 0.2, Tbed =  

1123 K, and WHSV = 100,000 SCC/h∙g. 
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force to reach to equilibrium, leads to a sudden consumption of CO and H2O to form H2 and CO2. 

This also leads to OH* peak at the inlet of the catalyst zone as shown in Figure 7.16(b). However 

within one mm distance it reaches equilibrium composition and further along the length of the 

catalyst Φw is slightly greater than one indicating reverse-WGS. 

At high temperature, no ethylene build up was observed at the inlet of the catalyst due to the 

fast rate of hydrogenation and decomposition of C2H4** to C2H5* and 2CH2* respectively. 

However at high temperature the reaction rate for CH3* + H*  CH4 + 2* (k = 1.18E+19 

cm2/mol∙s) is four times slower than CH3* + *  CH2* + H* (k = 4.54E+19 cm2/mol∙s). That 

leads to consumption of methane at high temperature. 1,3 butadiene is consumed on the surface 

of the catalyst, but the small amount of 1,3-butadiene which slips through the catalyst bed is 

completely consumed by gas-phase reactions in the post-catalytic zone. Also, ethylene is formed 

after the catalyst zone due to gas-phase reactions. At high temperature, the major species on the 

surface of the catalyst is H* (Figure 7.16(b)). An increase in the O2/C ratio at fixed Tbed of 973K, 

results in a similar profile behavior along the length of the reactor (not shown here) and no 

remarkable change in adspecies profile is noted (Figure 7.16(c)). 

Coke formation in the post-catalytic zone is a major concern [31] due to high temperatures 

and hydrocarbon slip through the catalyst bed. In the current study, it is identified that at high 

temperature ethylene, which is a precursor to carbon formation, is formed by gas-phase reactions 

in the post-catalytic zone (x > 0.22 m). To identify the probable reaction pathways leading to 

ethylene formation SA and ROP of ethylene is performed. Figure 7.17 shows most sensitive 

reactions for ethylene formation and Figure 7.18 shows the major reactions for ethylene 

formation. Figure 7.14 shows that 1,3 butadiene (C4H6) is consumed by gas-phase reactions after  



 

239 

 

  

 

Figure 7.16: Major surface species at different temperatures and O2/C ratios at fixed S/C = 

1.5 and WHSV = 100,000 SCC/h∙g. 
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the catalyst zone. From this analysis, the major reaction path for the formation of ethylene from 

1,3-butadiene is identified as shown in Figure 7.19. So if 1,3-butadiene formed by gas-phase 

reactions before the catalyst zone is not consumed by surface reactions or it slips through the 

catalyst surface, then chain reaction sequence as shown in Figure 7.19 results in butadiene 

consumption and ethylene formation at high temperature. It should be noted that this reaction 

path also consumes small amount of hydrogen. 

 

 

 

Figure 7.17: Sensitivity analysis of ethylene in fifth section of the reactor at S/C = 1.5, O2/C 

= 0.2, Tbed =  1123 K, and WHSV = 100,000 SCC/h∙g. Note: <=> is a symbol used in 

ChemkinTM to represent a reversible reaction. 
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Figure 7.18: Rate of production (ROP) analysis of ethylene in fifth section of the reactor at 

S/C = 1.5, O2/C = 0.2, Tbed =  1123 K, and WHSV = 100,000 SCC/h∙g. Note: <=> is a symbol 

used in ChemkinTM to represent a reversible reaction. 

 

 
Figure 7.19: Major reaction path for formation of ethylene from 1,3, butadiene by gas-

phase reactions. 
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6. Conclusions 

A micro-kinetic model for catalytic reforming of n-tetradecane is reported. Unlike the 

majority of models that do not consider any reactions occurring in the pre-catalytic zone, this 

study considered the gas-phase reactions in the pre-catalytic zone to identify the prominent 

species entering the catalyst bed. From the elementary reactions based gas-phase kinetic model, it 

was determined that all of the n-tetradecane and oxygen is consumed before the reacting mixture 

reaches the catalyst surface. Based on simulation of the reactor using gas-phase kinetic model, the 

species reaching the catalyst surface were identified. A micro-kinetic model was developed that 

includes alkane species up to C3, oxygenates, acetyl and ketene. Alkenes above C3 species were 

assumed to fragment into ethylene and other alkenes, and all remaining species were assumed to 

fragment into CHx*, C*, H*,and O* species on the surface of the catalyst. The model was 

developed using a hybrid approach in which the binding energy or heat of chemisorption of most 

of the adsorbed species was obtained from literature reported values (either from DFT study or 

from experimental study) and the energetic (activation energy) was obtained using semi-empirical 

techniques, such as unity bond index-quadratic exponential potential (UBI-QEP). Pre-exponential 

factors were set based on Transition State Theory (TST) rule.   

Simulations of both homogeneous gas-phase reactions and surface reactions predict the 

outlet composition reasonably well (within 20% of the experimental yield) at different 

temperatures, O2/C ratios, WHSV and constant S/C ratio. The model also captures the conversion 

of hydrocarbon very well except for the high O2/C ratio. The study identifies the major paths for 

C2 and C3 reactions on the surface of the rhodium catalyst.  Model simulations suggest that the 

CO generated by gas-phase reactions before the catalyst is consumed by water-gas-shift (WGS) 
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reaction within first millimeter of the catalyst due to high WGS activity. Later, the H2 and CO are 

produced by steam reforming of other hydrocarbons on the surface of the catalyst. Since it was 

assumed that all alkenes are fragmented into ethylene before it further breaks down, ethylene is 

found to generate initially due to surface reactions at low temperature. To validate such behavior 

a detailed kinetic model for higher alkenes is required with all experimental species composition 

measurements along the length of the catalyst. The model simulations also suggest that slippage 

of 1,3-butadiene through the catalyst could lead to cyclic reactions at high temperature that 

consume 1,3-butadiene and form ethylene in the post-catalytic zone of the reactor. This can 

eventually lead to coke formation.     

Although the model predictions are good (within 20% of the experimental measurement) at 

different operating conditions, detailed surface chemistry for large alkenes (> C3), dienes, 

aldehydes, alcohols and furans is required to understand the interaction of surface and gas-phase 

reactions along the length of the reactor. Despite the assumptions and limitations of the overall 

micro-kinetic modeling approach, the suggested mechanism provides a starting point to gain 

fundamental understanding of different component reforming kinetics, with which detailed 

reactor and catalyst design can be carried out. The overall gas-phase and surface kinetic model 

can also be useful to evaluate the effect of gas-phase reactions after the catalyst surface. 
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Chapter 8 

Conclusion 

In this thesis, a combined experimental and modeling study of the n-tetradecane autothermal 

reforming was undertaken. Brief summaries of scientific observations and major contributions are 

presented as well as recommendations for future work.     

8.1 Summary of Scientific Observations and Findings 

Detailed thermodynamic analysis using Gibb’s energy minimization revealed that steam 

reforming (SR) of diesel is an energy intensive process that could lead to overall lower efficiency 

of the system. The partial oxidation (POX) process was shown to be only feasible above 1000 °C 

thus limiting this process because of material of construction issues and sealing issues. 

Autothermal reforming (ATR) is the best choice for diesel reforming as it can be carried out at 

lower temperatures than POX process and can have a significantly higher yield of hydrogen than 

POX process. However, it is not possible to run the ATR process at thermo-neutral point and also 

avoid being in an operating regime where carbon formation occurs. The carbon formation 

boundary map provides essential information on the range of operating conditions that 

thermodynamically favour carbon formation. 

 Based on a surface science study of alkane molecule adsorption and dissociation on the 

catalyst surface, a simple mechanistic scheme was proposed and a LHHW type of kinetic model 

was derived for n-tetradecane reforming. This model, however, was based on the major 

assumption that no gas-phase reactions occurring inside the reactor. Thermodynamically 
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consistent and physically meaningful parameters were estimated using experimental data on 

Pt/Al2O3 catalyst. The proposed model represented the overall behavior of the process reasonably 

well. The relative error of the predicted flow rate of major species was always within 25% of the 

experimental value. The study, however, identified the need for a mechanistic understanding of 

gas-phase processes as well as need for a more detailed surface reaction study and drived the 

future path of the research. 

Based on a literature study, experiments were conducted to synthesize and characterize 

Pt/CGO and Rh/pyrochlore catalyst. The Rh-pyrochlore catalyst was found to give stable 

performance than the Pt-CGO catalyst for commercial diesel reforming. One of the most 

significant experimental observations, previously unreported, is the structural change of the stable 

(Rh-pyrochlore) and un-stable (Pt-CGO) catalyst under redox environment which is found in 

practical reformer systems. The accessible Rh didn’t change significantly in Rh-pyrochlore 

catalyst in TPR-TPO cycle (redox cycle) whereas the Pt peak was lost after TPO in Pt-CGO 

catalyst. This study shows that characterization of reforming catalyst using a redox cycle test for 

predicting the stability of the catalyst under real operating conditions. The kinetic experiments 

with only quartz sand showed < 100 ppm oxygen in the outlet with CO, CO2, ethylene, propylene, 

and methane as the major yield of the product. This kinetic study thus confirmed that gas-phase 

reactions that are normally neglected in studying reforming of the higher hydrocarbons at 

temperatures above 700 °C are significant and need to be considered in the overall reaction 

mechanism of heavy hydrocarbon reforming. 

A detailed gas-phase kinetic model under autothermal reforming conditions was generated 

using the Reaction Mechanism GeneratorTM software package. Key reaction rates were refined 
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using experimental and calculated values. The generated kinetic model was found to predict 

published experimental data on combustion regime reasonably well and better than commonly 

used LLNL model. To predict the high pressure pyrolysis experiments that favour formation of 

alkanes above C3, the model was extended by adding H-abstraction, disproportionation, radical 

recombination, and β-scission reactions manually. The model predicts the non-catalytic ATR 

experiments very well at low temperature.  At high temperature, reactor wall activity played a 

significant role to produce hydrogen by reforming reactions which is consistent with the existing 

literature. The present kinetic model gives a mechanistic understanding of gas-phase reactions 

dominant before the catalyst. The model suggests the presence of two oxidation zones within the 

non-catalytic ATR reactor. N-tetradecane is completely consumed in the first oxidation zone 

within 0.05 s and results in temperature rise of ~ 200 K. Low temperature oxidation chemistry 

plays a significant role to consume most of the n-tetradecane and approximately half of the 

oxygen. The second oxidation that is catalyzed by ∙OH radicals from H2O2 decomposition results 

in complete consumption of oxygen in less than 0.35 s. The model predicts that n-tetradecane and 

oxygen are completely consumed before the catalyst due to gas-phase reactions suggesting steam 

reforming of lower hydrocarbons on the surface of the catalyst. Major ethylene was found to 

produce during second stage oxidation due to pyrolysis reaction pathways such as 1-alkyl and 

propyl β-scission, and ethyl decomposition. Propylene yield was found to be very sensitive to the 

H-abstraction by ∙OH to form allyl radicals. 

Using detailed gas-phase reactions kinetic model in the pre-catalytic zone of the autothermal 

reformer, the species reaching the catalyst surface were identified. A micro-kinetic model was 

developed for different species using hybrid approach in which the binding energy or heat of 

chemisorption of most of the adsorbed species was obtained from literature reported values 
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(either from DFT study or from experimental study) and the energetic (activation energy) was 

obtained using semi-empirical techniques, such as unity bond index-quadratic exponential 

potential (UBI-QEP). Pre-exponential factors were set based on Transition State Theory (TST) 

rule. Alkenes above C3 were assumed to fragment into ethylene and other alkenes and remaining 

species were assumed to fragment into CHx*, C*, H* and O* species. Simulation of experimental 

packed bed autothermal reformer using gas-phase reaction kinetic model and surface micro-

kinetic model could predict the experimental data reasonably well (within 20% of the 

experimental value) at different operating conditions for autothermal reforming of n-tetradecane 

on Rh-pyrochlore catalyst. The species flow profiles along the length of the reactor bed showed 

that CO generated by gas-phase reactions in pre-catalytic zone is consumed rapidly over the 

catalyst bed by water-gas-shift reaction to produce CO2 and H2. After the first millimeter of the 

catalyst, majority of H2 and CO were produced by steam reforming of hydrocarbons. The study 

also confirmed that at high temperature slippage of 1,3-butadiene over the catalyst could lead to 

cyclic reactions that consume 1,3-butadiene and form ethylene in the post-catalytic zone of the 

reactor. This can eventually lead to coke formation. 

8.2 Summary of Major Contributions 

The original research contributions of this thesis include: 

1. Developed a map of carbon formation region for diesel reforming processes at various 

operating conditions. 
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2. Proposed a simple mechanistic scheme for n-tetradecane reforming based on the literature 

understanding of adsorption of hydrocarbon molecules and subsequent reaction of adsorbed 

alkyl species on the surface of the catalyst, and derived a LHHW type of kinetic model.   

3. Demonstrated a method for evaluating a catalyst stability based on redox cycling.  

4. Revealed the importance of gas-phase reaction kinetics during autothermal reforming of 

heavy hydrocarbons based on studies done using an inert packed-bed of silica. 

5. Generated predictive gas-phase reaction kinetic model using “Reaction Mechanism 

Generator”. The model was validated against n-tetradecane ignition delay from Shen et al. 

(2009) and inert bed autothermal reforming data collected as part of this work. The model 

was further extended and validated to predict high pressure pyrolysis kinetics from Song et 

al. (1994).  

6. Developed a detailed understanding of important reaction chemistries in the pre-catalytic 

zone of the diesel reformer. It was also identified that n-tetradecane and oxygen are 

completely consumed in the pre-cataytic zone.   

7. Developed a new surface micro-kinetic model based on the species that are predicted to reach 

the catalyst surface by the gas-phase reaction kinetic model described above. 

8. Identified ethylene formation reaction path during gas-phase reactions in the post-catalytic 

zone of the reactor.  

8.3 Recommendations for Future Work 

Based on the current study observations, research in the following path could be useful in 

gaining insight for diesel reforming process. 
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1. Carry out gas-phase kinetic study experiments in a blank quartz tube reactor to minimize the 

wall/surface or heterogeneous reaction effect on collected kinetic data. 

2. Use multi-point thermocouple to measure the temperature along the length of the reactor for 

both, gas-phase reactions and surface reactions, kinetic study.  

3. Insert the thermocouple into the reactor from outlet of the reactor to minimize the 

thermocouple wall effect on collected kinetic data.  

4. Perform shock tube ignition delay experimental study at high equivalence ratios to validate 

the gas-phase kinetic model at autothermal reforming conditions. 

5. Collect the batch reactor or flow reactor pyrolysis experiments at low pressure and high 

temperature conditions to validate the gas-phase reaction kinetic model at these conditions.  

6. In the current thesis an extended kinetic model is proposed for pyrolysis experiments at high 

pressure and low temperature conditions. These conditions favour certain reaction paths that 

form higher alkanes. ‘PopulateReactions’ module of RMG was used to generate these 

reactions.  Ultimate target should be a single gas-phase kinetic model that has an ability to 

capture combustion, pyrolysis and autothermal reforming behavior at all operating 

conditions. This requires pressure dependent (pdep) rates for all reactions that are affected 

significantly by variation in pressure. So generating the kinetic model using pdep function in 

RMG would be an essential tool to go forward. 

7. Propylene yield in gas-phase kinetic model is found to be very sensitive to the H-abstraction 

by ∙OH to form allyl radical. Refined rate estimates for this reaction would be very useful to 

predict the propylene yield. 
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8. Adding the reaction paths for formation of benzene and aromatics in gas-phase kinetic model 

could lead to understanding of coke formation due to gas-phase reactions in the reforming 

process. 

9. For surface reaction mechanism, few surface reaction kinetic parameters were adjusted based 

on sensitivity analysis. It is recommended to use an optimization tool to estimate the 

parameters of highly sensitive reactions.      

10. Detailed reaction paths with all intermediate species heat of adsorption data for higher 

alkenes (> C3), dienes, ester, aldehydes reactions on the surface of the Rh catalyst is essential 

to deconvolute the surface reaction mechanism.  
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Appendix A 

Supplemental Material for Generalized Kinetic Model 

A.1 Derivation of LHHW model 

Reaction rate is given as 

                      (A.1-1) 

Total site balance: 

* * * *
2

* *
T

CH O CO H
C C C C C C= + + + +                       (A.1-2) 

where *C  is vacant site concentration 

 ,                                              (A.1-3) 

where a is lumped parameter of equilibrium constants 

             (A.1-4) 

                      (A.1-5) 

                      (A.1-6) 

Substitute Equations (A.1-3)-(A.1-6) into Eqquation (A.1-2), the vacant site concentration 

can be given as 

                 (A.1-7) 
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                      (A.1-8) 

Substitute Equations (A.1-5) and (A.1-8) into Equation (A.1-1)  

           (A.1-9) 

Substitute Equation (A.1-7) into Equation (A.1-9)  

                          (A.1-10) 

Similarly the equation for water-Gas-shift reaction is derived.  
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Appendix B 

Experimental Data 

B.1 Inlet experimental conditions 

Exp.No. Exp.No. WHSV O2/C Temp C14H30 H2O Air N2 
Without 
catalyst 

With 
catalyst 

[SCC/h∙g]  [°C] [cc/min] [cc/min] [SCCM] [SCCM] 

BW R 100000 0.20 700 0.0821 0.1194 94.3396 50 
BX V 160000 0.20 700 0.1313 0.1911 150.9434 80 
BY T 220000 0.20 700 0.1806 0.2627 207.5472 110 
BZ BO 100000 0.35 700 0.0640 0.0931 128.6765 50 
CA O 160000 0.35 700 0.1024 0.1489 205.8824 80 
CB AB 220000 0.35 700 0.1407 0.2048 283.0882 110 
CC BQ 100000 0.50 700 0.0524 0.0763 150.6024 50 
CD BS 160000 0.50 700 0.0839 0.1220 240.9639 80 
CE BI 220000 0.50 700 0.1153 0.1678 331.3253 110 
CG Z 100000 0.20 775 0.0821 0.1194 94.3396 50 
CH F 160000 0.20 775 0.1313 0.1911 150.9434 80 
CI Y 220000 0.20 775 0.1806 0.2627 207.5472 110 
CK BR 100000 0.35 775 0.0640 0.0931 128.6765 50 
CL N 160000 0.35 775 0.1024 0.1489 205.8824 80 
CM AA 220000 0.35 775 0.1407 0.2048 283.0882 110 
CN AZ 100000 0.50 775 0.0524 0.0763 150.6024 50 
CP BD 160000 0.50 775 0.0839 0.1220 240.9639 80 
CQ BJ 220000 0.50 775 0.1153 0.1678 331.3253 110 
CT E 100000 0.20 850 0.0821 0.1194 94.3396 50 
CU G 160000 0.20 850 0.1313 0.1911 150.9434 80 
CV J 220000 0.20 850 0.1806 0.2627 207.5472 110 
CW M 100000 0.35 850 0.0640 0.0931 128.6765 50 
CX Q 160000 0.35 850 0.1024 0.1489 205.8824 80 
CY AC 220000 0.35 850 0.1407 0.2048 283.0882 110 
CZ BA 100000 0.50 850 0.0524 0.0763 150.6024 50 
DA BE 160000 0.50 850 0.0839 0.1220 240.9639 80 
DB BK 220000 0.50 850 0.1153 0.1678 331.3253 110 
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B-2 Experimental results for kinetic study without catalyst 

 

Exp. Mass Spectrometer Measurement 
No. H2 CO CO2 O2 N2 
 [%] [%] [%] [%] [%] 
BW 1.75 8.46 2.79 0.00 78.91 
BX 1.64 8.92 2.33 0.00 78.61 
BY 1.42 8.46 2.35 0.01 79.12 
BZ 1.95 7.56 4.34 0.00 80.70 
CA 1.15 7.93 3.79 0.00 81.44 
CB 1.01 7.39 4.04 0.01 82.16 
CC 1.76 6.92 5.38 0.00 82.30 
CD 0.94 7.38 4.79 0.00 83.11 
CE 0.93 7.23 5.03 0.01 83.33 
CG 3.76 12.25 2.13 0.00 70.15 
CH 3.50 12.66 1.84 0.00 70.04 
CI 3.30 12.28 1.91 0.00 70.39 
CK 3.99 10.55 3.64 0.00 74.27 
CL 3.18 13.32 1.87 0.00 70.39 
CM 3.10 10.43 3.43 0.00 75.24 
CN  9.49 10.90 4.72 0.00 70.84 
CP 2.94 9.55 4.33 0.00 77.78 
CQ 2.70 8.50 5.06 0.00 78.37 
CT 20.07 16.96 2.25 0.00 52.24 
CU 13.04 15.48 2.12 0.00 59.18 
CV 11.06 14.92 2.25 0.00 61.01 
CW 21.55 16.10 3.26 0.00 54.59 
CX 14.58 14.81 3.03 0.00 61.23 
CY 11.35 13.32 3.63 0.00 64.81 
CZ 19.80 13.82 4.71 0.00 59.45 
DA 11.38 12.97 3.93 0.00 67.50 
DB 11.65 12.50 4.28 0.00 67.27 
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Exp. Gas Chromatograph measurement 
No. CH4 C2H6 C2H4 C3H8 C3H6 C4H8-1 1,3-C4H6 C5H10-1 C6H12-1 C6H6 
 [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] 
BW 17354 3877 29701 498 14370 4560 4918 900 111 372 
BX 17352 3920 29732 504 14808 5539 5118 1897 536 590 
BY 16086 3497 29971 544 15170 6372 5370 2496 785 712 
BZ 10039 2003 22031 282 8835 2857 3262 660 765 641 
CA 10002 1949 22573 281 9374 3596 3395 1224 499 646 
CB 8556 1687 21983 290 9003 3620 3139 1391 462 653 
CC 6379 1133 15339 171 5939 1802 2333 410 336 380 
CD 6155 1069 15918 169 6231 2340 2425 662 161 555 
CE 4896 857 14622 160 5645 2367 2152 895 485 551 
CG 32319 4600 39929 559 20785 4103 7347 171 145 641 
CH 32097 4586 40434 575 21535 4377 8010 228 223 816 
CI 31074 4451 40480 630 22071 5337 8438 314 289 1019 
CK 19453 2527 29618 312 11845 2259 4460 103 128 971 
CL 32030 4587 37534 564 19196 3642 7313 251 267 817 
CM 18135 2378 30654 337 13201 3274 4980 208 218 338 
CN  10786 1265 18208 155 5455 674 1863 50 50 558 
CP 13827 1557 23135 190 7693 1250 3073 88 86 576 
CQ 11031 1296 23910 192 8456 1991 3349 107 133 517 
CT 35949 3432 33408 213 7228 121 1932 23 15 436 
CU 38637 3817 39130 275 11212 462 4067 89 49 768 
CV 37719 3644 41018 309 13079 768 5283 174 86 992 
CW 20843 1802 17452 104 2099 34 397 12 15 1379 
CX 25288 2092 27207 147 4938 116 1409 31 15 846 
CY 24324 2047 29465 183 7076 218 2332 67 40 821 
CZ 12894 977 6115 48 578 9 102 3 7 1066 
DA 15851 1154 20057 82 3136 89 897 19 3 98 
DB 14614 1150 20796 102 3770 96 1105 27 12 263 
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B.3 Experimental results for kinetic study with catalyst 

 

Exp. Mass Spectrometer Measurement 
No. H2 CO CO2 O2 N2 
 [%] [%] [%] [%] [%] 
R 39.45 11.73 8.65 0.00 37.75 
V 33.64 9.34 9.01 0.00 43.78 
T 30.28 8.76 8.49 0.00 47.86 
BO 34.26 11.45 8.56 0.00 44.51 
O 31.01 9.79 9.08 0.00 48.26 
AB 25.90 8.33 8.92 0.00 54.37 
BQ 26.29 9.33 9.02 0.00 54.69 
BS 25.96 8.86 9.29 0.00 54.95 
BI 25.37 8.09 9.55 0.00 55.98 
Z 43.37 16.68 6.50 0.00 31.33 
F 40.90 14.52 7.34 0.00 33.79 
Y 37.37 14.23 6.91 0.00 36.86 
BR 35.97 13.28 7.58 0.00 42.48 
N 33.69 13.05 7.57 0.00 44.19 
AA 31.62 12.81 7.30 0.00 45.81 
AZ 29.52 11.97 7.84 0.00 50.22 
BD 29.47 10.98 8.48 0.00 50.58 
BJ 28.86 10.94 8.44 0.00 51.02 
E 45.62 18.29 5.44 0.00 30.15 
G 44.60 19.48 4.63 0.00 30.05 
J 44.57 17.73 5.69 0.00 30.54 
M 35.64 14.75 6.67 0.00 42.30 
Q 34.96 15.69 5.93 0.00 42.46 
AC 34.27 15.57 5.94 0.00 42.90 
BA 29.57 13.02 7.14 0.00 50.04 
BE 29.24 12.34 7.51 0.00 50.52 
BK 28.35 12.24 7.53 0.00 51.40 
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Exp. Gas Chromatograph measurement 
No. CH4 C2H6 C2H4 C3H8 C3H6 C4H8-1 1,3-C4H6 C5H10-1 C6H12-1 C6H6 
 [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] [ppm] 
R 10549 1633 5965 161 2983 727 921 233 129 110 
V 13469 2814 13254 293 5873 1646 1791 668 393 385 
T 12148 2551 15292 292 6575 2357 2161 1096 693 637 
BO 6407 820 2412 83 1120 221 277 66 27 396 
O 7770 1106 4608 118 2249 602 795 231 163 301 
AB 6799 1150 8158 144 3698 1278 1371 445 195 423 
BQ 4027 416 1042 48 553 111 143 36 10 141 
BS 4343 548 2117 67 1030 270 357 99 48 137 
BI 3633 446 2610 63 1261 444 485 197 166 366 
Z 11617 1505 5060 126 1724 72 345 16 6 363 
F 18113 2184 7989 201 3352 344 1011 38 31 405 
Y 16497 2473 17054 235 5713 572 1789 64 50 408 
BR 6059 396 160 35 72 0 7 0 7 189 
N 8294 842 3678 77 1356 84 322 11 7 100 
AA 9653 1240 8654 131 2948 284 801 27 20 238 
AZ 2623 66 0 0 0 19 9 17 423 781 
BD 4310 242 93 24 41 0 6 0 0 99 
BJ 4724 385 1364 43 527 47 117 5 0 131 
E 4872 79 0 0 0 0 56 0 0 101 
G 11186 416 484 20 93 0 12 0 0 53 
J 11627 896 1589 61 272 0 26 0 0 131 
M 5773 324 165 16 20 0 0 0 0 51 
Q 7765 552 951 34 142 0 7 0 0 98 
AC 9860 787 1898 55 290 28 0 17 5 142 
BA 1890 35 0 0 0 15 12 52 10 130 
BE 3656 121 14 8 0 0 35 0 0 28 
BK 4283 221 121 19 20 0 0 0 39 24 
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θθ −= 1
minKKK quartzp

Appendix C 

Supplemental Material for Gas-phase Kinetic Study 

C.1 Governing equations for packed bed reactor model  

Real sand consists mainly of quartz with some amount of other mineral content. The thermal 

conductivity of this mixture is typically modeled as: 

              (C.1-1) 

where Kmin is the thermal conductivity of other minerals (usually about 2 W/m-K  [1]) and θ is 

volumetric content of quartz. For the present study it was assumed that the sand bath has 

negligible mineral content (θ≈1) and can be modeled with the thermal properties of pure quartz. 

Thermal conductivity values parallel (K2) and perpendicular to the optic axis of quartz (K1) were 

obtained from the work of Clauser and Huenges [2]. The weighted geometric mean of these 

values was used as the particle thermal conductivity of randomly oriented quartz crystals as 

shown below. 

                      (C.1-2) 

The thermal conductivity of the bed was calculated using a series-parallel model specifically 

developed and validated for sand [1, 3]. 

                  (C.1-3) 
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where, Kg is gas-phase thermal conductivity, ε is the average porosity of the bed,  nWM  is the fluid 

fraction in a series path of heat flow. For sand, nWM values lie netween 0.041 to 0.043 [1] and an 

estimated value of 0.0415 was used for this study.       

For flow through a packed bed, the effective lateral thermal conductivity (Kb,flow) was 

calculated as shown below [4]. 

 

                                                                                                        (C.1-4) 

where PE,r is the effective radial Peclet number defined as 
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where dt is tube (reactor) diameter and dp is particle diameter. The modified Navier-Stokes 

equations shown below were used to solve for the momentum transfer inside the packed bed [5].  
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( )2

32
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The following boundary conditions were used: No slip at wall, fully developed laminar flow 

at the inlet, symmetry about the center line of the reactor, output pressure of 2.36 atm. At steady 

state (first term), no applied body forces (third term), no viscous dissipation (seventh term), and 

no variation in axial velocity with position (second term), the above equation turns into the Ergun 

equation. The values 150 and 1.75 are the constants of the Ergun equation. Application of an 

effective turbulent viscosity for calculating the flow distribution in a porous system, as reported 

in the literature [6], was employed in the present study. Effective turbulent viscosity increases 

with velocity and can be correlated with particle Reynolds number for spheres as shown below 

[6].  

              (C.1-7) 

Recently, Castillo-Araiza and Lopez-Isunza [7] were able to reproduce experimental 

observations with model predictions by fitting the Ergun constants and using the molecular
 

viscosity as effective viscosity. However, their method was not pursued in the present study. 

The equations proposed by Muller [8, 9] were used to calculate the radial  porosity 

distribution inside the reactor as well as  between the thermocouple and reactor wall. It should be 

noted that the resulting porosity distribution is symmetric between wall and thermocouple. 

However, recently Theuerkauf et al. [10] have shown, using discrete element modeling, that the 

porosity distribution is not symmetric due to differences in the curvature of the thermocouple 

compared to the reactor wall. Unfortunately, there is no model available for capturing these 
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effects. Hence for the present study, the approximate symmetric model proposed by Muller was 

employed. 

Heat transfer in the packed bed was modeled using the pseudo-homogeneous heat transfer 

equation shown below: 
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                         (C.1-8) 

The furnace wall temperature, inlet temperature, heat flux continuity across different 

sections, and outflow boundary conditions were used to model the heat transfer. Radiation 

between the furnace and reactor walls was modeled using the surface to surface radiation module 

described in reference [11, 12]. Conductive heat transfer from furnace wall to the reactor wall 

was also included. Heat loss from the reactor wall to the hot box (maintained at 648 K) was 

assumed to occur primarily by convection and radiation. Since the convective heat transfer 

coefficient is a function of wall temperature, an average value of 5 W/m2∙K was used [13]. For 

radiative heat transfer calculations, Incoloy emissivity was assumed to be 0.2 [14] whereas 

furnace wall emissivity was taken as 0.9 [data obtained from manufacturer specifications]. 

Simplification of packed bed reactor model  

The simultaneous solution of the full model including the detailed chemistry model coupled 

with mass, momentum and heat transfer within the packed-bed reactor was not possible with 

available computational resources. To simplify the problem, plug flow and constant pressure were 

assumed. The validity of these approximations (i.e., radially uniform velocity and temperature 
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profile, absence of back mixing and channeling) the following criteria recommended by Froment, 

Bischoff [15], and Rase [16] were used: 

(1) ratio of catalyst bed height to catalyst particle size (L/dp) > 50 

(2) ratio of catalyst bed diameter to the catalyst particle size (d/dp) > 10 

 

For the current study, values of L/dp and d/dp were calculated to be 508 and 14.4 respectively 

justifying the plug-flow approximation. The maximum pressure drop inside the reactor was found 

to be less than 5%. The simplifying assumptions were therefore, deemed to be acceptable. 
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C.2 Proof of concept for iterative approach 

Unfortunately standard computational fluid dynamic (CFD) tools, such as COMSOL and 

Fluent, have limitations in handling large chemistries and it is not possible to model complex heat 

transfer system in Chemkin. So to solve large chemistry in complex system with multiple modes 

of heat transfer, an iterative approach is used. To prove the logic, a proof of concept study is 

made in which a small and simple chemistry system is selected that could be easily modeled in 

any available CFD software package and compared to the iterative approach solutions. In present 

study, COMSOLTM is used for direct modeling and iterative approach. Since the geometry is 

simple it could be directly modeled using Plug Flow Reactor tool of Chemkin-Pro.  

Small and simple hydrogen oxidation kinetic model with 20 reactions and 9 species given in 

Chemkin tutorial is chosen and a packed bed reactor geometry as shown in Figure C.2-1 is 

selected.  

 

 
Figure C.2-1: Packed bed reactor for proof of concept study 

 

Reactor dimensions and operating conditions are given below: 
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Diameter = 0.001 m; Length = 0.1 m; Porosity = 0.4 

Inlet temperature = 1000 K; Inlet velocity = 100 m/s; Inlet H2 mole fraction = 0.2958; Inlet O2 

mole fraction = 0.1479; Inlet N2 mole fraction = 0.5562; heat loss = 5E+07 W/m3.  

The following governing equations were used to solve heat and mass transport in a 

packed bed with inert packing.  

Continuity equation:  
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For iterative approach, a random guess of the initial temperature profile was made. After 21 

iterations, the temperature difference between successive iterations was found to be less than 3 

°C, as shown in Figure C.3-2(a), suggesting that the solution has converged. The converged 

temperature profile was compared to that obtained from direct solution of Chemkin-Pro and 

COMSOL simulations. As shown in (Figure C.2-2(b), the iterative approach converges to the 
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exact solution. This simple study shows that the iterative approach can be used to predict the 

temperature profile inside reactors with complicated heat transfer mechanisms and large detailed 

kinetic models. 

 

  
 

  

Figure C.2-2: (a) Temperature profile and absolute difference in temperature profile after 

each iteration; (b) comparison of temperature profile using iterative method against 

standard COMSOL and Chemkin-Pro models. 
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C.3 Rate parameters updated with measured or calculated rates in literatures 

 

Reaction A n E Comments 

HO2+CH3O2+CH4 4.400e+12 0 0 [17] 

HO2+CH3OH+CH3O 6.800e+12 0 0 [17] 

C4H6-1+OHC4H7-2+H2O            1.335e+01 3.41 -3.61 [18] rates are divided by 

factor 2 

 + HO2  H2O2 + 

 

1.490e+05 1.67 6.81 [19] 

OH+C2H4C2H3+H2O 2.230e+04 2.75 2.21 [20] 

O+C2H4CH3+HCO 4.740e+06 1.88 0.18 [21] 

OH+CH4CH3+H2O 2.050e+06 2.18 2.68 [21] multiplied by factor 

1.5. reported uncertainty 

1.58 

H+CH2OHCO+H2 1.980e+15 0.00 9.70 [22] multiplied by factor 3.  

H+O2+H2OHO2+H2O 3.700e+19 -1.00 0.00 [23] 

HO2+HO2O2+H2O2                        1.940e+11 0.00 -1.41 [24] (duplicate) 

HO2+HO2O2+H2O2                        1.030e+14 0.00 11.03 [25] (duplicate) 



+HO2  

5.300e+16 -1.00 29.50 [26] 

C2H4+CH3C3H7-1 0.880e+04 2.48 6.13 [27] divided by factor 2 

CH3+CH3C2H6 9.450e+14 -0.54 0.14 [28] 

+CH3  C5H9 9.710e+02 3.27 2.35 CBS-QB3/1dHR(6-

31G(d)/AsymmEck) 

+C2H5C6H11 9.710e+02 3.27 2.35 Similar to C4H6 + CH3 ↔ 

C5H9 
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Reaction A n E Comments 

+H  C4H7 9.710e+02 3.27 2.35 Similar to C4H6 + CH3 ↔ 

C5H9 

OH+CH2OHCO+H2O 1.430e+09 1.18 -0.45 [29] 

 

+OH 

1.900e+17 -1.10 27.20 [26] 

 CH2O+C2H3 
2.700e+14 0 23.89 [30] 

C3H7+O2  
2.260e+12 0.00 0.00 [31] 

C3H8+OHC3H7+H2O 1.400e+03 2.66 0.53 [32] 

C3H6+OHallyl+H2O 3.100e+06 2.00 -0.30 [33] 

C2H6+O2C2H5+HO2 7.300e+05 2.50 49.16 [34] 

C3H8+HO2C3H7+HO2 4.000e+13 0.00 47.50 [35] 



+OH 

1.594e+20 -1.50 42.86 [30] 

Allyl+HO2C3H6+O2 5.260e+02 2.80 -2.14 [30] 

Allyl+HO2

 

3.350e+10 0.60 -2.15 [30] 

C4H6-1+HC4H7-2+H2            9.630e+01 3.60 2.07 [18] 

C4H6-1+OHC4H7-1+H2O            1.730e+02 2.95 -1.06 [18] 

C4H6-1+CH3C4H7-2+CH4            3.330e+00 3.63 6.95 [18] 

C3H6+OHC3H6OH 8.730e+12 -0.18 -0.91 [36] 

C3H6+Hallyl+H2 6.457e+12 0.00 4.44 [35] 

 

Rates for the ROO··QOOH·OOQOOH·OH +O=QOOH2·OH +O=QO· sequence 

for all tetradecyl isomers were obtained from the RMG database and correspond to the 
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calculations of Sharma et al. [37]. Rates for the C4H6  CH3+C5H9 were computed at the CBS-

QB3 level of theory using the CanTherm computer code. The 1d-hindered rotor approximation 

was used to account for torsional anharmonicity with torsional potentials obtained from relaxed 

scans at the B3LYP/6-31G(d) level of theory for the reactants and transition state. The computed 

rates were in good agreement with the recommendation of Tsang [38]. 
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C.4 Packed bed reactor model results 

To validate the reactor model, the hot box was kept open (i.e., at room temperature) and the 

furnace wall temperature was maintained at 648.15 K. 400 SCCM N2 was introduced and the 

axial temperature profile was measured by moving the thermocouple along the centerline of the 

reactor. This procedure was performed at furnace temperatures of 923.15 K, 1023.15 K and  

 

 

Figure C.4-1: Comparison of experimental and modeled temperature profile inside the 

reactor at three different furnace temperatures; , T_furnace = 923 K; , T_furnace = 

1023 K; , T_furnace = 1123 K 
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1123.15 K. The simulated and measured temperature profiles, as shown in Figure C.4-1, are in 

good agreement with each other. Even at the highest flow velocity at 660 SCCM, which is used in 

experiments, the maximum pressure drop modeled (Figure C.4-2) is about 3.5%. So the isobaric 

reactor assumption is justified.  The radial porosity distribution inside the packed bed reactor for 

zones with and without the thermocouple is shown in Figure C.4-3. The average porosity of 

different zones was calculated using Equation (C.4-1) shown below. 

 

 

Figure C.4-2: Pressure drop inside the reactor at 660 SCCM N2, and different Tbed 
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Figure C.4-3: Radial porosity (ε) distribution for (a) lower half part of the reactor without 

thermocouple and (b) upper part of the reactor with thermocouple 

 

dr
Area

rrR

avg ∫
×××

=
0

2)( πεε                      (B.4-1) 

 

The calculated average porosity for reactor zone without thermocouple is 0.406 and reactor 

zone with thermocouple is 0.483. By applying plug flow isobaric reactor assumption, the 

temperature profile inside the reactor is calculated. The simplified model predicted temperature 

profile is shown as dotted line in Figure C.4-1. Plug flow isobaric reactor assumption does not 

result in any major change in modeled temperature profile as against solving modified Navier-

Stokes equation. However, this assumption drastically reduces the computation time in iterative 

procedure to calculate the actual reactor temperature profile.  
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C.5 Sensitivity analysis plots for combustion of n-tetradecane  

 
Figure C.5-1: Top 20 normalized sensitivity for OH species at 700K and at ignition time delay; (a) our model and (b) LLNL model 
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Figure C.5-2: Top 20 normalized sensitivity for OH species at 1200K and at ignition time delay; (a) our model and (b) LLNL 
model 
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