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Abstract 

The cell walls of plants contain significant quantities of renewable polymers in the form 

of cellulose, hemicellulose, and lignin. These three renewable polymers have the potential to 

complement or replace synthetic polymers in a variety of applications. Rapidly determining the 

relative quantities of these polysaccharides in lignocellulosic biomass is important yet difficult 

since plant biomass is recalcitrant and highly variable in composition. 

Part of this contribution outlines a novel compositional analysis protocol using infrared 

spectroscopy and multivariate regression techniques that is rapid and inexpensive. Multivariate 

regression models based on calibration mixtures can be used to discern between populations of 

lignocellulosic biomass or to predict cellulose, hemicellulose, and lignin quantities. Thus, the 

compositional analysis step can be expedited so that other processes, like fractionation of the 

lignocellulose polymers, can be tuned accordingly to maximize the value of the final product. 

Hybrid materials were also generated using a variety of polymerization techniques and 

post-polymerization modifications. A novel controlled/living radical polymerization initiator was 

synthesized (2-bromo-2-methylpropane hydrazide) containing a hydrazide functionality that was 

covalently linked to the reducing-end of dextran. Despite the rapid coupling of the hydrazide-

based initiator to the reducing-end of dextran, the instability of the alkyl bromide bond resulted in 

several unsuccessful attempts at Cu(0)-mediated controlled/living radical polymerization. A 

number of recommendations were given to improve the stability of this compound; however, an 

alternative approach to synthesizing hybrid copolymers was also investigated in parallel. 

 Hyperbranched polymers were synthesized using commercially available vinyl and 

divinyl monomers in the presence of a cobalt(II) complex that enabled control over the size, 

architecture, and mol% of pendant vinyl groups amenable to post-polymerization modification. 
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Modifying the ratio of divinyl monomer to cobalt(II) complex provided a series of hyperbranched 

polymers with variable morphology and mol% pendant vinyl groups. The pendant vinyl bonds 

were subsequently converted to amines via thiol additions with cysteamine. These amine 

functionalized hyperbranched polymers were then used in a subsequent reductive amination 

reaction with the reducing-end of dextran to produce the amphiphilic core-shell copolymer 

poly(methyl methacrylate-co-ethylene glycol dimethacrylate)-b-dextran. These amphiphilic 

copolymers mimicked the colloidal behaviour of conventional block copolymer micelles without 

requiring difficult syntheses or tedious self-assembly steps.  
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Chapter 1 

Introduction 

1.1 Background and Motivation 

Lignocellulose is a complex polymer network containing polysaccharides (cellulose and 

hemicellulose) and phenolic polymer (lignin) that is found within the cell walls of plants. 

Cellulose, a β(1→4) linked polymer of D-glucopyranose, is the most abundant carbohydrate on 

Earth (and arguably the most abundant polymer on Earth) and is produced at a rate of about 100 

billion tons per year.1 In nature, the chemical composition of lignocellulose is inherently variable 

due to differences in plant species, cultivating environment, and growing seasons. Furthermore, 

the recalcitrant polymer network that is formed by cellulose, hemicellulose, and lignin presents a 

hindrance to the chemical processing and analysis of lignocellulose.2 Numerous chemical 

techniques have been developed over the past 150 years to determine the composition of 

lignocellulosic biomass (see Chapter 2). These chemical techniques focus on selectively 

fractionating (i.e., extracting) the three main constituents of lignocellulose and obtaining the 

relative composition by a mass balance. In the mid-1970’s, the statistician Herman Wold 

developed the idea of “soft modeling” where multivariate statistics are used to recognize and 

predict patterns in large multivariate datasets.3 As a result of many years of statistical and 

computational development, multivariate regression techniques, such as Partial Least Squares 

Regression (PLSR), have been used to predict the composition of lignocellulosic biomass using 

Fourier Transform Infrared (FT-IR) and Near Infrared (NIR) spectroscopic data.4,5  In addition, 

FT-IR-based multivariate regression models have been used to assess the sugar composition in 

hydrolyzed biomass liquors.6 Compared to standard chromatographic methods (e.g., HPLC) FT-

IR is non-destructive and allows for high throughput screening of biomass and its hydrolysate as 
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long as it is used in conjunction with a well-calibrated multivariate regression model.5 As a result 

the chemical composition of lignocellulosic biomass can be easily predicted using spectroscopic 

techniques, thus reducing the need for more tedious and expensive wet-chemical analyses (see 

Chapter 3).5 Aside from the compositional analysis of lignocellulose, infrared-based multivariate 

models have also been used in synthetic polymer applications to rapidly determine conversions7, 

compositional information8 or morphological characteristics9. Because of its versatility, 

expedience, and low cost, the application of infrared spectroscopy and multivariate techniques to 

the characterization of polymers and lignocellulosic biomass provides an expedient and cost-

effective Process Analytical Technology (PAT).10 

Differences in the chemical functionality, architecture, and molecular weight of the 

polysaccharide ultimately dictate the types of synthetic polymer chemistries that can be 

employed. Thus, the aforementioned compositional analysis techniques constitute the first step in 

converting lignocellulosic biomass into value-added polymeric materials. For example, cellulose 

is a renewable, inexpensive, and versatile polymer having an electrophilic reducing-end moiety 

and abundant hydroxyl functionalities on its backbone.11 Economic and environmental drivers, 

coupled with low margin between cellulosic ethanol and feedstock prices12, have led to numerous 

well-defined cellulose derivatives through modification of the backbone hydroxyls or reducing-

end hemiacetal functionality. Cellulose, like many polysaccharides, is hydrophilic but is insoluble 

in most conventional solvents due to its crystalline, hydrogen-bonded structure.11 Thus, water- or 

DMSO-soluble model compounds, such as cellobiose or dextran, are often used instead of 

insoluble polysaccharides in order to study novel systems.13 Likewise, protecting the backbone 

groups of polysaccharides often facilitates the polymer’s dissolution in organic solvents, making 

the material amenable to the homogenous functionalization and polymerization in conventional 

media.14 Alternatively, ionic liquids can be used to dissolve recalcitrant polysaccharides, like 
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cellulose, which facilitates the homogenous modification or polymerization of these materials 

without prior deriviatization.15,16 Recent advances in controlled/living radical polymerization 

techniques have produced several examples of amphiphilic macromolecules composed of 

carbohydrates (e.g., polysaccharides) and synthetic polymers.17,18 Under certain conditions, 

enthalpic and entropic effects tend to cause the aggregation of these amphiphilic molecules giving 

colloidal structures with numerous potential applications in the pharmaceutical and chemical 

industries.19 A multitude of polymer chemistries can be used to produce well-defined graft20 and 

block21 copolymers containing polysaccharide (e.g., cellulose or dextran) and synthetic units, 

including Atom Transfer Radical Polymerization (ATRP)22 and Single Electron Transfer Living 

Radical Polymerization (SET-LRP)23. These approaches generally rely on coupling synthetic 

polymers with the polysaccharide (i.e., grafting-to)24; growing a synthetic polymer from an 

initiating site introduced on the polysaccharide backbone or reducing-end (i.e., grafting-from)24,21; 

or using carbohydrate-based monomers in conjunction with conventional synthetic monomers25. 

In this manner, controlled/living radical polymerization techniques can be used to produce 

potentially high-value amphiphilic copolymers with tuneable properties by manipulating the 

reaction conditions or polymerization recipes. Reactions and polymerizations with 

polysaccharides are generally conducted in either homogenous solvents (e.g., water, ionic liquids, 

dimethyl sulfoxide, or dimethyl acetamide with LiBr) or in conventional organic solvents by 

protecting the polysaccharide backbone groups prior to modification. However, the poor 

solubility of polysaccharides in conventional solvents is still one of the primary hindrances to the 

synthesis of these amphiphilic copolymers. Furthermore, the amination of the polysaccharide at 

the reducing-end is generally slow and inefficient, often taking days to reach quantitative 

conversions.26 Alternative polymer chemistries that utilize commercially available initiators and 

low quantities of inexpensive catalyst systems, such as Catalytic Chain Transfer Polymerization 
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(CCTP)27, could also provide an inexpensive route towards amphiphilic polysaccharide-

containing copolymers. Techniques that facilitate the homogenous, inexpensive, expedient, and 

efficient polymerization or modification of polysaccharides could lead to a wide array of high-

value amphiphilic, biocompatible, and biodegradable copolymers.  

1.2 Scope and Organization of Thesis 

The first objective of this thesis was to expedite the compositional analysis of 

lignocellulosic biomass using infrared spectroscopy and multivariate analysis techniques. A 

comprehensive literature review was written on traditional and contemporary methods for the 

compositional analysis of lignocellulosic biomass to provide the basis for subsequent work 

involving novel multivariate analysis techniques. Subsequently, multivariate analysis of infrared 

spectra derived from powdered samples of lignocellulosic biomass was used to determine 

polysaccharide (cellulose and hemicellulose) and lignin quantities in an attempt to mitigate the 

tedious wet-chemical compositional analysis techniques that have been traditionally invoked. 

Furthermore, amphiphilic hybrid materials containing covalently linked polysaccharide (e.g., 

cellulose) and synthetic blocks were considered to be of interest as value-added advanced 

renewable materials. Consequently, the synthesis of amphiphilic polysaccharide-containing block 

copolymers was the second major objective of this thesis. A variety of polymerization and post 

polymerization chemistries were explored with the goal of generating a number of materials 

containing both polysaccharide and well-defined synthetic parts. 

Chapter 2 presents a comprehensive literature review of traditional and novel methods for 

the compositional analysis of lignocellulosic biomass. After this review, it became apparent that 

recently developed compositional analysis techniques involving multivariate regression models 

were both expedient and accurate. This observation was the motivation for Chapter 3, where 

mixtures of cellulose, hemicellulose, and lignin were used to generate a calibration sample set for 
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a completely FT-IR based multivariate regression model.  Various data preprocessing regimes 

were studied and the final PLS regression model that was built could predict, with reasonable 

certainty, the amount of polysaccharides and lignin within a given sample of lignocellulosic 

biomass.  

 Chapter 4 describes the synthesis of a hydrazide-containing controlled/living radical 

polymerization initiator that would covalently attach to the reducing-end of a polysaccharide. The 

goal was to expedite the coupling reaction between the initiating species and the reducing-end by 

utilizing a highly reactive hydrazide moiety with an alkyl halide initiator on the terminal end. The 

next intention was to polymerize synthetic monomers via Cu(0)-mediated LRP from the 

reducing-end initiating site on the polysaccharide, resulting in an amphiphilic block copolymer. 

Unfortunately, the high reactivity of the hydrazide, coupled with the labile nature of the alkyl 

bromide moiety resulted in the loss of the bromide functionality while coupling to the reducing-

end of dextran. Possible sources of this instability were discussed as well as plausible solutions 

for synthesizing similar polysaccharide containing block copolymers. 

 Chapter 5 provides a facile approach towards polysaccharide containing micelle 

analogues by grafting the reducing-end of dextran to hyperbranched synthetic copolymers 

containing pendant amine groups. First, CCTP was used to produce poly(MMA-co-EGDMA) by 

polymerizing MMA and EGDMA in the presence of catalytic quantities of a cobalt(II) complex. 

After isolating the resulting hyperbranched poly(MMA-co-EGDMA), thiol additions were 

performed on the pendant vinyl groups with cysteamine hydrochloride in the presence of organic 

base to give an amine terminated hyperbranched polymer, poly(MMA-co-EGMDA)-NH2. After 

isolating the polymers following thiol additions, dextran was attached at its reducing end to the 

pendant amine functionalities of the hyperbranched polymer via reductive amination. The 

resulting core-shell polymers, poly(MMA-co-EGDMA)-b-dextran, showed amphiphilic 
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behaviour in water that could be tuned based on the polymerization recipe of the hyperbranched 

core.  

 Chapter 6 contains a summary of the thesis and recommendations to improve or 

complement the endeavours discussed herein. 
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Chapter 2 

Literature Review 

Compositional Analysis of Lignocellulosic Biomass:  

Conventional Methodologies and Future Outlook 

Significant portions of this chapter were submitted for publication in Biomass and Bioenergy on 

December 27, 2011 (Ref.: JBB-D-11-01243). 

Abstract 

As mentioned in Chapter 1, the composition and structural properties of lignocellulosic 

biomass have significant effects on its conversion to fuels, biomaterials, and building-block 

chemicals.  Specifically, the recalcitrance to modification and compositional variability of 

lignocellulose make it challenging to optimize and control the conditions under which the 

conversion takes place.  Various characterization protocols have been developed over the past 

150 years to elucidate the structural properties and compositional patterns that affect the 

processing of lignocellulose.  The early characterization techniques were developed to estimate 

the relative digestibility and nutritional value of plant material after ingestion by ruminants and 

humans alike (e.g., dietary fibre).  Over the years, these empirical techniques have evolved into 

statistical approaches that give a broader and more informative analysis of lignocellulose for 

conversion processes, to the point where an entire compositional and structural analysis of 

lignocellulosic biomass can be completed in minutes, rather than weeks.  The use of modern 

spectroscopy and chemometric techniques has shown promise as a rapid and cost effective 

alternative to traditional empirical techniques.  This review serves as an overview of the 

compositional analysis techniques that have been developed for lignocellulosic biomass in an 



 

 

9 

effort to highlight the motivation and migration towards rapid, accurate, and cost-effective data-

driven chemometric methods.  These rapid analysis techniques can potentially be used to 

optimize future biorefinery unit operations where large quantities of lignocellulose are 

continually processed into products of high value.   

2.1 Introduction 

Lignocellulose is derived from the cell walls of plants and is mainly composed of 

cellulose (30-50%), hemicellulose (15-35%), and lignin (10-30%).1  Cellulose is a linear 

polysaccharide comprising β(1→4) linked glucose units with a high degree of hydrogen bonding 

that makes a significant contribution to the structural integrity and recalcitrance to modification 

of the lignocellulose composite.  Cellulose can be found in various macromolecular 

conformations that can be generally classified as crystalline or amorphous, where crystalline 

cellulose poses a greater energy penalty to hydrolyze than amorphous cellulose.  Hemicellulose is 

a branched heteropolysaccharide of both pentose and hexose units that interact with cellulose 

chains and can sometimes be found as a crosslinking material between cellulose and lignin, 

mainly imparting enhanced structural stability to the cell wall.2  Finally, lignin is a complex 

aromatic heteropolymer that can be found as a binding agent along the outside of the 

lignocellulose microfibril, providing structural rigidity and protection to the energy rich cellulose 

fibres.3,4  Lignin comprises β-aryl ether, biaryl ether, phenylcoumarane, biphenyl, pinoresinol, or 

diaryl propane linked p-coumaryl, coniferyl, and sinapyl alcohol units.4  Because of its highly 

branched and irregular structure formed via random oxidative radicalization of phenols3,5, lignin 

poses a formidable barrier to digestion via enzymatic routes.  While enzymes capable of 

catalyzing cellulose hydrolysis (e.g. cellulase) are produced by a wide variety of prokaryotes, 

eukaryotes, insects, and even crustaceans, the layers of lignin surrounding the cellulose fibres 

serves to protect the sugar-rich constituents from rapid degradation.  Despite this protective role 
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of lignin, a number of microorganisms are capable of lignin degradation; for example, white-rot 

fungi produce lignin peroxidase and manganese peroxidase enzymes with lignolytic activity.4  

Interestingly, a number of these microorganisms with lignolytic activity seem to function in a 

symbiotic relationship with the host plant.4  Human beings, on the other hand, have discovered 

that lignin is the primary hindrance to the facile production of fuels and chemicals from 

lignocellulosic materials, including bioethanol.3  Figure 2.1 illustrates the source of 

lignocellulose, the geometric arrangement of its components within the microscopic fibrillar 

structure, and the composition of each of the three major biopolymers found therein.     
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Figure 2.1.  The main components of lignocellulose (cellulose, hemicellulose, and lignin) are 
found within the plant cell wall.  Cellulose consists of hydrogen-bonded homopolymer chains of 
glucose that are attached to one another via glycosidic bonds.  Hemicellulose is a branched and 
irregular heteropolymer of both pentose and hexose sugar units.  Lignin is a highly complex and 
aromatic heteropolymer of p-coumaryl, coniferyl, and sinapyl alcohol units (Reproduced with 
permission from Rubin6). 

 

The characterization of raw materials, whether for composition, structure, or some other 

salient property, is a fundamental first step in most experiments and industrial conversion 

processes.  As reviewed by FitzPatrick et al., a promising area of research and industrial interest 
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is biorefineries utilizing lignocellulosic biomass for the production of value-added chemicals and 

fuels from non-food crops.7  These lignocellulosic biorefineries seek to capitalize on the benefits 

of an inexpensive and renewable feedstock as opposed to more traditional processes that utilize 

finite petroleum sources.  However, a thorough characterization protocol is required prior to the 

conversion of lignocellulosic biomass because of its highly variable and recalcitrant composition.  

These properties ultimately limit the range of products that can be derived from a particular 

lignocellulosic feedstock in a cost efficient manner.  Furthermore, the composition and structure 

of the lignocellulosic feedstock serve a critical role in closing the mass balance of the process and 

also have a large influence on the efficacy of pretreatment and subsequent processing steps.8  

Because the most expensive aspects of lignocellulose conversion depend on the nature of the raw 

material, accurate and rapid front-end biomass characterization – either in the field where the 

biomass is grown or on the processing line where the conversion takes place – is absolutely 

necessary for an economically feasible biorefinery.   

There are many options to consider with respect to characterizing lignocellulose, but very 

few published papers discussing their relative advantages and disadvantages with respect to 

industrial applications.  For example, Giger-Reverdin1 reviewed the various protocols available at 

the time for estimating cell wall composition and digestibility of lignocellulosic materials, but 

presented the review from a ruminant nutrition perspective.  However, one exception is a 

thorough review paper recently published by Sluiter et al.9.  Sluiter et al. reviewed the use of 

sulfuric acid to affect various stages of cell wall dissolution during the summative compositional 

analysis of lignocellulosic feedstocks.9  The authors also mentioned the limitations of these 

methods as well as some suggested improvements, most of which will also be discussed in the 

paragraphs below.9  In addition, Sluiter et al. mention that multivariate calibration methods 

involving NIR can expedite the compositional analysis process.9  While some univariate 
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analytical techniques are well suited for the laboratory environment, other multivariate 

approaches are more robust and can be implemented in a real-time process control scenario over a 

wide array of feedstock compositions and product formulations.   

The following review will serve as a comprehensive examination of the analytical 

methods available for the characterization of lignocellulosic biomass, its derivatives, and their 

suitability for application in biorefinery processes.  Furthermore, it will be shown that an increase 

in research focused on biorefinery-relevant Process Analytical Technologies (PAT) and data 

processing techniques could present rapid and inexpensive alternatives for experimental purposes 

and quality assurance in both research and industrial setting.   

2.2 Historical Perspective on the Compositional Analysis of Lignocellulose 

Contemporary methods for the compositional analysis of lignocellulosic materials have 

been ultimately derived from those developed to assess the digestibility of plant-based animal 

feed.  A parallel interest in the assessment of the chemical composition of plant-based 

lignocellulosic materials has arisen from the practical needs related to the production of 

renewable fuels, chemicals, and materials.  Both of the aforementioned metrics, nutrient 

requirements and chemical composition, have served as the basis for the empirical study of 

lignocellulosic biomass for over 150 years.  The following review tracks the progress and 

evolution of lignocellulosic characterization methods from laborious, wet-chemical methods 

towards rapid, high-throughput techniques that take advantage of a data-driven approach 

congruent with the latest developments in the field of chemometrics. 

2.2.1 Weende Method 

The seminal method for quantifying crude fibre (CF) was the proximate or Weende 

analysis proposed by Henneberg and Stohmann10, where samples of animal feed are first dried at 
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100 °C, extracted using ether to remove lipids, then refluxed using a weak base (1.25% sodium 

hydroxide) followed by a strong acid (1.25% sulfuric acid) to digest cell wall material leaving 

behind an indigestible residue, providing a gravimetric estimate of crude fibre (CF).11  Despite 

being standardized by Henneberg and Stohmann, the roots of the Weende analysis system can be 

traced back to the alkaline extractions by Gorham12 and similar acid-alkaline extractions by 

Horsford1,13.  Although it was modified and accepted as an official AOAC method for the 

analysis of crude fibre in food AOAC 978.1014, the Weende system can yield inaccurate results 

and may underestimate fibre content by more than 50% under the conditions prescribed by the 

method.15  The limitations associated with the crude fibre method can be attributed to 

complexities in the fractionation and analysis of the substrate: the highly variable recovery of 

cellulose, hemicellulose, and lignin in the crude fibre fraction depends on the ratios of the three 

components in the starting material.  Materials with high hemicellulose and moderate lignin 

content like grasses tend to provide the lowest recovery of crude fibre, while vegetables with low 

lignin and high cellulose content, tend to provide the highest cell wall recovery as crude fibre.11  

The analysis is further complicated by the heterogeneous nature of the constituent 

macromolecules of lignocellulosic biomass, lignin being one of the most highly variable 

structures.16  Despite its shortcomings, the Weende system is still routinely used in the food and 

agricultural industries for the determination of CF – a well-known and understood parameter for 

estimating fibre digestibility.  For example, the Weende analysis was used by Rzedzicki et al.17 to 

estimate CF in breakfast cereals. To date, the Weende system has not been used extensively in a 

lignocellulosic biorefinery context.  

2.2.2 Klason Lignin Method 

In 1893, Klason published two papers on the analysis of black liquor from the Kraft 

pulping process and developed his techniques over the next 40 years.18  The pioneering 
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techniques published by Klason19 are still commonly used for the quantification of lignin in 

biomass.  Klason lignin (KL) is defined as the mass of the residue left behind after a sample is 

treated with 64-72% sulfuric acid thus removing all polysaccharides.20  While the Klason 

technique has been accepted as a TAPPI standard (TAPPI Test Method T222 om-8821) it has 

some limitations: lignocellulosic materials with a high fraction of acid-soluble lignin will result in 

underestimated lignin content, while materials with highly recalcitrant lignin that are resistant to 

acid treatment will result in overestimated lignin values.22  Despite these limitations, the KL 

method has been modified and adapted for the quantification of both acid insoluble (TAPPI Test 

Method T222 om-0623) and soluble (TAPPI Test Method T25024) lignin in lignocellulosic 

biomass as reviewed by Giger25 and Van Soest11.   Furthermore, the KL method remains in 

rigorous use today in agricultural, food and biochemical research.26-28 

2.2.3 USDA FPL Methods 

Over the next 20 years following the development of the KL technique, the United States 

Department of Agriculture (USDA) Forest Products Laboratory (FPL) applied the KL methods 

for the determination of lignin in wood samples.29   Furthermore, scientists from the USDA FPL 

adopted the methods of Saeman et al.30 for the quantitative saccharification of wood and cellulose 

in their research.  Briefly, the hydrolysis of cellulose to reducing sugars was achieved by treating 

ground (30 mesh) and dried woody material with 72% sulfuric acid for 45 minutes at 30 °C 

followed by a rapid secondary hydrolysis in an autoclave at 15 psi of steam pressure for 1 hour or 

by boiling the solution for 4.5 hours at atmospheric pressure.  The hydrolysate was then assessed 

for reducing sugar content using the Shaffer and Somogyi31 method.  The use of a secondary 

autoclave step where numerous samples could be hydrolyzed at once was introduced to decrease 

the time required for reducing sugar analysis while ensuring reproducible results.  Saeman et al. 

did not discuss lignin quantification, however, in a follow-up publication, they elaborated on this 



 

 

16 

technique and acknowledged that their use of 72% sulfuric acid for carbohydrate removal was 

similar to the KL method and that the acid concentration selected was satisfactory since it was 

both expedient and accurate.30,32  The attempt to improve the reproducibility and throughput of 

these methods by Saeman et al.30,32 is notable, as these metrics defined a future approach in 

process analytics for lignocellulosic biomass.  The hydrolysis methods developed by Saeman et 

al.32 have recently been used by Tsubaki et al.33 to assess the monosaccharides present in Prunus 

mume stones – the heavily lignified seed within the fruit that is often discarded.  

2.2.4 Dietary Fibre 

As stated in the introduction, agricultural sciences have greatly influenced progress in the 

compositional analysis of lignocellulosic biomass.  In 1953, Hipsley first used the term “dietary 

fibre” as a description for plant cell wall materials comprising cellulose, hemicellulose, and lignin 

that are indigestible by the human digestive tract.34,35  Figure 2.2 provides a description of the 

relationship between dietary fibre fractions and chemical constituents. 

 
 
Figure 2.2.  Definitions of dietary fibre fractions (Reproduced with permission from Monro and 
Burlingame36). 

 

This definition of dietary fibre became the basis for future work in the field of agricultural and 

food sciences, where an understanding of the nutritional value of feedstuffs is integral.  The 

underlying concepts behind the dietary fibre and USDA FPL methods for the determination of 
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cellulose, hemicellulose and lignin content were subsequently used almost interchangeably for the 

next 50 years. 

2.2.5 Saeman Pentosan Method 

Approximately 10 years after their method development for wood hydrolysis and 

reducing sugar determination, Saeman et al. optimized the chromatographic techniques that were 

adopted as a TAPPI standard for pentosan (i.e. five carbon sugar polymer) determination.37  The 

authors showed that although satisfactory agreement with the TAPPI standard was observed for 

materials with high pentosan content, at low pentosan content, the standard showed high errors 

due to residual pentosan bound to unhydrolyzed cellulose.  However, the errors caused by 

residual pentosan were partially eliminated by introducing a two step hydrolysis whereby the pulp 

was first treated in strong mineral acid followed by a secondary hydrolysis with dilute acid.37  

Despite improvements to pulp fractionation (i.e., introducing a two step hydrolysis), Saeman et 

al.37 questioned the adequacy of using paper chromatography for the quantification of released 

pentosans in the hydrolysate.  At this time, the difficulties associated with the selection of 

hydrolysis conditions were becoming apparent.  Conditions that were too mild resulted in 

incomplete hydrolysis, and conditions that were too harsh yielded a hydrolysate with mono-

sugars that were partially decomposed.  The selection of appropriate hydrolysis conditions was 

further confounded with inter- and intra-species variation in lignocellulosic biomass, where 

methods applied for softwood species might not be effective for hardwoods or herbaceous species 

like switchgrass.  The methods of Saeman et al.32 have recently been used in a biorefinery context 

by Houghton et al.38 for quantitative carbohydrate and lignin determination of wheat straw and 

corn stover subjected to drying temperatures between 45 °C and 100 °C.  Houghton et al. were 

interested in determining the optimum drying temperature for lignocellulose samples because 

drying is often used as the first step in conversion processes and the quality of the biomass can be 
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negatively impacted at higher temperatures.38  Thus, careful selection of drying temperature can 

afford energy savings, while minimizing sample deterioration.     

2.2.6 Monoethanolamine Method 

Nelson and Leming optimized the monoethanolamine (MEA) method for the gravimetric 

quantification cellulose after lignin and other carbohydrates have been removed.39  Originally 

developed approximately 18 years earlier by Wise et al.40 for woody biomass, Nelson and Leming 

determined the optimal conditions for the MEA method with respect to conditions of reflux time 

and temperature, MEA-solids ratio, and the strength of the bleach.39  The usefulness of the MEA 

method on three representative types of agricultural residues, fibrous (i.e. wheat straw), hard 

fibrous (i.e. abaca plant), and non-fibrous (i.e. peach pits) was evaluated in the study.39  A report 

published by Reid et al.41 determined that the original MEA method40 “compared favourably” 

with similar methods of the time, namely the Cross and Bevan (as cited by Reid et al.41) and 

Norman-Jenkins42 methodologies for cellulose determination.  Furthermore, the harsh conditions 

employed by the Kürschner-Hoffer43 method resulted in cellulose fractions that were considerably 

lower than the Nelson and Leming  MEA method39.    

The MEA method was extensively used by Cunningham et al.44-47 to quantify cellulose in 

wheat straw and sorghum.  Foyle et al. also used the MEA method for the analysis of sugar in 

waste paper and straw.8  In their study, Foyle et al.8 reported that the MEA method was time 

consuming and questionable since Claus et al.48 raised concerns as to whether MEA alone could 

remove sufficient quantities of hemicellulose from beech and spruce wood.  As a result, Claus et 

al. suggested that an additional sulfuric acid hydrolysis stage might need to be introduced to 

remove hemicelluloses.48  More recently, Banerjee et al.49 used the MEA method described by 

Foyle et al.8 to determine total cellulose content in rice hull following wet air oxidation 
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pretreatment.  Aside from the aforementioned studies, MEA is scarcely used in lignocellulosic 

biorefinery research. 

2.2.7 Permanganate Method 

Tasman and Berzins50 developed the permanganate method for lignin, which served as 

the basis for measuring the Kappa number of wood in the pulp and paper industry.  A linear 

relationship was found between the Kappa number and Klason lignin for both Kraft and sulphite 

cooking reagents up to approximately 22% and 15% lignin content for softwoods and hardwoods, 

respectively.51  Further relationships are available that relate Kappa, permanganate, chlorine, and 

hypochlorite numbers to Klason lignin values.52  A significant limitation of the permanganate 

method is the non-specific oxidation and retention of phenolic and unsaturated substances like 

pigments or proteins that will overestimate lignin content.53  Because of these limitations, the 

permanganate method as developed by Tasman and Berzins50 is rarely used in the analysis of 

lignin content.  

2.2.8 Detergent Fibre Methods 

The detergent fibre procedure, as elaborated by Van Soest54,55, Van Soest and Wine56 and 

described in procedural form by Goering and Van Soest57, has been widely used for the 

fractionation and compositional analysis of plant-based animal feed.  Although generally used in 

agricultural sciences to gauge the digestibility of animal feed, this forage fibre technique can also 

be adapted for the analysis of lignocellulose in a biorefinery context.  The neutral detergent fibre 

(NDF) and acid detergent fibre (ADF) analyses are based on the selective chemical extraction of 

the entire cell wall material using neutral detergent solution and then acid detergent solution 

under reflux, followed by filtration and recording the mass of the remaining residue.  The solid 

residue remaining after treatment with neutral detergent solution, that is NDF, contains attached 
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protein, hemicellulose, cellulose, lignin, lignified nitrogen compounds, heat-damaged proteins, 

keratin, and silica.  The acid detergent solution removes hemicellulose (leaving ADF residue) and 

a final step is involved where the sample is treated with 72% sulfuric acid to completely 

solubilize highly recalcitrant materials like lignin, heat-damaged proteins, or keratin, leaving acid 

detergent lignin (ADL) residue.58  Table 2.1 lists the groups of plant materials that can be roughly 

quantified using the NDF and ADF procedures.   

Table 2.1. Various forage organic matter that can be determined using detergents (adapted from 
Van Soest59). 

Fraction Components 

Cell contents (soluble in neutral detergent) Lipids 
Sugars, organic acids, water soluble-
material 
Starch 
Non-protein nitrogen 
Soluble protein 
Pectin 

Cell-wall constituents (fibre insoluble in neutral 
detergent) 

Attached protein 

Soluble in acid detergent Hemicellulose 
Insoluble in acid detergent (acid detergent fibre) Cellulose 

Lignin 
Lignified nitrogen compounds 
Heat-damaged proteins 
Keratin 
Silica 

Soluble in 72% sulfuric acid Cellulose 
 

Thus, ADF minus ADL can be used as a rough estimate of cellulose content, however these 

values are often overestimated due to the presence of hemicelluloses (e.g., xylans) in ADF and 

underestimated when heat-damaged proteins contaminate ADL.15  Likewise, NDF minus ADF 

can be used to estimate hemicellulose content but these values can be overestimated by non-

extracted protein in NDF and underestimated by non-extracted hemicelluloses in ADF.15  Total 

lignin content is often underestimated by ADL and better predicted by the KL method, although 
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ADL tends to be more consistently correlated with digestibility than KL.60  These limitations 

were supported by a study involving several herbaceous biomass energy crops at various stages of 

maturity where the detergent fibre method consistently overestimated cellulose and hemicellulose 

content while lignin content was substantially underestimated.61  Despite its shortcomings, the 

NDF procedure has seen widespread use as a pretreatment for the AOAC standard ADF method 

because of its popularity in the agricultural and food sciences and the vast amount of data that has 

been accumulated using the technique over the years.15  In actuality, the cell wall material is often 

underestimated in NDF since pectic substances can be solubilized in the process.11,15  Moreover, 

the neutral detergent resistant residue can often become contaminated by starch, animal keratin, 

and soil minerals.1,11   

Various modifications of the forage fibre analysis technique have been developed in the 

last 40 years.  For example, Cherney et al. showed that overestimates of fibre content caused by 

high levels of starch in the forage fibre samples could be mitigated using the highly specific and 

environmentally benign enzyme α-amylase instead of decahydronaphthalene (decalin).62  

Moreover, Cherney et al.62 showed that 2-ethoxyethanol, a harmful and environmentally 

hazardous compound, was no longer required for the forage fibre analysis.  An inter-disciplinary 

study by Mertens63 confirmed that this new α-amylase neutral detergent fibre (aNDF) procedure 

was generally applicable to a variety of forage feeds, providing reproducible results from a 

number of laboratories.  As a result, Mertens  suggested that the aNDF procedure be accepted as a 

standard protocol.63  In addition to the requirement of large amounts of harmful reagents, the 

forage fibre technique also suffers from high equipment costs due to its low throughput.  Each 

large, representative sample must be refluxed and filtered separately using adequate amounts of 

detergent solution and solvent.  Efforts have been made to reduce sample size, processing time, 

and subsequent cost of the forage fibre technique through semi-automation, but a fully-stocked 
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laboratory with experienced staff is still a prerequisite for reproducible results.15,64  Other official 

methods for determining fibre content in foodstuffs have been reviewed in DeVries et al.35.  

Despite its limitations, the detergent fibre method has recently been used by Chen et al. as a 

reference technique for advanced multivariate analysis of wood samples using infrared 

spectroscopy.65   

2.2.9 Moore and Johnson (Modified USDA FPL) Method 

Moore and Johnson66,67 developed a method for the analysis of pulp and wood sugars 

including pentosans at the USDA FPL.  In the Moore and Johnson method, hydrochloric acid is 

used to determine pentosan content by hydrolyzing and converting pentoses to furfural.8  Furfural 

is then quantified using the orcinol technique.  Foyle et al.8 found that the Moore and Johnson 

method66,67 underestimated pentose content compared to a 64% sulfuric acid digestion technique 

and attributed this discrepancy to incomplete hydrolysis of pentoses or incomplete conversion to 

furfural.  

2.2.10 Trifluoroacetic Acid Method 

Fengel and Wegner68 developed the dilute trifluoroacetic acid (TFA) method for the 

determination of cellulose and hemicellulose by proxy of their hydrolysate sugars. Two methods 

were described by Fengel and Wegner for materials with high and low lignin content, 

respectively.68  A description of the two methods, along with a modified method for waste paper 

was published by Foyle et al., although all TFA methods sometimes gave poor results due to 

incomplete hydrolysis, low recovery rates, and low reproducibility.8  Furthermore, hydrolysis of 

lignocellulosic materials like oat straw using TFA under mild temperatures (e.g. 37 oC) can take 

more than 8 days for significant quantities of reducing sugars to be released.69  Notwithstanding 

the aforementioned limitations, Windeisen et al.70 used the TFA method to monitor the 



 

 

23 

compositional changes of beech wood under different temperature loads.  Aside from these few 

studies, the TFA method has been rarely applied to lignocellulosic biorefinery research. 

2.2.11 Grohmann Method 

Grohmann et al.71 modified the methods of Moore and Johnson66,67 and developed a 

milder 64% sulfuric acid hydrolysis technique for the determination of monomeric sugars via ion-

moderated partition chromatography using a Bio-Rad HPX-87P column.  The sulfuric acid 

concentration was chosen to minimize acid consumption and sulfonation of cellulose while 

ensuring reasonable rates of hemicellulose removal.71 With the exception of Niu et al.72 who 

employed these methods to determine cellulose, hemicellulose and lignin content in rice straw 

prior to a novel photocatalytic pretreatment, the methods developed by Grohmann et al.71 have 

rarely been used in recent years. 

2.2.12 Prosky Dietary Fibre Method 

 Prosky et al.73 developed an enzymatic and chemical dietary fibre method that allowed for 

the entire cell wall to be retained, including starch proteinacious material, rendering this 

analytical technique unsuitable for the quantification of individual cell wall components: 

cellulose, hemicellulose and lignin.  Following modifications to the concentration of alcohol and 

buffers, time of incubation, sample preparation, as well as an inter-laboratory study74, the Prosky 

dietary fibre (DF) technique was designated as AOAC Official Method 985.29, Total Dietary 

Fibre in Foods—Enzymatic-Gravimetric Method and as AACC Approved Method 32-0535.  

These methods retain all components of the cell wall in their analyses and are, therefore, poorly 

suited for the compositional analysis of lignocellulosic biomass. 

2.2.13 Uppsala Method 

 Soon after Prosky’s work, the Uppsala method was developed by Theander and 
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Westerlund75 to estimate the composition of cell wall components using a chemical approach.  

The Uppsala method allows for the determination of uronic acid residues, extractives, water-

soluble carbohydrates, acid-soluble  lignin, and Klason lignin.  The Uppsala method begins by 

repeated sonication of the sample in 80% (v/v) ethanol followed by centrifugation to pellet form 

and fresh ethanol extraction.52  An additional extraction step using petroleum ether can be 

introduced to remove fatty substances if present in significant quantities (i.e. over 5%).76  

Following extraction, starch is removed by placing the sample in acetate buffer using 

thermostable α-amylase and amyloglucosidase.  The starch-free, ethanol-soluble fibre is then 

precipitated using fresh 80% (v/v) ethanol and subjected to sulfuric acid hydrolysis.  Released 

neutral sugars are quantified using colorimetry or chromatography (i.e. HPLC or GC) as alditol 

acetates.15,77  Acidic cell wall sugars like galacturonic and glucuronic acids, are measured 

colorimetrically with 3,5-dimethylphenol or as carbon dioxide released as a result of 

decarboxylation.15,76,77  Lignin is estimated gravimetrically as Klason lignin: ash-free acid-

insoluble residue.15,77  Total dietary fibre is reported as amylase-resistant polysaccharides plus 

Klason lignin.78 

 Following successful inter-laboratory studies by Milne et al.79 and Theander et al.78, the 

Uppsala method was adopted as AOAC Official Method 994.13 for the quantification of soluble 

and insoluble polysaccharides, including resistant starch and lignin.  The UK (United Kingdom) 

method is quite similar to the Uppsala method with the exception that it only includes plant cell 

wall non-starch polysaccharides in the analysis rather than dietary fibre, Klason lignin and 

enzyme-resistant starch as elucidated by the Uppsala method.76 The Uppsala and UK methods 

have been contrasted in greater detail in Theander et al.76.  It should be noted that, in addition to 

being complex and laborious, the Uppsala method is susceptible to significant protein 

contamination, leading to overestimated KL values.52   
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The dietary fibre methods, while reasonable predictors of lignocellulose content in 

biomass, are generally used in validation or screening studies for human and animal nutrition. 

These standardized fibre methods using wet-chemical procedures were not developed with a 

continuous biorefinery process in mind.  This is an important factor to consider when choosing a 

characterization protocol: time and material costs associated with wet-chemical techniques will 

increase correspondingly if integrated in an industrial-scale process.  This underscores the need 

for rapid, non-destructive compositional analysis techniques for future lignocellulosic 

biorefineries. 

2.2.14 Acetyl Bromide (Derivatization Followed by Reductive Cleavage) Method 

Lignin remains one of the most difficult constituents of lignocellulosic biomass to isolate 

and characterize with no single method being considered a standard for all feedstocks.52  Of the 

numerous wet-chemical methods available for quantifying lignin and its structure, the acetyl 

bromide or Derivatization Followed by Reductive Cleavage (DFRC) method stands out as one of 

the most consistent methods for determining its digestibility.16,53 The DFRC method overcomes 

some of the limitations introduced by the ADL, KL or permanganate techniques; for example, 

syringyl-rich lignins can become solubilized and lost during ADL determination, KL values of 

legumes can appear inflated because of protein contamination, and applying the permanganate 

method to legumes can inflate lignin values because of uronosyl oxidation.53  Figure 2.3 shows 

the general reaction scheme of the DFRC method for guaiacyl β-ether units, a lignin model 

compound.   
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Figure 2.3. General reaction scheme of DFRC method on guaiacyl β-ether units.  Acetyl bromide 
solubilizes the cell wall.  The acetylated and brominated lignin units are then reductively cleaved 
using zinc dust and acetylated using acetic anhydride and pyridine to produce acetylated lignin 
monomers that are quantifiable using gas chromatography (adapted from Ralph16). 

 

In the DFRC method, lignin is first dissolved and brominated in acetyl bromide and 

acetic acid, followed by reductive cleavage of the aryl ether bonds using zinc dust and acetylation 

using acetic anhydride and pyridine.80  The products are acetylated lignin monomers that are 

generally quantified using mass spectroscopy and gas chromatography.  Methods for lignin 

isolation and characterization have been extensively contrasted and reviewed by Fukushima and 

Hatfield53 and Hatfield and Fukushima52.  While the DFRC method is a convenient method for 

lignin analysis, xylan degradation is considered a major interference that could result in 

overestimated lignin content, thus introducing a significant limitation on the method.81  In order 

to minimize xylan degradation, the hydrolysis step can be undertaken at a reduced temperature 

(i.e. 50 °C) for an extended duration (i.e. 2-4 h).81  A modified DFRC method involving 

dissolution at 50 °C for 2 h in propionyl bromide and propionic acid instead of acetyl reagents 

was utilized by Del Río et al. to study native acetylated lignin derived from vascular plants.80 

2.2.15 NREL Methods (Laboratory Analytical Procedures) 

Most methods for the compositional analysis of lignocellulose are bifurcated between 

fibre analyses, for the food and agricultural sciences, and more rigorous chemical and physical 
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methods for the chemical and engineering sciences.  In recent years, the methods commonly used 

for the characterization of lignocellulosic biomass for engineering applications have been the 

standards developed by the National Renewable Energy Laboratory (NREL).  Laboratory 

analytical procedures (LAPs) have been developed for the determination of structural 

carbohydrates and lignin in biomass82; extractives in biomass; total solids in biomass and total 

dissolved solids in liquid process samples; ash in biomass; sugars, byproducts, and degradation 

products in liquid fraction process samples; starch in biomass samples using HPLC; protein 

content in biomass; insoluble solids in pretreated biomass; as well as lignocellulosic biomass 

hydrolysis; and, fermentation under simultaneous saccharification and fermentation (SSF) 

protocols.83  The LAP for the determination of structural carbohydrates and lignin in biomass was 

evolved from the Uppsala method and ASTM E1758-0184 with the addition of a section on the 

determination of lignin using UV/VIS spectroscopy.85  Briefly, the biomass sample is fractionated 

using 72% sulfuric acid and filtered through fritted glass crucibles, similar to the NDF procedure.  

Carbohydrate content in the hydrolysate (filtrate) is then analyzed using high performance liquid 

chromatography (HPLC) using known hexose and pentose standards.  Likewise, acid soluble 

lignin is determined from the same hydrolysate using UV/VIS spectroscopy.  The retentate is 

ashed and used to determine acid insoluble lignin (and acid insoluble ash and protein, if 

necessary) using gravimetric techniques.  Furthermore, this LAP can be modified for samples 

containing high quantities of extractives or protein.82 The main advantage of the NREL LAPs, 

like most standard procedures, is the ability to compare results from different research projects.  

However, as with most standard procedures, slight variations or substitutions in feedstock or 

fractionation procedure can lead to comparability issues between research groups; in other words, 

a simplified compositional analysis technique might be warranted given the laborious and costly 

nature of complex procedures requiring fractionation.  Currently, there is a publicly available 
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database containing compositional data of various plant species using the aforementioned NREL 

LAPs and ASTM methods.86  The expansion of such databases to include various species and 

growing conditions will undoubtedly aid the standardized characterization of feedstocks in future 

biorefineries.  

NREL LAP TP-510-42618 has been used by a number of researchers for the 

compositional analysis of lignocellulosic biomass. 38,87-93 In addition, a number of studies have 

described techniques other than those developed by NREL for the compositional analysis of 

lignocellulose using similar fractionation and measurement methods, specifically concentrated 

sulfuric acid treatment and HPLC analysis.94  A study conducted by Foyle et al. outlined some 

major limitations of techniques involving concentrated sulfuric acid and HPLC, in which they 

stated that the NREL LAP could under-estimate cellulose content in samples analyzed using 72% 

sulfuric acid because of the sulfonation of cellulose and the inability to accurately measure these 

compounds using the prescribed BioRad Aminex HPX-87P HPLC column.8 Furthermore, 

concentrated acid solutions can degrade hydrolysate sugars to the point where they become 

undetectable using HPLC.8  Thus, Foyle et al. opted for a more conservative method developed 

by Grohmann et al.71 where a 64% sulfuric acid was used instead of the 72% sulfuric acid 

technique proposed by Moore and Johnson66,67 and later adopted by Sluiter et al.82 for the NREL 

LAP.  However, Foyle et al.8 noted that because of the relatively mild conditions employed by the 

Grohmann et al.71 method, low concentrations of sugars close to the detection limit of the HPLC 

may not be accounted for, thus contributing to experimental error.  Recently, Scarlata and 

Hyman95 made further improvement to NREL’s HPLC technique by reducing the time required 

for organic acid, alcohol and furan analysis from about 55 minutes to 10 minutes through the use 

of a proton form cation-exchange resin stationary phase (Phenomenex Rezex RFQ column) 

capable of higher temperatures and flow rates relative to the conventional Aminex columns.  
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Further work by Templeton et al.96 showed that the uncertainties associated with NREL LAPs, in 

terms of relative standard deviation (i.e., standard deviation divided by mean), were more heavily 

influenced by the type of analytical procedure invoked rather than the type of lignocellulosic 

biomass analyzed.  Moreover, the authors suggest that a well-trained analyst should conduct the 

wet-chemical compositional analysis from beginning to end in order to minimize the uncertainties 

associated with what was described as a “manually-intensive” process.96   

The intense research focus on improving lignocellulosic biomass characterization 

techniques reflects the desire to quickly commercialize novel conversion technologies.  Table 2.2 

provides a brief summary of the wet-chemical methods discussed in this paper along with their 

limitations.  

Table 2.2. Summary of wet-chemical methods for the compositional analysis of lignocellulosic 
biomass.  

Method of Analysis Fraction Measured Limitations of Method Reference(s) 
Proximate, Weende, 
or 
Crude fibre 

Portion of plant cell 
wall, complete 
cellulose recovery 

Most non-cellulosic 
polysaccharides and lignin 
removed 
May underestimate fibre 
content by more than 50% 

15, 97, 98 

Neutral detergent fibre 
(NDF) 

Incompletely 
digestible feed 
fraction, almost 
complete recovery 
of grass cell walls 

Pectin almost completely 
removed, protein and starch 
removal can be problematic 15 

Acid detergent fibre 
(ADF) 

Portion of plant cell 
wall, complete 
cellulose recovery 

A significant portion of 
lignin is solubilized, 
especially for grasses (50% 
or more dissolved) 

15, 52 

ADF minus ADL Cellulose Suffers from limitations of 
ADF and ADL methods 15 

NDF minus ADF Hemicellulose Suffers from limitations of 
NDF and ADF methods 15 

Acid detergent lignin 
(ADL) 

Lignin Lignin Solubilization at 
ADF step, especially 
grasses 

15 

Dietary fibre Complete recovery Protein and starch removal 15 
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of cell wall 
polymers 

can be problematic 

Uppsala dietary fibre Total cell wall 
recovery and 
composition of the 
cell wall 

Complex and laborious 
A significant portion of the 
cell wall protein can 
remain, potentially inflating 
Klason lignin values 

15, 52 

Crampton and 
Maynard 
 

Cellulose Small amount of xylan 
contamination on cellulose  
Significant cellulose 
degradation 

15, 39, 99 

Klason lignin Lignin Possible protein and 
carbohydrate contamination 
Might 
underestimate/overestimate 
lignin content based on 
ratio of acid 
soluble/insoluble lignin 
(especially in legumes) 

15, 22, 53 

Monoethanolamine 
(MEA) 

Cellulose after 
lignin and other 
carbohydrates 
removed 

Time consuming and 
hemicellulose components 
might not be adequately 
removed 

8, 39, 41, 48 

USDA FPL  Reducing sugars and 
lignin in woody 
samples 

Limitations of reducing 
sugar assays 
Choice of secondary 
hydrolysis conditions are 
not always clear 

30, 100 

UK 
  

Plant cell wall non-
starch 
polysaccharides 

Non-specific towards 
polysaccharides 
Lignin not quantified 

76 

Trifluoroacetic acid 
(TFA) 

Carbohydrate 
polymers: cellulose 
and hemicellulose 

Incomplete hydrolysis is 
likely to occur (can take 
days for sugars to be 
released) 

8, 69 

DFRC Lignin Xylan degradation and 
contamination can be an 
issue at elevated 
temperatures (> 50 °C) 

81 

NREL LAP TP-510-
42618 

Structural 
carbohydrates and 
lignin in biomass 

Underestimated cellulose 
content due to sulfonation 
of cellulose at high (72%) 
sulfuric acid concentration 

8 
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Figure 2.4 illustrates, in chronological format, the 150-year evolution of wet-chemical 

compositional analysis protocols that have been mentioned in this paper. 

Traditional methods for the compositional analysis of lignocellulose appear laborious and 

expensive, as evidenced by the numerous wet-chemical techniques discussed in the sections 

above.  Consequently, new techniques have been developed utilizing spectroscopic 

instrumentation and computational algorithms in an effort to replace the traditional wet-chemical 

methods with an inexpensive and rapid alternative capable of real-time or on-line analysis. 
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Figure 2.4. Chronology of conventional methods for the compositional analysis of lignocellulosic 
biomass.15,29,35,101 
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2.3 New Opportunities: Chemometrics and Spectroscopy for Lignocellulose 

Characterization 

2.3.1 Introduction 

For a complex biocomposite like lignocellulose, the primary hindrance to an expedient 

and accurate compositional analysis ultimately depends on the expedience and efficiency of the 

following criteria:  

• The lignocellulose fractionation or separation process and 

• The analytical methods used to analyze the components following fractionation. 

Near-infrared (NIR), mid-infrared (MIR) absorption and Raman scattering spectroscopy have 

been used to characterize a diverse range of materials since the required instrumentation is 

inexpensive, expedient and gives a broad spectrum of compositional data for macromolecules.  

Under most circumstances, scientists are more interested in comparing lignocellulosic materials 

rather than determining absolutes based on thorough compositional analyses.15  As a result, the 

proliferation of calibration techniques involving NIR, MIR, Raman, and even NMR spectroscopy 

has enabled large quantities of compositional and structural data to be acquired in real-time.  The 

rapid accumulation of compositional information from spectroscopic techniques can be further 

supplemented through the use of databases and web groups that are congruent to the latest 

collaborative efforts in the field of chemometrics.102  In fact, NIR is a relatively mature 

technology and has been used for in situ measurement of samples since the late 1970s.103  The use 

of Fourier Transform Infrared (FTIR) and Fourier Transform Raman (FT-Raman) spectroscopy 

has also been applied in biomedical research to identify disease patterns in human tissue.104,105  

Furthermore, NIR, FTIR, and FT-Raman can be used as a non-destructive tool in the field of 

archaeology to obtain compositional information of artifacts, which is required if the item is to be 

preserved without causing undo damage or modification.106,107  In fact, infrared instrumentation 
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coupled with multivariate statistical techniques, which will be discussed in the paragraphs below, 

has been widely utilized for characterization and quality control purposes in pulp and paper 

applications.108-112  Reviews have also been published on the use of infrared and/or Raman 

spectroscopy for the analysis of lignocellulosic materials such as plant materials113, wood114 and 

carbohydrates115.  Furthermore, Adapa et al.116 published a review on the use of infrared and 

Raman spectroscopy and microspectroscopy for the compositional analysis of agricultural 

biomass.  Likewise, Gierlinger and Schwanninger117 reviewed the use of near infrared FT-Raman, 

resonance Raman, and surface-enhanced Raman spectroscopy for the chemical and structural 

analysis of lignocellulosic materials.  As reviewed by Gierlinger and Schwanninger, Raman 

imaging can also provide valuable information on the spatial distribution of various compounds 

that comprise the cell-walls of lignocellulosic biomass down to the sub-micron level.117  Thus, the 

quantity and distribution of cellulose, hemicellulose, and lignin can be elucidated using infrared 

absorption or Raman scattering microscopy and imaging techniques. 

The use of quantitative 31P-NMR in wood chemistry was reviewed by Argyropoulos118; 

however, the aim of most NMR approaches is to elucidate minute structural differences in the 

lignocellulose polymers.  Thus, it is unlikely that NMR approaches will see widespread adoption 

as PAT in modern lignocellulosic biorefineries due to their expense and complexity of 

interpretation. 

It is clear that infrared, Raman, and to some extent NMR spectroscopy have shown 

promise as rapid and accurate methods for the analysis of numerous materials; however, the main 

problem associated with these techniques can be attributed to the convoluted nature of spectra 

when analyzing mixtures where difficulties arise in accurately choosing peaks associated with 

chemicals of interest.  However, over the past 20 to 30 years in published literature, the use of 

chemometric techniques have increased in prevalence.  Chemometrics is a term used to describe 
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the science of applying mathematical algorithms – often implemented using computer software – 

to extract useful information from large or irregular chemical datasets.  For example, the phenolic 

hydroxyl groups in milled wood lignins were determined using FTIR and chemometrics (i.e., 

Partial Least Squares (PLS) and Principal Components Regression (PCR)) that were calibrated 

using aminolysis as the reference technique.119  Likewise, Tsuchikawa120 reviewed the application 

of near infrared (NIR) spectroscopy to wood and paper, which included a discussion on the use of 

chemometrics to extract information from infrared spectra.  In essence, Tsuchikawa 120 

demonstrated that spectroscopy and chemometrics have applications in the pulp and paper 

industry where rapid monitoring and analysis can improve process economics.  

The application of multivariate statistics in industry has improved process control, 

product diversity and process economics.121-123  The proliferation of spectroscopic instruments in 

industry has been aided by the application of multivariate statistical approaches to large spectral 

datasets.  For example, Principal Component Analysis (PCA) can be used to segregate 

populations of samples based solely on spectral data, allowing for high throughput compositional 

screening of various biomass populations.124,125  Likewise, PCR and PLS regression can be used 

to rapidly and accurately determine the composition of lignocellulosic biomass using a well-

calibrated mass, absorption, or vibrational spectroscopy models.65,126,127  PLS is often referred to 

as Partial Least Squares (PLS) regression, although this definition does not fully capture the 

essential motive behind PLS, that is, to model the hidden structure of two datasets via projections 

onto a reduced or latent variable space.128 A full mathematical development of the PLS-

regression algorithm is available elsewhere128. 

PLS regression produces a predictive model while PCA simply highlights the differences 

within a given dataset.  As a result, PCA is often used to simply discriminate between groups of 

samples based on spectral information; however, it can be adapted to produce a regression model.   
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To improve predictability, multivariate calibration models (e.g., PLS) often involve a 

data-preprocessing step whereby the data is transformed via one or more methods.  Some of the 

more common preprocessing techniques will be discussed below. 

2.3.2 Data Pre-processing 

2.3.2.1 Mean Centering and Unit Variance Scaling 

Mean centering and unit variance scaling are ubiquitous with multivariate calibration 

methods and are often referred to as auto-scaling.  Mean centering a sample’s IR, NMR, or mass 

spectrum can be accomplished by subtracting the mean intensity value from the intensity at each 

independent variable.  This particular sample-based mean centering procedure is outlined 

mathematically in Equation 2.1 where k represents the total number of infrared spectral variables 

used in the model. 
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where xi ,k ≡ absorbance value of ith sample 
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Likewise, the spectra of multiple samples can be mean centred based on their individual variables 

(i.e. wavenumbers) as described in Equation 2.2. 
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In summary, Equation 2.1 operates on X’s rows while Equation 2.2 operates on X’s columns. 
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Graphically, mean centering the dataset will center the data about the origin, thus 

eliminating the intercept term in the regression model.129  In this way, the mean centered model 

becomes easier to interpret since all of the samples in the dataset are centered at the origin.  Extra 

caution must be exercised for regression models where the mean will drift over time, thereby 

introducing bias in the dataset, a topic covered in greater detail elsewhere130.  Unit variance 

scaling can also be applied to the rows (samples) or columns (variables) of a dataset.  The 

technique is analogous to mean centering: each data point is divided by either the standard 

deviation of the sample’s spectrum or the standard deviation of a single variable for all samples. 

Unit variance scaling ultimately eliminates scaling effects; for example, by reducing the scale of 

very large variables and increasing the scale of very small variables. Unit variance scaling is 

important since multivariate techniques like PCA and PLS are very sensitive to scaling.  

2.3.2.2 Standard Normal Variate (SNV) 

Row-operating unit variance scaling is often employed in conjunction with mean scaling 

in what is referred to as standard normal variate (SNV) scaling. Applying SNV scaling to spectra 

reduces particle size (multiplicative) effects that are especially troublesome for solid mixtures.131 

During SNV scaling, each sample spectrum is first row centred about an average intensity as 

shown in Equation 2.1.  The standard deviation of the sample spectrum is then calculated and the 

mean centered data is then divided by this value.  Equation 2.3 describes the SNV procedure in 

mathematical terms. 
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xi ,k
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Spectra treated using SNV have a mean of zero and a variance equal to unity.  Detrending is 

sometimes used in conjunction with SNV-treated data since the latter are still susceptible to 

baseline curvature issues, which can be corrected by the former. 

2.3.2.3 Smoothing 

Savitzky-Golay132 smoothing is an averaging algorithm that fits a piecewise polynomial 

to the dataset and then predicts the point of interest (e.g., spectral values) from the resulting 

polynomial equation.  Savitzky-Golay smoothing is often applied in conjunction with first and 

second derivatives.132 

2.3.2.4 First Derivative 

Taking the first derivative of a spectrum gives the slope of the curve at each data point.  

Taking the first derivative of a spectrum can reduce baseline offset and linear baseline issues; 

however, it has been noted to cause a shift in the characteristic peaks, thus making the resulting 

spectrum difficult to interpret using peak-picking techniques.  Nkansah et al. preprocessed their 

raw NIR spectra using Savitzky-Golay first derivatives (i.e., 15 smoothing points, second degree 

polynomial fit, followed by differentiation) in order to improve the quality, interpretation, and 

predictive ability of the PLS model.124 

 



 

 

39 

2.3.2.5 Second Derivative 

Taking the second derivative of a spectrum gives the change in the slope of the curve at 

each data point.  Similar to first derivative, second derivative spectra remove baseline offset and 

linear baseline issues.  In addition, second derivative spectra retain the position of peaks so 

interpretation is generally easier than first derivative spectra.  It should be noted that both first 

and second derivatives likely intensify noise in the model.  In addition to first derivative 

preprocessing, Nkansah et al. also preprocessed their raw NIR spectra using second derivatives 

although no significant improvement to the predictive ability of the PLS regression model was 

observed.124  Krongtaew et al. applied Savitzky-Golay second derivatives (i.e., 17 smoothing 

points, second degree polynomial fit, followed by differentiation) to their raw NIR spectra, thus 

improving the predictive ability of their PLS regression models.133 

2.3.2.6 Multiplicative Signal Correction 

Multiplicative Signal/Scatter Correction (MSC) is a method that can be used to reduce 

multiplicative and additive scatter effects in a dataset, such as those caused by path length 

variations, offset shifts, interferences, and particle size effects.131  Mathematically, MSC is a 

transformation that first involves regressing the sample spectrum against an “ideal” spectrum, 

often estimated as the set-mean-spectra, x(k) , to fit parameters that describe additive and 

multiplicative effects.134  The additive and multiplicative effects are estimated from the ordinary 

least squares solution to Equation 2.4. 
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xi = ai1 +bix + ei
where xi ≡  vector of spectral absorbances of the ith sample

            ai ≡  regression coefficient describing

   additive effects
            1 ≡ row vector of 1’s introduced for formality
            bi ≡ regression slope describing

  multiplicative effects

x ≡ set-mean-spectra for all i  samples, 1
i

xi ,ki=1

i
∑

ei ≡ regression model error

	   (2.4) 

 

Once the intercept (ai) and slope (bi) parameters have been determined, each sample spectrum is 

corrected as shown in Equation 2.5. 

xi
MSC =

xi − âi( )
b̂i

where xi
MSC ≡  MSC-corrected vector of spectral absorbances 

   of the ith sample
            âi ≡  estimated regression coefficient describing

   additive effects

            b̂i ≡ estimated regression slope describing

  multiplicative effects

	  
(2.5) 

 

The similarities between MSC and SNV can be noted by considering Equations 2.3 and 2.5 as 

well as the discussion presented by Dhanoa et al.131.  A more detailed mathematical description of 

the MSC and Extended MSC (EMSC) techniques are described elsewhere134-136.  Wallbäcks et al. 

found that MSC preprocessing of their raw NIR spectra slightly improved the predictability of 

their PLS regression models.137  However, Nkansah et al. also preprocessed their raw NIR spectra 

using MSC although no significant improvement to the predictive ability of the PLS regression 
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model was observed.124  Liu et al. applied EMSC to their raw NIR spectra in order to remove 

physical interferences and to subsequently improve the predictive ability of their PLS regression 

model.138     

2.3.2.7 Orthogonal Signal Correction 

Orthogonal Signal Correction (OSC) is a data preprocessing technique that removes 

information from X that is unrelated (orthogonal) to Y.  OSC is analogous to the PLS algorithm 

(NIPALS) except that OSC attempts to minimize instead of maximize the covariance between X 

and Y.139  Thus, each OSC component will remove information from X that shares minimal 

covariance (maximal orthogonality) with Y.  Caution should be exercised when choosing the 

number of OSC components followed by PLS: if too many OSC components are used, the result 

will approach the multiple linear regression (MLR) solution and overfitting may take place.139 A 

full mathematical description of the OSC process is outlined elsewhere139. 

2.3.2.8 Baseline Correction 

Baseline correction seeks to minimize linear offset in the spectral data by subtracting 

either a minimum or user-defined value from the dataset.  Similarly, constructing a line between 

two user-defined values can impose a linear baseline.  For spectral data, a linear baseline is 

generally within a fingerprint region and each subsequent wavenumber in the spectrum is 

normalized accordingly.  For example, the general form of baseline correction is to subtract a 

baseline absorbance value, which is a function of the wavenumber, from the corresponding 

absorbance value at the same wavenumber for the spectrum to be corrected, as described by 

Equation 2.6. 
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xi ,k
* = xi ,k − f (k)

where xi ,k
* ≡  baseline corrected absorbance at wavenumber 

   k  of the ith sample

           xi ,k ≡  absorbance at wavenumber k  of the ith sample

            f (k) ≡  absorbance value corresponding to some function
  of the wavenumber, k, for sample i  (e.g. min(k) for 
  traditional baseline offset correction or a linear function 
  of the form mk+ b)

	   (2.6) 

 

2.3.2.9 Detrending 

Detrending is a spectral correction technique, similar to and often used in conjunction 

with SNV, that attempts to reduce nonlinear trends by fitting a polynomial equation to each 

spectra that is later used for baseline correction.  The detrended spectra are calculated as the 

difference between the original spectrum and the polynomial equation describing the new 

baseline.  Other data pretreatment or preprocessing techniques are also available, such as various 

forms of normalization (e.g., minimum/maximum spectral normalization133), but for the sake of 

brevity they will not be discussed here.  Following the acquisition, preprocessing and model 

building exercises, a technique known as Cross-Validation (CV) is implemented to optimize the 

predictive capability of the multivariate model. 

2.3.3 Cross Validation 

CV is often used to determine the optimum number of principal components to include in 

a multivariate model.  There is currently no consensus on when to apply a particular CV 

procedure.  The default CV procedure in ProSensus MultiVariate is to split the calibration data 

into 7 segments or groups with k samples per segment (i.e., the data are divided such that 

approximately 14.28% of the data is in each group).  The CV procedure then leaves out one of the 
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7 segments (k samples) for validation of the regression model, which is built using the remaining 

6 segments (i.e., 85.72% of the data calibrates the model).  Other software such as CAMO 

Unscrambler® X allows for the specification of the number of segments and samples.  Hames et 

al.140 used a full CV procedure, a leave-one-out technique (i.e., each sample is its own segment or 

group), which is not recommended as this procedure tends to perform well for calibration but 

poorly for prediction.141,142  As the number of samples increases, the calibration model appears to 

perform better under the leave-one-out CV procedure because there are increasingly more 

samples used for calibration but the same number of samples (i.e., one) used for validation.  Thus, 

the leave-one-out method often results in overfitting of the data and an underestimation of true 

predictive error.142  Alternatively, a larger number of samples to be left out for CV, nv, could be 

selected such that 

€ 

nv /n→  1 as ∞→ n .141  However, the leave-nv-out procedure can be 

computationally taxing in its search for an optimal number of components with such a limited 

number of samples from which to build the calibration model.  An alternative method called 

Monte Carlo CV was developed and was described by Xu and Liang142; however, this particular 

CV technique has not been extensively used for studies involving lignocellulose.  In fact, a recent 

study by Krongtaew et al.133 used FT-NIR (wet-chemistry as reference), PLS and leave-one-out 

CV to predict and monitor the chemical pretreatment and delignification of wheat and oat straw.  

The leave-one-out technique was selected due to the small number of samples used for the 

calibration set.  The authors were able to extract quantitative information regarding total residual 

lignin content, enzymatically released reducing sugars, total solids, volatile solids, and biogas 

yield using the FT-NIR PLS regression model.133    

As a rule of thumb, it is generally advisable to leave approximately 10% of the data out 

of the predictive model for CV purposes.  Clearly, there is an inherent variability in multivariate 

model building since so many data-preprocessing techniques and CV protocols currently exist, 
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each with its own strengths and weaknesses.  Thus, it is imperative that future studies involving 

lignocellulose and chemometrics thoroughly describe and support the methods used in the 

development of the model in addition to reporting the Root Mean Square Error of 

Estimation/Calibration (RMSEE) and Root Mean Square Error of Prediction (RMSEP) – the 

latter being the best indicator of predictive performance.  Figure 2.5 provides a summary of the 

approach for producing a PCA or PLS compositional analysis using spectroscopy.   

  

 

Figure 2.5.  General framework for the development of a multivariate model. 

 

A valuable mini-review was presented by Kalivas143 on the development of multivariate 

calibration models and the types of problems one might encounter. 

 

Obtain Quantitative Predictive Model (for PCR and PLS) or  
Qualitative Model (PCA) 

Validate Model 
External samples or cross-validation 

Perform Multivariate Analysis: 
PCA (X only), PCR (X and Y), PLS (X and Y) 

Form Matrices: 
Spectral Data (X) and Calibration Data (Y) 

Preprocess Spectral Data: 
Mean Center, Unit Variance, Baseline Correction, 

First/Second Derivative, Smoothing, Multiplicative Scatter Correction, etc. 

Collect Spectral & Calibration Data 
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2.3.4 Calibration Model Development 

Similar to univariate techniques, the performance of multivariate regression models is 

largely determined by the quality of the calibration samples.  Thus, multivariate calibration 

should be implemented using ASTM E1655-05144, as well as ASTM E2056-04145 if surrogate 

mixtures are used to build the calibration set.  If the multivariate model involves three variables 

or less in Y, the response matrix, then there should be a minimum of 24 sample spectra in X used 

for calibration purposes (following outlier removal).144  Alternatively, if the model is developed 

using more than three variables (k  > 3) in Y, then X should contain at least 6k spectra following 

outlier removal and 6(k + 1) spectra if the dataset is mean centered.144  Surrogate mixtures can be 

used to model a small subset of the chemical constituents in a material, for example, cellulose, 

hemicellulose, and lignin for lignocellulosic biomass.  The surrogate mixture method vastly 

simplifies experimental designs by reducing the number of samples required for model 

calibration.  The use of surrogate mixtures for calibrating a PLS model based on FT-NIR spectra 

of pharmaceutical tablets was studied by Cournoyer et al.146 and showed that an accurate 

predictive model could be constructed for tablets containing various concentrations of 

acetylsalicylic acid, caffeine, microcrystalline cellulose, sodium lauryl sulfate and starch, thus 

affording a new avenue for PAT in the production process.  Despite the success of surrogate 

mixtures for calibrating chemometric models, the use of these techniques for lignocellulose 

biomass applications has been limited to date.  Thus, NREL wet chemical methods have been 

used for calibration, whereby spectral data is regressed against wet chemical data to form a 

predictive regression model.140  Alternatively, the detergent fibre methods of Van Soest55 and Van 

Soest and Wine56 have been recently used by Chen et al.65 to calibrate a PLS model of FTIR 

spectra on wood samples.  Although the authors were able to develop an adequate calibration 

model for the prediction of cellulose, hemicellulose and lignin, the incorporation of nine principal 
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components in the final model could be considered to be overfitting the model.  It is generally 

advisable that a minimum number of principal components be selected to maximize the modeled 

trend (and minimize modeled error). 

2.3.5 Recent Applications of Chemometrics in Lignocellulosic Biomass Research 

Recently, Liu et al.138 developed a broad FT-NIR model for the compositional analysis of 

three different lignocellulosic feedstocks: corn stover, switchgrass and wheat straw.  Glucan, 

xylan, galactan, arabinan, mannan, lignin, and ash were selected as the analytes of interest and a 

calibration model was developed using PLS regression with EMSC data pretreatment to remove 

physical interferences in the spectra such as particle size effects.  The experimental procedure 

employed by Liu et al.138 is illustrated in Figure 2.6. 

 

 

Figure 2.6.  Experimental procedures used for the PLS model developed using FT-NIR spectra of 
corn stover, switchgrass, and wheat straw (Reproduced with permission from Liu et al.138). 
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Samples of corn stover and switchgrass were subjected to conventional wet chemical 

fractionation and analysis as well as FT-NIR spectroscopy.  The calibration set comprised the wet 

chemical data while the prediction set comprised the FT-NIR spectra.  Wheat straw was used to 

verify the robustness of the model that was developed using two dissimilar plant species: corn 

stover and switchgrass.  Independent samples of corn stover and switchgrass that were not used in 

the calibration model were also employed as validation standards.  In addition, leave-one-out 

cross validation was implemented.  The model could adequately predict the three major 

components in each of the samples, glucan, xylan, and lignin with relative errors of 1.99%, 

2.37%, and 3.62% respectively.  Ash and the other minor sugars exhibited much higher relative 

predictive errors, which was attributed to the inability of inorganic compounds in ash to absorb in 

the NIR range, as well as the relatively low concentrations of the minor sugars present within the 

samples.  Despite this, the authors demonstrated that a robust PLS model could be generated from 

FT-NIR data that could apply to samples with dissimilar compositions to those within the 

calibration set. 

In an early study by Wallbäcks et al.137, the changes in the chemical composition of pulp 

samples were analyzed over the duration of the birch Kraft pulping process using 13C Cross 

Polarization Magic Angle Spinning (CP/MAS) NMR, FTIR, and NIR coupled with PLS 

regression.  In addition to producing an accurate regression model capable of predicting glucose, 

xylose, and Klason lignin content, the authors showed that the combination of spectroscopic 

datasets from different instruments can sometimes yield models of greater predictive capability 

compared to a model built with only one dataset.  The authors also suggested that NIR, which 

was demonstrated to have the best predictive capability of the three techniques, should be 

implemented for on-line measurement of samples using robust fibre optic probes.   
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More recently, Brink et al.147 developed an on-line apparatus for the prediction of aspen 

and birch bark contents in unbleached hardwood pulp using NIR spectroscopy and multivariate 

techniques (PCA and PLS).  The authors produced a semi-quantitative model that could be used 

to monitor the effect of hardwood pulp composition on final product quality at a paperboard mill.  

Temperature and moisture sensitivities were cited as the two most significant hindrances to the 

development of the model. As such, a meticulous preparation of the reference system was 

suggested for future work. 

Pyrolysis molecular beam mass spectrometry (pyMBMS) was studied Tuskan et al.126 as 

a rapid method for the compositional analysis of lignocellulosic biomass.  The authors showed 

that PLS regression could be applied to pyMBMS data to obtain accurate and rapid estimates of 

specific gravity, extractives, galactan, mannan, xylan, alpha cellulose, and lignin contents in 

loblolly pine.  Arabinan concentrations could not be quantified due to the low concentrations 

present in loblolly pine as well as difficulties in estimating arabinan using standard wet-chemical 

practices.126  Full CV was applied to the pyMBMS PLS regression model to determine the 

optimal number of components.  Data preprocessing was not mentioned. 

The conversion of lignocellulosic biomass into high value or commodity products can be 

considered a multivariate process.  For example, the enzymatic hydrolysis and fermentation of 

lignocellulosic biomass depends on variables such as the chemical composition of the substrate 

before pretreatment, degree cellulose crystallinity, macromolecular structure characteristics, 

pretreatment conditions, hydrolysis conditions, production of inhibitors, enzyme activities, and 

fermentation conditions.148 Further, variation in the type or maturity of the lignocellulosic 

substrate can affect optimal pretreatment conditions.61  Because the use of chemometrics and 

infrared spectroscopy, namely FT-NIR with fibre optic probes or FTIR with Attenuated Total 

Reflectance (ATR) accessories, have been shown to afford accurate, in situ, inexpensive, and 
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real-time analysis of polymer systems149,150, it is easy to see the promise in applying these 

techniques in future lignocellulosic biorefineries.  For more robust PAT applications, NIR 

spectroscopy might be considered more advantageous than FTIR, Raman, or NMR due to the 

high availability and industrial use of inexpensive NIR hardware.  In addition, the near infrared 

region is generally less sensitive to water and thus more robust for samples with high water 

content.  However, the added robustness of NIR devices comes at a cost to ability to resolve 

complex mixtures, in which case FTIR, Raman, and especially NMR will provide much more 

detailed chemical spectra.   

2.4 Summary and Recommendations 

Table 2.3 summarizes the use of various chemometric techniques for the compositional 

analysis of lignocellulosic biomass. 

Table 2.3.  Analytical method, sample type, and parameters used in studies involving 
spectroscopy and multivariate techniques. 

Method or 
Technique Sample Type Description/Parameters Reference 

FT-NIR and PCA Wood First, second derivative, MSC 124 
pyMBMS and PLS 
regression 

Hybrid poplar 
and loblolly pine 

PLS applied to pyMBMS data; 
full CV applied to pyMBMS 
PLS model 

126 

FTIR and PCR/PLS 
regression 

Milled wood 
lignins 

Phenolic hydroxyl group 
content 

119 

FT-NIR/FTIR and 
PLS regression 

Corn stover Full CV  140 

FT-NIR and PLS 
regression 

Swedish pine, 
Swedish spruce, 
Polish pine 

MSC applied to NIR spectra 109 

FTIR ATR and PCA  Wood, fibres, 
and particles of 
Beech and 
Grand Fir 

First derivative applied to 
FTIR ATR spectra 

111 

FTIR comparison 
study 

30 wood species Two spectral zones analyzed: 
1800–1100 cm-1 and 900–800 
cm-1 

151 
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FTIR ATR, NIR and 
PLS regression 

Various wood 
species 

Baseline corrected, second 
derivative infrared spectra 

152 

CP/MAS NMR, 
FTIR DRIFT, FT-
NIR with PLS 
regression 

Birch Kraft pulp 60-115 ppm region used for 
NMR , 2000-715 cm-1 region 
used for FTIR DRIFT, MSC 
applied to both FTIR and NIR 
spectra 

137 

On-line FT-NIR and 
PCA and PLS 
regression 

Aspen and birch 
bark 

First derivative preprocessing 
used on NIR spectra; CV with 
25% of data left out 

147 

FT-NIR and PLS 
regression 

Corn stover, 
switchgrass, and 
wheat straw 

EMSC applied to FT-NIR 
spectra; full CV used in 
addition to external validation 
standards 

138 

FT-NIR and PLS 
regression 

Wheat and oat 
straw 

Second derivative, second 
order polynomial fit, or 
minimum/maximum 
absorbance normalization 
applied to FT-NIR spectra; 
full CV 

133 

VIS spectra with 
PCR and PLS 
regression 

Unbleached 
Kraft pulps of 
Scots pine, 
Norway spruce, 
and Silver birch 

VIS data was mean centered 
prior to multivariate analysis; 
CV applied to model as per 
Wold, 1978 

127 

 

Applying chemometrics to spectroscopy can be troublesome, despite the many advantages over 

traditional chemical routes.  As a result, future work should address and improve the following:   

1. Careful selection and reporting of data preprocessing, modeling, and validation parameters, as 

these can greatly influence the efficacy and utility of the multivariate technique 

2. The accuracy of the chemometric method, which is only as good as its reference data, is often 

determined using conventional, laborious wet-chemical routes, therefore surrogate mixtures 

should be investigated for simplified model building exercises  

3. Large datasets that span a wide concentration or property range are required to produce an 

accurate, predictive multivariate model; perhaps further development of broad-based databases 

could aid in experimental design and verification.  A data-driven modeling approach, such as 
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the Wiki-based management of chemometric projects described by Alsberg and Clare102, 

appears to offer both an avenue towards collaboration and standardization in the compositional 

analysis of lignocellulose.   

2.5 Conclusions and Future Outlook 

This historical perspective on the compositional analysis of lignocellulosic biomass was 

presented in approximate chronological order with respect to the development of each method or 

technique.  The compositional analysis of lignocellulosic biomass has evolved over the past 150 

years, ranging from laborious wet-chemical fractionation techniques originally aimed at relating 

chemical composition with feedstock digestibility to more recent non-invasive and non-

destructive spectroscopic techniques involving the emerging fields of chemometrics and PAT.   

It is possible that the limitations of the previously discussed standard methods can be 

attributed to the large number of variables involved in the complicated fractionation process.  

Slight variations in season, plant species, and spatial location within the plant as well as 

fractionation conditions such as temperature, hydrolysis time, acid type, acid concentration, and 

even HPLC configuration can lead to irreproducible and contradictory results when attempting to 

compare compositional data across interdisciplinary research groups.  Laborious and expensive 

techniques that result in compositional data that are difficult to compare with other research 

groups can be considered “standard” only insofar as a single, standardized laboratory does all of 

the analytical work.  When the compositional analysis of a single sample can cost anywhere 

between $800-$2000140 and can take days or weeks to complete, the cost associated with the 

elaboration of a thorough compositional analysis on a representative number of biomass samples 

can become laborious and expensive and is prohibitive to a profitable biorefinery.   

The rapid prediction of biomass quality and composition can substantially reduce the cost 

of refining lignocellulosic materials.  Furthermore, because infrared and Raman instruments are 
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relatively inexpensive and robust, they can be implemented as PAT in the biorefinery.  It is likely 

that these robust methods will soon become commonplace for the analysis of lignocellulosic 

material in research and industrial settings.   
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Chapter 3 

Quantitative Characterization of Lignocellulosic Biomass Using 

Multivariate Statistical Techniques 

Significant portions of this chapter were accepted for publication (with revisions) in Bioresource 

Technology on January 17, 2011 (DOI: 10.1016/j.biortech.2012.01.089). 

Abstract 

In an effort to expedite the compositional analysis of lignocellulosic biomass (see 

Chapter 2), PLS regression models were developed using mixtures of cellulose, xylan, and lignin 

in a ternary mixture experimental design for multivariate model calibration.  Mid-infrared spectra 

of these representative samples were recorded using Attenuated Total Reflectance (ATR) Fourier 

Transform Infrared (FT-IR) spectroscopy and regressed against their known composition using 

Partial Least Squares (PLS) multivariate techniques.  The regression models were cross-validated 

and then used to predict the unknown compositions of two Arabidopsis cultivars, B10 and C10.  

The effect of various data preprocessing techniques on the final predictive ability of the PLS 

regression models was also evaluated.   

The predicted compositions of B10 and C10 by the PLS regression model after second 

derivative data preprocessing were accurate compared to the results provided by a third-party 

analysis.  This study suggests that mixture designs could be used as calibration standards in PLS 

regression for the compositional analysis of lignocellulosic materials if the infrared data is 

appropriately preprocessed.   
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3.1 Introduction 

Determination of the relative quantities of cellulose, hemicellulose, and lignin in 

lignocellulosic biomass is often required in studies involving the fractionation1,2,3,4, 

fermentation5,6, or other modification7,8,9 of this renewable plant-based material.  However, 

despite its importance, the compositional analysis of lignocellulosic biomass remains a 

challenging and time-consuming task primarily due to its recalcitrant structure.  Expensive 

fractionation and derivatization steps are often required, involving strong acids and exotic 

solvents that impose economic and environmental constraints when continually employed in 

research or industrial applications.  In an effort to reduce costs and expedite the compositional 

analysis of lignocellulose, inexpensive and rapid techniques have been developed whereby 

infrared spectra of the raw biomass can be correlated, via multivariate techniques (i.e., a form of 

chemometrics), to compositional data gained from wet-chemical analyses.10,11,12,13  Multivariate 

analysis, such as Projection to Latent Structures or Partial Least Squares (PLS) regression, as 

developed by Wold et al.14, could also be utilized in tandem with other Process Analytical 

Technologies (PAT) where real-time compositional data could be potentially transmitted from 

upstream sensors to downstream unit operations, thus allowing for better control and efficiency in 

a biorefinery.15   

Recent studies have used both near infrared (NIR) and mid infrared (MIR) data to calibrate 

predictive PLS regression models for the compositional analysis of lignocellulose.10,16  Kadam et 

al.17 compared NIR and MIR data of different crystallization systems and found that their 

particular MIR system with an Attenuated Total Reflectance (ATR) probe generally 

outperformed the NIR system. MIR showed decreased sensitivity due to fouling as well as 

improved peak selection due to the fundamental vibrational modes of molecules provided in the 

MIR electromagnetic region.  
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Traditional wet-chemical techniques have been typically used to calibrate multivariate 

models based on IR spectra of lignocellulosic biomass.16 In our study, an alternative set of 

calibration samples was prepared by varying known amounts of cellulose, hemicellulose, and 

lignin in a series of powdered surrogate mixture samples covering a weight fraction range from 0 

to 1 for each model compound, respectively.  A PLS regression model was then constructed using 

FT-IR data of these surrogate mixtures as the training or calibration data set.  FT-IR absorbance 

data of two genetically engineered Arabidopsis species was then used as the input variables in the 

regression model, which ultimately yielded compositional data for the two species in the form of 

cellulose, hemicellulose, and lignin weight fractions. We used a similar ATR FT-IR system to 

Kadam et al.17 because it simplified the peak selection and sample preparation procedures.  In 

addition, data preprocessing methods were applied to significantly improve the predictive 

capability of the multivariate model by reducing multiplicative, baseline, and scatter effects in the 

infrared data.  To the authors’ knowledge, this type of calibration approach has not yet been 

reported for the compositional analysis of lignocellulosic biomass.  This type of calibration model 

involving carefully selected surrogate mixtures was selected because it could potentially reduce 

or eliminate the requirement for laborious wet-chemical analyses. 

3.2 Materials and methods 

3.2.1 Mixture design 

A ternary mixture experimental design was developed using SAS JMP 8.0, as shown in 

Figure 3.1.  The surrogate mixtures consisted of three model lignocellulosic compounds that are 

inexpensive and widely available: cellulose (Avicel PH-101, Sigma Aldrich), hemicellulose 

(Beechwood xylan, ≥ 90%, Sigma Aldrich), and lignin (Indulin AT, Kraft lignin, Meadwestvaco).   



 

 

61 

 

Figure 3.1.  Ternary mixture plot of the model compounds used in the study.  The surrogate 
mixtures comprised varying weight fractions of cellulose (Avicel PH-101), hemicellulose 
(Beachwood xylan), and lignin (Indulin AT, Kraft lignin).  Mixtures are expressed as normalized 
weight fractions in the range of 0 to 1. 

 

The surrogate mixtures shown in Figure 3.1 were intended to represent the entire 

concentration profile for a hypothetical sample of finely divided lignocellulosic biomass.  Three 

components were added to a 20 mL glass screw-cap vial to make 1 g total of biomass from which 

aliquots were taken for ATR FT-IR spectroscopy.  In addition to the materials used in the 

surrogate mixtures, two external samples were obtained from a company specializing in the 

genetic engineering of plant biomass, namely two samples of genetically engineered Arabidopsis 

species with unknown composition referenced as B10 and C10.  Wet-chemical compositional 

analysis data for B10 and C10 were provided by a third-party after the generation of the 

predictive results (i.e., from PLS regression) described in this study. The following information 

was withheld from the authors during the development of the predictive models: B10 was a high 

yield line due to a constitutive promoter overexpressing a gene that regulates growth and yield. 

C10 was a standard control variety of the ecotype Columbia. With respect to propagation, seeds 
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were germinated on agar plates and transplanted at the two-leaf stage with three seedlings per 4 

inch pot into standard soil mixture. Plants were grown at 22 °C with 18 hours of light at 200 

microeinsteins intensity until senescence. The seeds were then removed and the remaining 

vegetative material was combined and processed through a Wiley mill equipped with a 40-mesh 

screen. 

3.2.2 Attenuated Total Reflectance (ATR) FT-IR spectroscopy 

Five replicate aliquots of the 28 calibration mixtures were individually analyzed using a 

Nicolet 6700 Fourier Transform Infrared (FT-IR) spectrometer with a diamond Attenuated Total 

Reflectance (ATR) accessory.  Spectral data for the five replicates each comprised 64 co-added 

(i.e., each spectrum was added to the next) individual spectra at a resolution of 2 cm-1.  The co-

added spectra for the five replicates were averaged (n = 5) to give 28 mean spectra, i.e., one for 

each surrogate mixture.  Background spectra were collected between each replicate after the ATR 

crystal was cleaned with acetone to eliminate interferences caused by the cleaning agent or 

changes in the atmosphere.  The calibration matrix was a 28 × 7024 matrix that comprised 28 

averaged absorbance spectra for the surrogate calibration mixtures (rows), with wavenumbers 

ranging from 375 to 7399 cm-1 (columns).  The calibration matrix was then augmented with the 

averaged absorbance spectra of five external validation mixtures with compositions within the 

experimental design and two unknown samples, making the final matrix dimension 35 × 7024.  

All spectral data was compiled into a single file prior to further processing using a MATLAB 

program. The final matrix was subjected to various data pretreatments in Unscrambler® X, 

including smoothing, first derivative, second derivative, baseline correction, standard normal 

variate (SNV), detrending, unit vector normalization, multiplicative signal correction (MSC), and 

orthogonal signal correction (OSC), as well as combinations of the aforementioned pretreatments.     
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3.2.3 Principal Component Analysis (PCA) and Partial Least Squares (PLS) regression 

PCA and PLS regression were implemented on the pretreated spectral and loadings 

matrices using the ProSensus MultiVariate software package. The spectral intervals of 1800 - 400 

and 4000 - 2500 cm-1 were used for PCA and PLS regression in preliminary studies.  The spectra 

were then truncated to the less noisy and more representative range of 1800 - 800 cm-1, as will be 

discussed in later sections. 

3.2.4 Model validation 

Cross-validation (CV) was used to determine the optimum number of principal 

components to use in the multivariate model.  Since there is currently no consensus on when to 

apply a particular CV procedure, the procedure is largely determined by user preference (e.g., 

ASTM E 1655 does not stipulate a particular of CV procedure).  Thus, the default CV procedure 

of ProSensus MultiVariate was employed whereby the calibration dataset is divided into 7 

segments with 4 samples per segment (14.28% of data).  The CV procedure then leaves out one 

of the 7 segments (4 samples) for validation of the regression model, which is built upon the 

remaining 6 segments (24 samples).  In other studies, such as Hames et al.13, a full CV procedure, 

a leave-one-out technique, which is not recommended according to Shao18, as the leave-one-out 

(i.e. full cross-validation where the number of groups equals the number of samples) method can 

result in overfitting of the data and an underestimation of true predictive error.19 As such, a more 

conservative “leave-four-out” technique was implemented in our study. Chemical fractionation 

followed by High Performance Liquid Chromatography (HPLC) on the resulting streams was 

used as an alternative method for the compositional analysis of lignocellulosic biomass and was 

performed by a third-party laboratory.  
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3.2.5 Model description 

The multivariate techniques implemented in this study generally rely on reducing the 

amount of original data via matrix projections.  In this way, the datasets are transformed into 

more meaningful or representative predictive models. Generally, one or two matrices are required 

for multivariate analysis of infrared spectra: an X matrix comprising spectral data and a Y matrix 

comprising the concentration profiles of the different samples under analysis.  Let X(n×k) be a 

matrix consisting of n samples and k variables (wavenumbers).  Let Y(n×m) be a matrix consisting 

of n samples and m variables (reference weight fractions).  For all models, the number of samples 

(n) in both X and Y were equal to 35, comprising calibration (28), external validation (5), and 

prediction (2) samples.   Three variables were included in Y for all models, corresponding to the 

known weight fractions of cellulose, hemicellulose, and lignin as depicted in Figure 3.2 

 

 



 

 

65 

 

Figure 3.2.  Illustration of the two main datasets used in this study.  For PCA, only an X matrix is 
required while both X and Y are required for PLS regression. 

 

In PCA, two matrices are formed, T and P, to approximate the original data matrix, X, 

according to X = TPT, where T is the scores matrix and P is the loadings matrix (PT is the matrix 

transpose of P).  The matrix X is represented by T via a matrix projection, given by the new basis 

in P.  Similarly, PLS regression involves matrix projections; however, this regression technique 

involves decomposing the X matrix using data in a new matrix, Y, such that the covariance 

between each latent variable in X and Y is maximized.20 The resulting equations for PLS 

regression are X = TPT + E and Y = UQT + F, where T and U are the scores matrices, P and Q 

are the loadings matrices, and E and F are the error matrices (residuals) of X and Y, respectively. 

Additional matrices involved in the PLS algorithm (i.e., NIPALS), such as the weight matrix W, 
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are required but not mentioned above since they are not necessary for the interpretation of the 

results in this chapter. 

In this study, data preprocessing was applied to all samples in X, including external 

validation and prediction samples.  All variables (columns) in X and Y were mean centred and 

unit variance scaled using the default procedure available in ProSensus MultiVariate.  The dataset 

was truncated to variables in the range of 1800 to 800 cm-1 since cellulose, hemicellulose, and 

lignin are known to have strong infrared signals in this range, as summarized in Table 3.1. 
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Table 3.1.  Important MIR wavenumbers corresponding to the model lignocellulosic components 
used in this study: cellulose, hemicellulose, and lignin. 

Wavenumber 
(cm-1) Description Reference 

1739 Wood xylan, C=O stretching in ketone, 
carbonyl and aliphatic groups 16 

1640 Wood lignin, C=O stretching conjugated to 
aromatic ring 16 

1595 Hardwood lignin, C=O stretching conjugated 
to aromatic ring 16 

1510-1505 Lignin, aromatic skeletal stretching 16, 21 

1463 Wood lignin and xylan, CH2 deformation 
stretching 16 

1429 Cellulose I, CH2 scissoring motion 22 

1425 Wood lignin, aromatic skeletal combined with 
C-H in-plane deformation and stretching 16 

1420 Cellulose II, CH2 scissoring motion 22 

1321-1317 
Wood lignin, condensation of guaiacyl and 
syringyl unit, syringyl unit and CH2 bending 
and streching 

16 

1270 Lignin, guaiacyl ring breathing and C=O 
stretching 16 

1240 Lignin, Caryl-O 21 

1163 Cellulose I and III C-O-C antisymmetrical 
bridge stretching mode 22 

1156 Cellulose II and amorphous cellulose C-O-C 
antisymmetrical bridge stretching mode 23 

1111 Cellulose I ring stretching or association of 
alcohol resulting in C-O stretching 22, 24 

1102 Cellulose III ring stretching or association of 
alcohol resulting in C-O stretching 23 

1090 Cellulose II and amorphous cellulose strong 
broad band, similar to 1111 and 1102 modes 23 

897-893 

Cellulose I – weak and broad centred at 897 
cm-1

 
Cellulose II – strong and sharp at 893 cm-1 
Cellulose III – less strong and located at 897 
cm-1 as in I 
Amorphous cellulose – less strong and sharp 
than II at 897 cm-1 

24 
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The mid-infrared absorbance regions sensitive to water (4000 to 2600 cm-1) and diamond 

interference (2400 to 1900 cm-1) were discarded prior to performing multivariate analysis on the 

data.  The representative FT-IR spectral region used for building the PLS regression models is 

shown graphically in Figure 3.3.  

 

Figure 3.3.  Typical FT-IR spectrum of a lignocellulosic biomass calibration sample prepared via 
the surrogate mixture design.  No data preprocessing was applied to the above spectrum.  Here, 
the shaded region shows those absorbances used for PLS regression models (i.e., absorbances 
corresponding to wavenumbers between 1800 and 800 cm-1). 

 

The models with the best predictive capability were those that used a truncated spectra in the 

lignocellulose “fingerprint” region (see Table 3.1), where only absorbances in the region 1800 to 

800 cm-1 were used. 
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3.2.6 ATR FT-IR spectral data preprocessing 

An investigation into various spectral data preprocessing techniques was conducted using 

CAMO Unscrambler® X.  The data were then exported into ProSensus MultiVariate for PLS 

regression analysis.  

3.2.6.1 Mean centering and unit variance scaling 

Mean centering and unit variance normalizations on columns were used for every model 

developed in this study, as these techniques are commonly used with multivariate calibration 

methods.  Mean centering can be accomplished by subtracting the mean of the sample’s spectrum 

from each individual wavenumber of that sample.  Likewise, the spectra of multiple samples can 

be mean centred based on their individual variables (i.e. wavenumbers). Graphically, mean 

centering the dataset tends to center the data about the origin, thus eliminating the intercept term 

in the regression model.25  In this way, the mean centered model becomes easier to interpret since 

all of the samples in the dataset are centered at the origin.  Extra caution must be exercised for 

regression models where the mean will drift over time, thereby introducing bias in the dataset, a 

topic covered in greater detail elsewhere26. For the purpose of this investigation a standard 

column-operating mean centering routine was implemented using ProSensus.   

Unit variance scaling can also be applied to the rows (samples) or columns (variables) of a 

dataset.  The technique is analogous to mean centering: each data point is divided by the standard 

deviation of the sample’s spectrum or the standard deviation of a single variable for all samples. 

Unit variance scaling ultimately eliminates scaling effects; for example, by reducing the scale of 

very large variables and increasing the scale of very small variables. Unit variance scaling is 

important since multivariate techniques like PCA and PLS are very sensitive to scaling.  A 

column-operating unit variance technique was implemented using ProSensus. 
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3.2.6.2 Standard Normal Variate (SNV) 

 Row-operating unit variance scaling is often employed in conjunction with mean scaling 

in what is referred to as standard normal variate (SNV) scaling.  SNV reduces particle size 

(multiplicative, non-linear scattering) effects that are especially troublesome for solid 

mixtures.27,28  During SNV scaling, each sample spectra is first mean centered.  The standard 

deviation of the sample spectra is then calculated and the mean centred data is then divided by 

this value.  Spectra treated using SNV have a mean of zero and a variance equal to unity.  

Detrending is sometimes used in conjunction with SNV-treated data since the latter are still 

susceptible to baseline curvature issues, which can be corrected by the former. 

3.2.6.3 Smoothing 

 Savitzky-Golay smoothing is an averaging algorithm that fits a polynomial to the dataset 

and then predicts the point of interest from the resulting polynomial equation.  Savitzky-Golay 

smoothing was implemented in Unscrambler® X using a polynomial degree of 2 and 9 smoothing 

points in total (4 points to the left and 4 points to the right of the data point of interest).  

Distortion to the spectra was minimal since the ATR FT-IR spectrometer was operated a 

resolution of 2 cm-1 and the smoothing algorithm smoothed over a relatively narrow range of 9 

points (i.e., 18 cm-1). 

3.2.6.4 First derivative 

In this study, first derivatives were calculated using a Savitsky-Golay algorithm whereby a 

polynomial with a user-selected degree and number of smoothing points (e.g., polynomial degree 

of 2 and 3 points smoothing used in this study) is fit to each curve segment, resulting in a 

spectrum that is smoothed in addition to differentiated.  Taking the first derivative of a spectrum 

can reduce baseline offset and linear baseline issues. However, it will cause a shift in the 
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characteristic peaks, thus making the resulting spectrum difficult to interpret using peak-picking 

techniques.   

3.2.6.5 Second derivative 

The second derivative of a spectrum gives the rate of change in the slope of the curve and 

was calculated using the same Savitsky-Golay algorithm as for the first derivative (i.e., 

polynomial degree of 2 and 3 points smoothing).  Similar to first derivative, second derivative 

treatment of spectra removes baseline offset and linear baseline issues.  In addition, second 

derivative spectra retain the position of peaks such that the interpretation of second derivative 

spectra is generally easier than first derivative spectra.  However, it should be noted that first and 

second derivative preprocessing might increase noise in the spectrum. 

3.2.6.6 Multiplicative Signal/Scatter Correction (MSC) 

Multiplicative Signal/Scatter Correction (MSC) is a method that can be used to reduce 

multiplicative and additive scatter effects in a dataset, such as those caused by path length 

variations, offset shifts, interferences, and particle size effects.27  Mathematically, MSC is a 

transformation that first involves regressing the sample spectrum against an “ideal” spectrum, 

often estimated as the set-mean-spectra, x(k) , to fit parameters that describe additive and 

multiplicative effects.29  The additive and multiplicative effects are estimated as the intercept and 

slope from the ordinary least squares solution, respectively.  Once the intercept (ai) and slope (bi) 

parameters have been determined, each sample spectrum is corrected by subtracting ai from each 

wavenumber absorbance then dividing that value by bi. A detailed mathematical description of 

the MSC and Extended MSC (EMSC) techniques are described elsewhere.29,30,31 
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3.2.6.7 Orthogonal Signal Correction (OSC) 

Orthogonal Signal Correction (OSC) is a data preprocessing technique that removes 

information from X (in this case, the matrix containing the FT-IR spectra data) that is unrelated, 

or orthogonal to, the response matrix, Y (in this case, the matrix containing the fractional 

compositions of the calibration mixtures).  OSC is analogous to the PLS algorithm (NIPALS), 

with the exception that OSC attempts to minimize rather than maximize the covariance between X 

and Y.32 Thus, each OSC component will remove information from X that shares minimal 

covariance (i.e., maximal orthogonality) with Y.  Caution should be exercised when choosing the 

number of OSC components prior to PLS. If too many OSC components are used, the result will 

approach the multiple linear regression (MLR) solution and overfitting of the spectral data with 

respect to the response data may take place.32 As a result, a conservative number of three OSC 

components were used for the data preprocessing in this study.  A full mathematical description 

of the OSC process is outlined elsewhere.32 

3.2.6.8 Baseline correction 

Baseline correction seeks to minimize linear offset in the spectral data by subtracting 

either a minimum or user-defined value from the dataset.  Constructing a line between two user-

defined values can also impose a linear baseline.  For this study, a linear baseline was constructed 

between the absorbance values at 800 and 1800 cm-1 and each subsequent wavenumber in the 

spectrum was normalized accordingly. For example, the general form of baseline correction is to 

subtract a constant absorbance value close to zero from the corresponding absorbance value at the 

same wavenumber for the spectrum to be corrected. 
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3.2.6.9 Detrending 

Detrending is a spectral correction technique, similar to and often used in conjunction with 

SNV, that attempts to reduce nonlinear trends by fitting a polynomial equation to each spectra 

that is later used for baseline correction.  The detrended spectra are calculated as the difference 

between the original spectrum and the polynomial equation describing the new baseline. 

3.2.6.10 Unit vector normalization 

Unit vector normalization transforms each sample spectrum to unit vectors.  This vector 

normalization technique reduces the contribution of very intense absorbance values in the X 

matrix, thus increasing the importance of component ratios within a given surrogate mixture 

sample.33  

A selection of the aforementioned preprocessing techniques that can be summarized in 

one or two equations are shown in Table 3.2. 
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Table 3.2.  Formulae used to preprocess data for the twelve PLS regression models investigated 
in this study. 

Technique Equation(s) 

Mean centering and 
unit variance scaling 
(autoscaling) 
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Where xi ,k
SNV  is the corrected spectrum and xi,k is the absorbance value of 

the kth wavenumber in the ith spectrum and s is the calculated standard 
deviation of all k variables of the in the ith spectrum 

Multiplicative 
Signal/Scatter 
Correction (MSC) 

xi = ai1 +bix + ei       &        xi
MSC =

xi − âi( )
b̂i

 

Where xi is the vector of spectral absorbances in the ith spectrum; ai is the 
regression coefficient describing additive effects; 1 is a vector of 1’s 
introduced for formality; bi is the regression slope describing 
multiplicative effects; x  is the set-mean spectrum for all i samples; ei is 
the regression model error; xi

MSC  is the MSC-corrected vector of spectral 

absorbances; xi is the original sample spectrum; âi  is the estimated 

regression coefficient describing additive effects; and b̂i  is the estimated 
regression slope describing multiplicative effects 

Baseline Correction 

xi ,k
* = xi ,k − f (k)

 

Where xi ,k
*  is the baseline corrected absorbance at kth wavenumber in ith 

sample; xi,k is the absorbance value at kth wavenumber in ith sample; f(k) 
is the absorbance value corresponding to some function of the 
wavenumber, k, for sample i  (e.g., min(k) for traditional baseline 
correction) 

Unit Vector 
Normalization 

xi
* = xi xi ,k

2

k=1

K

∑

 

Where xi
*  is the unit vector normalized sample spectrum; xi is the 

original sample spectrum; and xi,k is the absorbance value of the kth 
wavenumber in the ith spectrum 

 

A total of twelve PLS regression models were developed, as summarized in Table 3.3.  
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Table 3.3.  Summary of the twelve PLS regression models developed for this study showing the 
spectral range of the X matrix, preprocessing technique applied to the X matrix, and number of 
components selected after cross-validation of the model.   

Model No. Wavenumbers (cm-1) Preprocessing Techniques Components 

1 1800 – 400  
4000 – 2500  

Unit variance 
Mean centred 3 

2 1800 – 800  Unit variance 
Mean centred 3 

3 1800 – 800 
Smoothing 
Unit variance 
Mean centred 

3 

4 1800 – 800 

Smoothing 
First derivative 
Unit variance 
Mean centred 

3 

5 1800 – 800 

Smoothing 
Second derivative 
Unit variance 
Mean centred 

3 

6 1800 – 800 

Smoothing 
MSC 
Unit variance 
Mean centred 

3 

7 1800 – 800 
MSC 
Unit variance 
Mean centred 

3 

8 1800 – 800 
SNV 
Unit variance 
Mean centred 

3 

9 1800 – 800 
De-trending 
Unit variance 
Mean centred 

3 

10 1800 – 800 
Linear baseline correction 
Unit variance 
Mean centred 

3 

11 1800 – 800 
OSC 
Unit variance 
Mean centred 

3 

12 1800 – 800 
Unit vector 
Unit variance 
Mean centred 

3 
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Model 1 utilized the largest spectral domain, wavenumbers 4000 – 2500 cm-1 and 1800 – 

800 cm-1, and applied only the default unit variance and mean centering autoscaling prior to 

multivariate analysis.  Model 2 was similar to Model 1 but wavenumbers from 1800 – 800 cm-1 

were only considered.  All subsequent models focused on applying different data pretreatments to 

the same wavenumber range of 1800 – 800 cm-1.  Model 3 employed a 9-point, 2nd degree 

polynomial smoothing of the spectral data.  Models 4 and 5 used first and second derivative 

spectra, respectively, with a default 9-point, 2nd degree polynomial smoothing Savitsky-Golay 

algorithm.  Model 6 employed MSC processed spectral data after smoothing while Model 7 used 

MSC spectral data alone.  Model 8 utilized SNV corrected spectra while Model 9 utilized de-

trended spectra.  Model 10 was built using linear baseline corrected spectral data.  Model 11 used 

OSC preprocessed data and finally Model 12 utilized unit vector preprocessed data for 

subsequent PLS regression analysis.   

3.3 Results and Discussion  

3.3.1 Principal Component Analysis (PCA) 

In the first step of the model-building process, calibration and external validation datasets 

were subjected to PCA prior to data preprocessing.  Three principal components were selected 

after cross-validation of the PCA model (PC-1, PC-2, and PC-3), in descending order of variance 

explained by each respective component vector. These principal components are linear 

combinations of the original spectral variables in X and are shown as the axes in Figure 3.4.   
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Figure 3.4.  Principal component scores plot (two views) of the three components used in the 
analysis (PC-1, PC-2, and PC-3).  The triangular cluster of datapoints represents the calibration 
data while the two points separated along PC-3 are the two external validation datapoints. 

 

The triangular arrangement of the data points in Figure 3.4 reflects the expected 

variability between samples with varying amounts of cellulose, hemicellulose, and lignin.  

However, two outlier points are clearly separated from the calibration data along the third 

principal component (PC-3).  These two points correspond to the two Arabidopsis samples with 

unknown composition.  The separation between these two Arabidopsis samples ad the calibration 

samples along PC-3 indicates significant variability between these two types of spectra.  This 

would indicate that the chemical composition of the model compounds used to calibrate the 

model were quite different from the chemical constituents comprising the Arabidopsis cultivars, 

which was to be expected when surrogate mixtures are invoked as calibration standards. While it 

is true that the physical mixtures of commercial cellulose, xylan, and lignin do not represent real 

plant biomass where cellulose, hemicellulose, and lignin interact and chemically cross-link in the 

plant cell walls, the calibration mixtures used for similar PLS regression models in literature 

involve fractionating the said components from real plant biomass, which ultimately disrupts 

these inter-polymer interactions anyway. As a result, we felt that while our dataset was not 
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necessarily representative of lignocellulose in its native state, it was not dissimilar to other studies 

where conventional wet-chemical techniques were used to isolate the cellulose, hemicellulose, 

and lignin fractions. This is not to say that the calibration mixtures utilized herein could not be 

improved - just that native state of the biomass within the cell wall is ultimately disrupted using 

our approach or previous literature studies. Despite the imperfect match, the calibration dataset 

was later used to construct a predictive PLS regression model.  A different choice in model 

compounds could have led to better (or worse) model performance and will be investigated in 

future studies.  

3.3.2 Partial Least Squares (PLS) regression 

A total of twelve PLS regression models were built using the model compound 

calibration mixtures and validated using both cross-validation and the external Arabidopsis 

samples. The performance of each model was evaluated based on the number of components 

yielded by cross-validation; the coefficient of determination (R2 = 1 – (SSE/TSS); where SSE is 

the sum of squares error and TSS is the total sum of squares); the coefficient of prediction (Q2 = 1 

– (PRESS/TSS); where PRESS is the predicted residuals sum of squares and TSS is the total sum 

of squares); the root mean square error of calibration or cross-validation (RMSEC or RMSECV); 

and the root mean square error of prediction (RMSEP).  RMSEP was determined using the five 

external validation mixtures mentioned in the Mixture Design section – these mixtures were 

prepared in the same manner as the calibration samples, but with different compositions. Figure 

3.5 shows the R2 and Q2 values for each of the models, which provide a relative estimate of the 

performance of the model calibrations and validations, respectively. 
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Figure 3.5.  Performance of various data pretreatment regimes on the PLS regression model 
using R2 and Q2 as metrics. 

 

From Figure 3.5, it can be noted that most of the PLS regression models showed 

satisfactory R2 and Q2 values, which means that significant variability was explained by both the 

calibration and prediction procedures.  However, a clear exception is Model 5 (smoothing, second 

derivative) where taking the second derivative could have led to increased spectral noise and thus 

a poor Q2 value (i.e., 0.43). 

 The RMSE of calibration and prediction (RMSEC and RMSEP) for each of the twelve 

models with respect to the cellulose, hemicellulose (xylan), and lignin fractions was also recorded 

in an effort to assess the performance of the data preprocessing techniques.  Figure 3.6 illustrates 

the RMSEC and RMSEP of each model, where model performance was found to be inversely 

proportional to RMSE. 
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Figure 3.6.  RMSE of calibration (cross-validation) and prediction of the twelve models 
evaluated in this study.  In general, the lower the RMSE, the better the model’s predictive 
capability. 
 

 The RMSE graph shows that Models 8 and 11, i.e. the models utilizing SNV and OSC 

preprocessing, respectively, gave the lowest error and best predictive performance with respect to 

compounds within the ternary surrogate mixture.  Previous studies have reported that infrared 

reflectance spectra of mixtures can be subject to non-linear effects caused by scattering, which 

are minimized by applying SNV.27,28  The low RMSEP of Models 8 and 11 suggest that SNV and 

OSC could be effective methods for correcting ATR FT-IR spectra of powdered samples prior to 

multivariate analysis.  SNV is probably a more robust preprocessing technique because there are 

less user-selected parameters involved in SNV compared to OSC where a value for the OSC 

components is required.    

It should be noted that these RMSE values were derived from models based solely on the 

model lignocellulosic compound mixtures obtained by mixing various fractions of the model 

cellulose, hemicellulose, and lignin compounds. Despite the fact that many of the models 

performed well against the aforementioned metrics (especially R2 and Q2), only two out of the 
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twelve models yielded plausible compositional results: those models were built using first and 

second derivative data pretreatment.  Figure 3.7 shows the performance of Model 4 (smoothing, 

first derivative) with respect to predicting B10 and C10 composition values.   

 

 

Figure 3.7.  Performance of model 4 (smoothing, first derivative) with respect to predicting the 
composition of B10 and C10, assuming the entire plant is either polysaccharides or lignin.  The 
predicted B10 and C10 values correspond to those from the multivariate model while the actual 
B10 and C10 correspond to values provided by a third-party wet chemical analysis of the two 
biomass samples.  Error bars for the prediction values represent the RMSEC while the error bars 
for the actual values represent the RMSE; for polysaccharides, the average RMSEC of cellulose 
and xylan was used. 

 

Cellulose and xylan (hemicellulose) values were lumped together as “Polysaccharides” 

for the sake of comparison with the conventional characterization data provided by the third-

party, which gave values for total sugars and lignin.  These values were then normalized to give 

polysaccharides and lignin content summing to 100%, i.e., assuming the entire plant was 

composed of either polysaccharides or lignin.  Model 4 gave a B10 composition of 91 ± 8 wt.% 
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polysaccharides (cellulose + xylan) and 9 ± 11 wt.% lignin.  Similarly for C10, the composition 

from the same PLS regression model was 90 ± 8 wt.% polysaccharides and 10 ± 11 wt.% lignin. 

The multivariate model overestimated the total polysaccharides content of B10 and C10, while 

lignin content was underestimated.  Despite the discrepancy between absolute values, the model 

succeeded in predicting chemical similarity between B10 and C10, which was supported by the 

analyses results that showed increased biomass content of C10 over B10, but almost identical 

polysaccharides and lignin content.  Model 5 (smoothing, second derivative) also predicted 

chemical similarity between B10 and C10 with improved accuracy.  The predictive performance 

of Model 5 (second derivative) with respect to predicting the compositions of B10 and C10 are 

shown in Figure 3.8.   
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Figure 3.8.  Performance of model 5 (smoothing, second derivative) with respect to predicting 
the composition of C10 and B10, assuming the entire plant is either polysaccharides or lignin.  
The predicted B10 and C10 values correspond to those from the multivariate model while the 
actual B10 and C10 correspond to values provided by a third-party wet chemical analysis of the 
two biomass samples.  Error bars for the prediction values represent the RMSEC while the error 
bars for the actual values represent the RMSE; for polysaccharides, the average RMSEC of 
cellulose and xylan was used. 

 

Model 5 gave a B10 composition of 71 ± 5 wt.% polysaccharides (cellulose + xylan) and 

29 ± 6 wt.% lignin.  Similarly for C10, the composition from the same PLS regression model was 

80 ± 5 wt.% polysaccharides and 20 ± 6 wt.% lignin.  Traditional wet chemical techniques gave a 

B10 composition of 72 ± 0.6 wt.% polysaccharides and 28 ± 0.3 wt.% lignin, and a C10 

composition of 71 ± 1.7 wt.% polysaccharides and 29 ± 0.7 wt.% lignin.  Model 5 exhibited 

higher predictive capabilities for the polysaccharide and lignin contents of B10 and C10 

compared to the model employing first derivative spectra (Model 4).  Dicotyledons (or dicots) 

like Arabidopsis contain roughly 45-50% cellulose, 25% hemicellulose as mostly xylans, 20% 

phenolics as lignin, and 0.1% pectins.34,35  As much as 10% of the overall mass of biomass 
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samples can be attributed to trace materials like silica or protein.  The results from PLS regression 

Model 5 suggests that surrogate mixtures can adequately predict, with reasonable certainty, the 

relative quantities of polysaccharides and lignin within a ground lignocellulosic biomass sample.  

The P loadings for the truncated spectra showed significant contributions to representing the 

variability of the underlying data over the selected “fingerprint” region of 1800-800 cm-1. 

However, P loadings that were not significant in this region could have been easily removed 

using the software, but this was avoided since it would introduce user bias into the model 

building process. The two main issues encountered in this study were the non-linearities in the 

sample spectra and the choice of model compounds used in the calibration mixtures. The 

heterogeneous nature of the plant cell wall does indeed present some significant challenges to 

physical characterization techniques such as ATR FT-IR. The heterogeneity of the powdered 

samples that were placed on the ATR crystal had some variability associated with differences in 

particle size between the commercial cellulose, xylan, and lignin samples. The degree of over-

interpretation due to sample heterogeneity is ultimately reflected in the predictive ability of the 

model. For this reason, replicate spectra were used on well-mixed powdered samples to reduce 

the effect of particle size on the predictive ability of the model. This model could be further 

improved by careful selection of the model compounds used for the calibration mixtures.  Perhaps 

cellulose, xylan, or lignin extracted from a dicot species rather than Beechwood, for example, 

would further improve the predictive capability of the model, particularly if SNV (or OSC) 

preprocessing was applied to the ATR FT-IR spectra to reduce non-linear effects.  Grinding and 

sieving of the calibration mixture components to produce a more homogeneous and monodisperse 

particle size distribution could also mitigate non-linear particle size effects, although Indulin AT 

(Kraft lignin), which is supplied as a fine powder, may have to be replaced with an appropriate 

alternative.   
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3.4 Conclusions 

This study showed that surrogate mixtures could be used to build a predictive 

multivariate model for the compositional analysis of lignocellulosic biomass using ATR FT-IR 

spectroscopy.  The effect of ATR FT-IR data preprocessing was also assessed to determine the 

most suitable technique for this particular type of multivariate model.  Second derivative data 

preprocessing gave relatively accurate predictions of the composition of B10 and C10.  SNV and 

OSC preprocessing showed the best performance with respect to RMSEC and RMSEP, but 

unfortunately these models could not accurately resolve the composition of B10 and C10 due to 

the nature of the calibration mixtures.  
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Chapter 4  

Amphiphilic Block Copolymers Containing Polysaccharide and 

Synthetic Segments 

Abstract 

The synthesis of copolymers containing both renewable and synthetic materials has been 

regarded as a method to combine the diversity and versatility of natural biopolymers with the 

precise science of polymer chemistry. Atom Transfer Radical Polymerization (ATRP) and Single 

Electron Transfer Living Radical Polymerization (SET-LRP) are transition metal mediated 

polymerization techniques whereby well-defined synthetic monomers can be polymerized from 

the reducing end of a polysaccharide without the need for protecting group chemistry.  Here, we 

report on the attempted synthesis of a novel water-soluble hydrazide alkyl halide initiator (2-

bromo-2-methylpropane hydrazide hydrobromide) capable of coupling to the reducing end of 

polysaccharides via reductive amination. After this coupling reaction, ATRP or SET-LRP was 

attempted from the exposed alkyl bromide moiety at the reducing end in a mixed DMSO/water 

solvent system.  In this manner, a synthetic polymer was to be grown from the reducing end of 

the polysaccharide, allowing for the final architecture and properties (e.g., self assembly) of the 

resulting glycoconjugate to be finely tuned. These hybrid natural/synthetic materials could 

potentially be used as graft-modified natural polymers, in environmental applications or as drug 

delivery vehicles. However, due to stability issues arising from the reactivity of the hydrazide and 

alkyl bromide components, the initiator that was synthesized and coupled to the reducing end of 

dextran could not initiate an ATRP or SET-LRP reaction. Despite this, the coupling reaction 
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between the hydrazide moiety of the initiator and the reducing end of dextran was quite efficient 

and should be further explored as a means to improve the troublesome reductive amination step. 

4.1 Introduction 

Hybrid polymers containing polysaccharides and synthetic blocks are becoming 

increasingly diverse in structure and application. Graft copolymers containing synthetic polymers 

and polysaccharides have been synthesized using a variety of different materials and polymer 

chemistries.1,2,3,4 Regioselective approaches towards these synthetic/natural copolymers, such as 

block copolymers, are fewer in number, but a significant amount of work has recently been 

published on the subject.5 Synthetic/polysaccharide block copolymers have the propensity, under 

certain conditions, to aggregate into stable colloidal systems with tuneable behaviour; a topic 

better summarized by Gryzbowski et al..6 This process of self-assembly allows copolymers to aid 

in the encapsulation and transport of pharmaceuticals or therapeutics.7,8  Because mammalian 

cells are covered in an extracellular matrix that contain both protein and polysaccharide 

components9, the concept of designing polymer architectures where the surface integrates 

polysaccharide moieties has become an invaluable tool for polymer chemists interested in 

producing biocompatible materials.10,11,12 Moreover, the abundant supply and renewability of 

plant-based polysaccharides, like cellulose, coupled with the finite reserves of petroleum has 

encouraged the development of new materials containing these naturally occurring sugar-based 

polymers.   

Atom Transfer Radical Polymerization (ATRP) is a controlled/living radical 

polymerization that is initiated by an alkyl halide and mediated by a transition metal bound to an 

appropriate ligand.13 ATRP can be used to produce a myriad of well-defined polysaccharide-

containing copolymer architectures in organic solvents.14,15 Because organic solvents are required 
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for conventional ATRP, polysaccharides are often protected before polymerization to facilitate 

dissolution in organic solvents and then later deprotected to give the final amphiphilic copolymer. 

Polymerizations akin to conventional ATRP have recently been demonstrated in polar solvents 

using elemental copper as the source of catalytic activity; a technique often referred to as Single 

Electron Transfer Living Radical Polymerization (SET-LRP).16 Percec and coworkers assert that, 

in a polar solvent and in the presence of a ligand, SET-LRP proceeds with the activation of a 

sufonyl or alkyl halide initiator by Cu(0) to form Cu(I)X (where X = Br, Cl, I), which then 

rapidly disproportionates into pairs of Cu(0) and Cu(II)X2 species.16 Acrylic, methacrylic, or 

vinyl chloride monomers can be polymerized in this fashion with high end-group fidelity at room 

temperature.17 The Cu(II)X2 species acts as the deactivator, reversibly capping the growing 

polymer chain with a bromine group.18 Cu(0)-mediated LRP, or SET-LRP, is claimed to proceed 

via an outer shell electron transfer (OSET) process, rather than an atom transfer process; 

however, the mechanistic differences between ATRP and SET-LRP are currently contested in 

literature.19,20,21 Both ATRP and SET-LRP mechanisms rely on the rate of deactivation (kdeact) of 

the radical species being orders of magnitude higher than the rate of activation (kact); thus, the 

polymerization proceeds in a controlled/living fashion because the dormant species is favoured 

over the active species.13,16,22 Cu(0)-mediated LRP has some distinct advantages over ATRP 

including rapid polymerization kinetics, high-end group fidelity at high conversions and Mn, and 

improved removal and recycling of the catalyst system since copper wire can be used as the 

mediator.16 Recent work by Chan et al.23 has also provided a basis for the continuous production 

of polymers in a copper tube using SET-LRP. With respect to the current study, the most 

significant advantage of Cu(0)-mediated LRP over ATRP is the capability of using polar 

polymerization solvents that can solubilize polysaccharides (e.g. DMSO or ionic liquids), thus 

mitigating protection/deprotection of the polysaccharide block that would have been required for 
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conventional ATRP in non-polar solvents. Homogenous Cu(0)-mediated LRP of methyl acrylate 

(MA) and methyl methacrylate (MMA) using backbone-initiated hemicellulose from spruce trees 

has recently been demonstrated Voepel et al.24 and Edlund et al.25. 

Amphiphilic block copolymers containing a polysaccharide and a synthetic segment were 

prepared by Houga et al. using a novel amine-terminated ATRP initiator (N-(2-aminoethyl)-2-

bromo-2-methylpropanamide) to initiate dextran at its reducing-end aldehyde moiety.26 Figure 4.1 

shows the entire synthesis protocol for this particular amphiphilic block copolymer.   

 
Figure 4.1.  Synthesis procedure of dextran-b-polystyrene using a novel amine-terminated ATRP 
initiator.  Reproduced with permission from Houga et al.26. 

 

The ATRP initiator was synthesized by first reacting ethylenediamine with BOC2O to produce an 

amine-terminated, BOC-protected compound.  The free amine group was then reacted with 

bromoisobutyryl bromide to give the BOC-protected initiator, which after treatment with HBr 

Both the silylated macroinitiator and the five silylated-dextran-

b-PS diblocks were characterized by SEC using THF as eluent. As

shown in Fig. 1, all SEC traces are symmetrical with no residual

macroinitiator, indicating that initiation of styrene by ATRP

occurred efficiently (ESI{).

Finally, these (silylated dextran)-b-PS block copolymers were

readily desilylated under acidic conditions (Scheme 1), affording

the targeted amphiphilic dextran-b-PS block copolymers (8).

In a preliminary study, the self-assembling properties in water of

these diblock copolymers were investigated. Because of its small PS

content, copolymer 1 (Table 1) could be directly dissolved in water

at y90 uC. The nanoparticles thus formed adopted a micelle-like

spherical shape with a diameter of 56 nm, as determined by

dynamic light scattering (DLS) and 50 nm from atomic force

microscopy (AFM) (Fig. 2).

Samples with larger contents in PS could not be directly

transferred in water; they were first dissolved in a DMSO–THF

mixture before slowly substituting water for the organic phase, the

latter being totally removed by dialysis. Depending on the PS

content, various stable morphologies (vesicles and ovoids) could be

clearly identified. For instance, copolymer 4 (Table 1) with its 87%

content in PS exhibited a vesicular morphology as seen by

transmission electron microscopy (TEM) (Fig. 3). DLS and static

light scattering measurements on the same sample afforded a ratio

of 1 for Rg/RH, thus confirming the formation of a vesicle.

Scheme 1 Synthetic strategy to dextran-b-PS block copolymer by ATRP.

Fig. 1 SEC traces in THF of dextran-based macroinitiator and

corresponding (silylated dextran)-b-PS block copolymers (7) obtained by

ATRP.

Table 1 Molecular characteristics of silylated dextran-b-PS
copolymersa

Sample t/min T/uC Mn SEC
b DPn NMR

c PDIb WPS
d (vol%)

1 20 90 17500 5 1.4 11
2 40 90 21500 15 1.4 27
3 20 100 55700 145 1.6 78
4 40 100 82200 270 1.7 87
5 90 100 160000 775 1.9 95
a Polydispersity of silylated dextran 6 is around 1.4. b Determined by
SEC in THF (calibration with PS standards). c Overall composition
determined by 1H NMR spectroscopy knowing the molar mass of
commercial dextran (Mn = 6600 g mol21). d Volume fraction in PS
calculated using a density (dPS = 1.05 and ddextran = 1.63)

3064 | Chem. Commun., 2007, 3063–3065 This journal is ! The Royal Society of Chemistry 2007
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solution gave the initiator as its bromide salt.  The initiator was then coupled to dextran via 

reductive amination.  The reducing-end initiated dextran was then silylated using NH(SiMe3)2 and 

subsequently dissolved in organic solvent for ATRP with styrene.  The resulting block copolymer 

(silylated dextran-b-polystyrene) was fully soluble in organic solvent, which gave the amphiphilic 

block copolymer dextran-b-polystyrene upon hydrolysis of the trimethylsilyl (TMS) groups on 

the backbone of dextran using HCl. 

Similarly, Yagi et al.2 synthesized linear cellulose-b-polystyrene using a commercially 

available amide-terminated ATRP initiator, chloroacetamide.  Reductive amination was 

implemented in a homogenous solvent system of dimethylacetamide (DMAc) LiCl with cellulose 

of varying degrees of polymerization (DP).  After the cellulose-Cl macroinitiator was recovered, 

homogenous ATRP was conducted with styrene from the reducing end of cellulose-Cl in 

DMAc/LiCl.  The synthesis procedure, from the preparation of cellulose-Cl to the homogenous 

ATRP of this macroinitiator with styrene, is illustrated in Figure 4.2.   

 

Figure 4.2.  Synthesis of cellulose-b-polystyrene using chloroacetamide and reductive amidation 
to produce the cellulose-Cl macroinitiator (CA: chloracetamide, st: styrene, PS: polystyrene). 
Reproduced with permission from Yagi et al.2.  
 

In typical ATRP, the polymerization rate increases with initiator
concentration. In copolymerization using cellulose250-Cl, however, it is
difficult to prepare MI solution with a concentration high enough to
achieve a sufficient polymerization rate. Therefore, we used CuBr as
the catalyst instead of CuCl because halogen exchange enhances
the polymerization rate. Growing chains capped with Br have a higher
propagation rate and better polydispersity than those capped with
Cl. These effects are thought to be due to low bond-dissociation
energy of Br.22

Characterization of MI (cellulose-Cl)
Table 1 shows the number-average molecular weight (Mn), the weight-
average molecular weight (Mw) and the polydispersity (Mw/Mn) of
MI, which were phenylcarbanilated before SEC for ultraviolet detec-
tion. Although previous work by Isogai and Usuda32 showed that DP
and the polydispersity of cellulose hydrolyzed with phosphoric acid
were 15.5 and 1.15, respectively, DP and the polydispersity of our
cellulose20-Cl prepared using cellulose hydrolyzed under similar con-
ditions as Isogai and Usuda,32 were 20 and 1.67, respectively, suggest-
ing insufficient hydrolysis of cellulose.

The amounts of CAA incorporated were evaluated by oxygen flask
combustion. The percentages of the modified reducing terminals for
cellulose20 and cellulose50 were estimated to be 57 and 41%, respec-
tively. Chlorine incorporation was undetectable for cellulose250 by the
method. These MIs were copolymerized with styrene.

Kinetic study of cellulose-b-PS block copolymer
Kinetics for the copolymerization of St with cellulose20-Cl as an MI
were also investigated (Figure 1). The relationship between monomer
concentration and radical concentration is as follows.

ln
½M"0
½M"t

¼ kp½P$"t; ð1Þ

where t is the time, [M]t is the monomer concentration at t, [M]0 is
the initial monomer concentration, kp is the propagation constant and
[P*] is the concentration of the active propagating species.

The straight semilogarithmic kinetic plot for ln([M]0/[M]t) and the
linear plot of conversion vs time t indicate that the copolymerization
of St was on the first order with respect to reaction time when the
conversion of monomer was not very high. This suggests that the

concentration of growing radicals remained constant during polymer-
ization. Similar results were obtained from copolymerizaton with the
other MI. Our method enables us to design and produce cellulose-b-
PS with a predetermined molecular weight of PS block.

1H NMR spectrum of cellulose-b-PS block copolymer
The 1H NMR spectrum for the resulting polymer was measured after
displacing the hydroxyl groups in cellulose with acetyl groups to
enhance the polymer’s solubility in the solvent (CDCl3) (Figure 2).
The broad signals at 1.2–1.6 p.p.m. (a) were assigned to the methylene
protons in the PS main chain (-CH2-), and those at 1.7–2.2 p.p.m. (b)
were assigned to the methine proton in the PS main chain (-CH-).
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Table 1 Molecular weights, polydispersity and degree of
polymerization (DP) of phenyl carbanilated macroinitiators

Sample Mn Mw Mw/Mn DP

Cellulose20-Cl 6000 10000 1.67 20

Cellulose50-Cl 14000 24000 1.71 50

Cellulose250-Cl 85000 130 000 1.53 250

Synthesis and characterization of cellulose-b-polystyrene
S Yagi et al
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Amides are less nucleophilic than amines due to a decreased electron density on the nitrogen 

atom from conjugation with the adjacent electrophilic carbonyl group, so the reductive amidation 

step employed by Yagi et al.2 was much slower and less efficient than that of Houga et al.26. The 

weak nucleophilicity of chloroacetamide was reflected in the size exclusion chromatography 

(SEC) elution profiles, where a lower molecular weight peak from the cellulose-Cl macroinitiator 

and/or unreacted cellulose was present in addition to the expected higher molecular weight peak 

from cellulose-b-polystyrene.   

 A recent communication by Verma et al.27 showed that microwave irradiation could 

expedite the reductive amination of dextran by generating aldehyde groups from the reducing-end 

hemiacetal moiety via non-thermal effects. The reductive amination reaction required 4 hours 

instead of 72 hours using BOC-ethylenediamine as the nucleophilic compound. Following 

reductive amination, the BOC-ethylenediamine bound to the reducing-end of dextran was 

deprotected with hydrochloric acid and the terminal -NH2 group was used as a coupling agent 

with poly(D,L-lactide) to produce an amphiphilic dextran-b-poly(D,L-lactide) copolymer. 

 Here, we report on the synthesis of a novel hydrazide-containing alkyl bromide initiator 

for the homogenous Cu(0)-mediated LRP of synthetic monomers from the reducing-end of 

polysaccharides. Because hydrazide functionalities are much more nucleophilic than amides and 

amines, it was hypothesized that this route (Scheme 4.1) would improve both the reductive 

amination step and control over the subsequent polymerization.  
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Scheme 4.1.  Proposed reaction of reducing-end with the LRP initiator (2-bromo-2-
methylpropane hydrazide). This reaction should proceed in the absence of NaBH3CN to give the 
reducing-end initiated polysaccharide in its ring-closed form (bottom right). Adapted from 
Hermanson28. 
 
Furthermore, because hydrazides can form stable adducts with the reducing-end of 

polysaccharides in the absence of reducing agent (e.g., NaBH3CN), this novel initiator could 

facilitate a greener approach to polysaccharide-containing block copolymers. 

4.2 Experimental 

4.2.1 Materials  

2-Bromoacetamide (BA, Aldrich, 98%), isonicotinic hydrazide (isoniazid, Aldrich, 99%), 

ethyl α-bromoisobutyrate (EBiB, Aldrich, 98%), methyl 2-bromopropionate (MBiP, Aldrich, 

98%) were used as received. 

The acid bromide, α-bromoisobutyryl bromide (BriB, Aldrich, 98%); initiator synthesis 

solvent, tetrahydrofuran (THF, Aldrich, 99%); deprotection solvent, ethyl acetate (EtOAc, Fisher, 

reagent grade); polymerization solvent, deuterated dimethyl sulfoxide (DMSO-d6, Aldrich, 

99.96%); protected hydrazide, tert-butyl carbazate (BOC-hydrazine, Aldrich, 98%); 

polysaccharide, dextran (Leuconostoc spp., MW = 5678 g mol-1, MN = 3154, MW / MN = 1.80, 

Sigma-Aldrich); organic base, triethylamine (TEA, Sigma-Aldrich, 99%); deprotection agent, 

hydrogen bromide solution (33 wt.% HBr in acetic acid, Sigma-Aldrich); and reducing agent, 
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sodium cyanoborohydride (NaBH3CN, Aldrich, 95%) were all used as received.  The monomer, 

methyl acrylate (MA, Aldrich, 99%) was passed through a packed column containing basic 

aluminum oxide (Aldrich, ~150 mesh, 58 Å) to remove inhibitor and stored in a refrigerator at 5 

°C prior to polymerizations.  The ligand, tris[2-(dimethylamino)ethyl]amine (Me6-TREN) was 

synthesized according to the methods of Britovsek et al29 and stored in a refrigerator prior to use.  

The mediator, copper wire (Cu(0), 1.55 mm outer diameter), was purchased from The Home 

Depot Canada and washed with concentrated sulfuric acid for 10 minutes and dried under 

nitrogen immediately prior to use.  

4.2.2 Methods  

4.2.2.1 Synthesis of LRP initiator 

Formation of the BOC-protected initiator 

In a 250 mL three-neck round bottom flask containing a magnetic stir bar, BOC-

hydrazine (7.0 g, 53 mmol) followed by approximately 100 mL (88.9 g, 1230 mmol) of 

anhydrous THF was added and stirred.  After the BOC-hydrazine was fully dissolved, TEA (5.37 

g, 7.40 mL, 53 mol) was added and the round bottom flask was connected to a condenser and 

placed inside an ice bath on a stir plate.  Nitrogen was then introduced into the headspace of the 

flask and condenser via an 18-gauge needle in order to eliminate oxygen and residual moisture.  

BriB (12.18 g, 6.55 mL, 53 mmol) was then diluted with about 20 mL with THF and taken up 

into a 50 mL gas-tight syringe (Note: A glass-only plunger was used since rubber seals tended to 

degrade upon contact with BriB solution) and injected drop wise into the reaction flask over 20 

minutes.  The reaction flask was removed from the ice bath following the addition of BriB and 

allowed to reach room temperature and react over the next 48 hours.  A white precipitate of 

triethylammonium bromide (TEAm-Br) was removed by vacuum filtration using a fritted glass 
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filter funnel containing Celite filter-aid equipped on a vacuum flask.  The filtrate containing the 

BOC-protected initiator was then collected and concentrated on a rotary evaporator to give an off-

white powder. Yield = 90%. 1H NMR (400 MHz, CDCl3, ppm): δ = 8.32 (-NH-, Br side), 6.54 (-

NH-, BOC side), 1.98 (-CH3, Br side), 1.47 (-CH3, BOC side). 13C NMR (400 MHz, CDCl3, 

ppm): δ = 172 (-(C=O)-, initiator side), 155 (-(C=O)-, BOC side), 82 (-(C=O)-O-C-(CH3)3), 59 (-

(C=O)-(CBr)-(CH3)2), 32 (-(C=O)-(CBr)-(CH3)2), 28 (-(C=O)-O-C-(CH3)3). 

 

Deprotection of the BOC-protected initiator 

In a 250 mL three-neck round bottom flask containing a magnetic stir bar, the BOC-

protected initiator (5.9 g, 21 mmol) and EtOAc  (60.0 mL, 54 g, 610 mmol) were added and 

stirred to give a clear solution.  After allowing time for the BOC-protected initiator to dissolve, 

HBr solution (6.0 mL, 8.0 g, 2.6 g HBr, 33 mmol HBr) was introduced drop wise into the round 

bottom flask through an open neck using a long pipette since the HBr solution was found to either 

dissolve or react with the brown painted seal in glass syringes as well as the metal portions of 

Teflon syringes.  A white precipitate of the initiator in its ammonium form was visible after about 

10 minutes of stirring following the addition of HBr solution.  The precipitated salt was then 

filtered over a 0.45 µm PTFE membrane on a Büchner funnel inside a vacuum flask.  The 

precipitate was then collected from the filter membrane and washed in excess EtOAc to remove 

excess acid and unprotected BOC-initiator. Yield = 72%. 1H NMR (400 MHz, D2O, ppm): δ = 

1.94 ((CH3)2). 13C NMR (400 MHz, D2O, ppm): δ = 172 (-(C=O)-), 55 (-(C=O)-(CBr)-(CH3)2),  

30 (-(C=O)-(CBr)-(CH3)2).  

4.2.2.2 Reductive amination of LRP initiator with dextran 

In a 20 mL scintillation vial, the hydrazide initiator (1.15 g, 4.40 mmol, 25 eq.) in its 

ammonium form and TEA (0.61 mL, 4.40 mmol, 25 eq.) was added along with a 9:1 v/v solvent 
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mixture of DMSO/water (Millipore).  The vial was mixed on a rotary shaker until cool to the 

touch and clear.  This mixture was then transferred to a 100 mL three-neck round bottom flask 

containing a magnetic stir bar and dextran (1.00 g, 0.176 mmol, 1 eq.) was added followed by 

NaBH3CN (1.38 g, 22.0 mmol, 125 eq.) as the reducing agent.  The reaction flask was then 

transferred to a hot plate and stirred at a constant temperature of 60 °C for 48 hours and room 

temperature for an additional 48 hours.  The resulting reducing end initiated dextran was 

precipitated in excess ethanol and recovered as a fine precipitate after decantation and drying at 

room temperature under vacuum. Excess initiator dissolved in ethanol was removed via 

decantation prior to drying under vacuum. 

4.2.2.3 Cu(0)-mediated living radical polymerization (LRP) 

Copper wire (Cu(0)) was first activated for 10 minutes in concentrated sulfuric acid and 

then rinsed with copious amounts of acetone and dried under a stream of nitrogen prior to use. In 

a 100 mL Schlenk tube containing a magnetic stir bar, methyl acrylate (MA, 2 mL, 1.87 g, 22 

mmol, 255 eq.), 3 mL of DMSO-d6, and activated Cu(0) wire (3 cm, 0.50 g) were added. A stock 

solution of Cu(II)Br2 and Me6TREN was prepared in advance and fully dissolved in DMSO-d6 

using a sonication bath. Then, 1 mL of the Cu(II)Br2 (1 x 10-3 g, 4.4 x 10-3 mmol, 0.052 eq.) and 

Me6TREN (1.5 x 10-2 g, 6.4 x 10-2 mmol, 0.75 eq.) stock solution was added to the Schlenk tube. 

The order of addition into the Schlenk tube was MA, Cu(0), and then 1 mL of the 

Cu(II)Br2/Me6TREN stock solution to give the molar amounts listed above. The mixture was then 

frozen with liquid nitrogen and subjected to three consecutive freeze-pump-thaw cycles. After the 

last freeze-pump-thaw cycle, a nitrogen blanket was introduced into the Schlenk tube. A stock 

solution of the initiator in DMSO-d6 was prepared in advance and bubbled with nitrogen for at 

least 30 minutes prior to addition to the Schlenk tube.  After the Schlenk tube containing the 

degassed Cu(0), MA, Cu(II)Br2, and Me6TREN was fully thawed, 1 mL of the initiator stock 
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solution (0.0854 mmol, 1 eq.) was added via a degassed syringe to give a final DMSO-d6 volume 

of approximately 5 mL. The polymerization was allowed to proceed at 25 °C in a thermostatted 

oil bath with periodic sampling for 1H-NMR (conversion) and SEC (molecular weight) analysis. 

4.2.3 Characterization  

4.2.3.1 Size Exclusion Chromatography (SEC) 

Samples were withdrawn at recorded intervals from the polymerization flask with a 

degassed syringe, then injected into open 20 mL scintillation flasks prior to SEC analysis. 

Polymer samples were dried, weighed, and dissolved in approximately 2 mL of THF to give a 

concentration of about 20 mg·mL-1.  After complete dissolution, the samples were filtered through 

0.2 µm nylon syringe filters into auto-sampler vials for Linear Size Exclusion Chromatography 

(LSEC). 

LSEC was performed using a Waters 2690 separation module and a model 410 

differential refractometer.  Five Waters Styragel HR columns (HR5.0, HR4.0, HR3.0, HR1.0, and 

HR0.5) in series were used at a constant temperature of 40 °C.  Distilled THF was used as eluent 

at a flow rate of 1.0 mL min-1.  The LSEC system was calibrated using narrow molecular weight 

poly(styrene) standards ranging from 374 to 400 × 103 g mol-1
. The Mark-Houwink-Kuhn-

Sakurada parameters used for the poly(styrene) standards were K = 1.14 × 10-4 dL g-1
 and a = 

0.716.30 Similarly, for poly(methyl acrylate), K = 19.5 × 10-5  dL g-1 and a = 0.660.31  

4.2.3.2 Nuclear Magnetic Resonance (NMR) 

 1H-NMR and Heteronuclear Single-Quantum Correlation (HSQC) spectroscopy were 

performed on a 400 MHz Bruker Avance instrument (Bruker BioSpin GmbH) in CDCl3, DMSO-

d6, or D2O.  A total of 32 and 8 scans per spectrum were recorded for the 1H and HSQC spectra, 
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respectively. For 13C-NMR, 3000 scans and a relaxation delay of 3 seconds were used to enhance 

the intensity of tertiary carbon centres. Conversion was estimated by comparing the integral of 

the vinyl bonds from approximately 6.1 and 5.2 ppm to the constant amount of methoxy protons 

(of MA and pMA) between approximately 3.5 and 2.9 ppm. Samples were withdrawn at recorded 

intervals from the polymerization flask with a degassed syringe, then injected into an NMR tube 

and frozen in liquid nitrogen (to stop the polymerization) prior to 1H-NMR analysis. 

4.2.3.3 Attenuated Total Reflectance Fourier Transform Infrared (ATR FT-IR) 

Spectroscopy 

 Fourier Transform Infrared (FT-IR) spectroscopy was performed on a Thermo Scientific 

Nicolet 6700 instrument using an Attenuated Total Reflectance (ATR) accessory equipped with a 

diamond crystal.  A total of 64 scans were co-added per spectrum with a background spectrum of 

air taken between successive samples. Constant pressure was applied to the sample on the 

diamond crystal using a hand-tightened anvil. 

4.3 Results and Discussion 

4.3.1 Activity of amides, amines, and hydrazides: 2-bromoacetamide model experiment 

In order to introduce an alkyl halide initiating moiety at the reducing-end of 

polysaccharides, reductive amination (or amidation) has typically been performed using 

bifunctional alkyl halide initiators. A model NMR experiment was first conducted to assess the 

rapidity and ease to which 2-bromoacetamide (i.e., an amide) or isoniazid (i.e., a hydrazide) could 

be attached to cellobiose (Table 4.1). Cellobiose is a β(1-4) linked anhydroglucose oligomer 

consisting of two units. Higher molecular weight anhydroglucose polysaccharides, like cellulose, 
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have a lower quantity of reducing-ends for the same mass of polymer, resulting in poor resolution 

of the reducing-end signals in 1H-NMR. 

Table 4.1.  Summary of NMR experiments conducted with 2-bromoacetamide (BA) and 
isoniazid (a hydrazide). 

Entry Stoichiometry 
(NU:RA:CB) Duration 

mol 𝜷-OH
mol 𝜶-OH

  

(%)* 
Comments 

BA1 1:1:1 24 hours 18 10 wt.% CB in 
water 

BA2 2:2:1 24 hours 55 10 wt.% CB in 
water 

BA3 1:1:1 7 days 80 10 wt.% CB in 
water 

Isoniazid 1:0:1 24 hours 83 5 wt.% CB in 
water  

All reactions conducted at 70 °C and magnetic stirring. NU: 2-bromoacetamide or isoniazid, BA: 
bromoacetamide, RA: NaBH3CN, CB: cellobiose. 

* Estimated via 1H-NMR as a percentage of the reducing end β-hydroxyl substitution compare to α-
hydroxyl substitution (integral β divided by integral α); due to the anomeric effect, the amine or hydrazide 
attached to the reducing end of cellobiose will prefer the axial position, thus increasing the ratio of 
remaining beta/alpha (equatorial/axial) hydroxyls. 

 

Quantitative conversions of cellobiose reducing-ends to cellobiose-amide and cellobiose-

hydrazide conjugates were observed via 1H-NMR by monitoring the reducing-end protons32 of 

cellobiose, equatorial (β) hydroxyl at δ = 6.7 ppm and axial (α) hydroxyl at δ = 6.3 ppm as shown 

in Figure 4.3.  
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Figure 4.3.  Chemical structure and representative 1H-NMR spectrum of cellobiose and its 2-
bromoacetamide derivative. Conversion of the reducing end hydroxyl groups to amide derivatives 
can be evidenced by the decreased intensity of the α hydroxyl substituent. 

 

According to the “reverse” anomeric effect, the equatorial (β) hydroxyl substituent is 

more likely to be substituted by a bulky or positively charged amine or hydrazide adduct due to 

electronic or steric effects.33 However, Perrin33 showed that this was not the case and that most 

amine-containing substituents still preferred the axial (α) position only insofar as the effect of 

steric hindrance forces them to migrate towards equatorial. This conclusion was confirmed by 

early experiments where the chemical shift due to the α hydroxyl markedly decreased due to 

substitution with 2-bromoacetamide or isoniazid. As expected, isoniazid was observed to react 

much more readily than 2-bromoacetamide, even in the absence of reducing agent. These 

preliminary experiments provided the motivation to explore a hydrazide-containing Cu(0)-

mediated LRP initiator.  

 

Amide 

β-OH α-OH 

Amide region 

α/β-OH 
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4.3.2 Initiator synthesis 

Several routes were attempted towards the synthesis of a nucleophilic initiator for Cu(0)-

mediated LRP (see Table 4.2). The first route attempted to substitute the ethoxy, methoxy, or acid 

bromide functionality of EBiB, MBiP, and BriB with anhydrous hydrazine. Due to highly 

reactive nature of these reagents, extra caution was exercised while performing these 

experiments. The substitution of the ethoxy group of EBiB or the methoxy group of MBiP with 

hydrazine at low temperatures showed no formation of the desired product.  The reaction of EBiB 

and MBiP with hydrazine at higher temperatures (e.g. 30 to 70 °C) also failed due to the 

preferential substitution of the alkyl bromide with hydrazine.  Syntheses involving BriB and 

hydrazine tended to fail because of the uncontrolled formation of the disubstituted compound 2-

bromo-N'-(2-bromo-2-methylpropanoyl)-2-methylpropane hydrazide (Scheme 4.2). 

 

 
Scheme 4.2.  Undesired disubstituted compound 2-bromo-N'-(2-bromo-2-methylpropanoyl)-2-
methylpropane hydrazide. 

 

To mitigate the formation of this disubstituted product, molar equivalents of hydrazine to 

BriB were used, in addition to reducing the reaction temperatures using ice or frozen EtOH. 

Despite these efforts, the formation of the desired hydrazide-based initiator remained difficult 

using BriB and hydrazine.  

The use of tert-butyl carbazate (BOC-hydrazine) was ultimately chosen due to its high 

conversions and safe handling. Reactions involving molar equivalents of BOC-hydrazine with 

Br

HN NH

BrOO

2-bromo-N'-(2-bromo-2-methylpropanoyl)-2-methylpropanehydrazide
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BriB gave excellent yields of the BOC-protected initiator, tert-butyl 2-(2-bromo-2-

methylpropanoyl)hydrazine carboxylate  (Scheme 4.3) 

 

 
Scheme 4.3. Chemical structure of the BOC protected initiator (tert-butyl 2-(2-bromo-2-
methylpropanoyl)hydrazine carboxylate, top) and the desired hydrazide-containing initiator (2-
bromo-2-methylpropane hydrazide, bottom). 
 

Typical 1H-NMR and 13C-NMR spectra of the BOC-protected initiator are shown in Figure 4.4 

and Figure 4.5, respectively.  
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Figure 4.4.   1H-NMR (400 MHz, CDCl3) spectrum of the BOC-protected LRP initiator, tert-
butyl 2-(2-bromo-2-methylpropanoyl)hydrazine carboxylate synthesized using the IS17 method. 

 

 
Figure 4.5.  13C-NMR (400 MHz, CDCl3) spectrum of the BOC-protected LRP initiator, tert-
butyl 2-(2-bromo-2-methylpropanoyl) hydrazine carboxylate synthesized using the IS17 method. 
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In addition to a high yield of around 90%, excellent purity of the BOC-protected initiator was 

attained, as evidenced by the integral of the methoxy region at 1.94 ppm in Figure 4.4. This 

methoxy peak corresponds to the (-CH3)2 protons of the alkyl bromide, with an integral of 5.81 

compared to 6.00 for a 100% purity (~97% purity).  

Table 4.2.  List of the various initiator syntheses attempted in this study. Entry IS17 was chosen 
as the most appropriate route towards the hydrazine-containing LRP initiator.  

Entry Alkyl 
bromide Nucleophile Stoichiometry Conditions Comments 

IS1 EBiB Hydrazine 1:1 EtOH 
0 °C to RT 
24 hours 

No reaction 

IS2 EBiB Hydrazine 1:1 MeOH 
0 °C to RT 
24 hours 

No reaction 

IS3 BriB Hydrazine 1:1 MeOH 
0 °C to RT 
24 hours 

Uncontrolled reaction of BriB with 
MeOH gave majority of undesired 
product 

IS4a EBiB Hydrazine 1:1 MeOH 
30 °C 
24 hours 

Gave yellow solution, preferential 
reaction with alkyl bromide 

IS4b EBiB Hydrazine 1:1 EtOH 
30 °C 
24 hours 

Gave yellow solution, preferential 
reaction with alkyl bromide, precipitate 
formed, likely hydrazine bromide salt 

IS5 EBiB Hydrazine 1:1 MeOH/wate
r (2:1) 
30 °C 
24 hours 

Small amount of product formed, 
evidenced by carbonyl region in 13C-
NMR 

IS6 EBiB Hydrazine  1:1 Water 
0 °C to RT 
24 hours 

No methyl peaks indicative of alkyl 
bromide; preferential substitution at alkyl 
bromide with hydrazine 

IS7a EBiB Hydrazine 1:1 EtOH 
RT to 30 °C 
24 hours 

Broad peak due to hydrazine salt 
formation, alkyl bromide likely 
substituted 

IS7b EBiB Hydrazine 1:1 iPrOH 
RT to 30 °C 
24 hours 

Precipitate formed, broad peak due to 
hydrazine salt formation, alkyl bromide 
likely substituted 

IS8 MBiP Hydrazine 1:1 EtOH 
RT 
24 hours 

Large amount of white precipitate 
formed in flask of hydrazine salt 

IS9 MBiP Hydrazine 1:1 EtOH 
RT 
24 hours 

Larger scale duplicate of IS8, large 
amount of white precipitate formed in 
flask of hydrazine salt 

IS10 EBiB Hydrazine 1:1 THF No reaction, even after 3 days 
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RT 
24 hours 

IS11 BriB Hydrazine 1:1 THF, TEA 
0 °C to RT 
30 hours 

Limited solubility of hydrazine in THF, 
uncontrolled amount of disubstituted 
produced, multiple methyl proton 
environments 

IS12 BriB Hydrazine 1:1 THF, TEA 
0 °C to RT 
24 hours 

Larger scale duplicate of IS11, limited 
solubility of hydrazine in THF, 
uncontrolled amount of disubstituted 
produced, multiple methyl proton 
environments 

IS13 BriB Hydrazine 1:1 THF 
0 °C to RT 
24 hours 

Duplicate of IS12 without TEA, salt 
formed with amine of initiator, limited 
solubility of hydrazine in THF, 
uncontrolled amount of disubstituted 
produced, multiple methyl proton 
environments 

IS14 EBiB Hydrazine 1:1 THF 
Reflux at 70 
°C under N2 
24 hours 

Duplicate of IS13 but under reflux at 70 
C, definite substitution of alkyl bromide 
with hydrazine and/or formation of 
hydrazine bromide salt 

IS15 EBiB Hydrazine 1:1 THF 
Reflux at 70 
°C under N2 
24 hours 

Larger scale duplicate of IS14, definite 
substitution of alkyl bromide with 
hydrazine and/or formation of hydrazine 
bromide salt 

IS16 BriB BOC-
hydrazine 

1:1 THF, TEA 
0 °C to RT 
24 hours 

Quantitative formation of BOC-protected 
initiator formed under controlled 
conditions, retention of alkyl bromide 
functionality 

IS17 BriB BOC-
hydrazine 

1:1 THF, TEA 
0 °C to RT 
24 hours 

Duplicated of IS16, quantitative 
formation of BOC-protected initiator 
formed under controlled conditions, 
retention of alkyl bromide functionality 

IS19 BriB Hydrazine 1:1 THF, TEA 
0 °C to RT 
3 hours 

Limited solubility of hydrazine in THF, 
uncontrolled amount of disubstituted 
produced reduced by short reaction time, 
multiple methyl proton environments, 
product oil was cloudy when dissolved in 
CDCl3 – suggests formation of desired 
product 

IS20 BriB Hydrazine 1:1 CH2Cl2, 
TEA 
0 °C to RT 
24 hours 

THF added to precipitate TEA-salt from 
solution, rotavap of solution gave very 
viscous brown product (more so than 
IS19), large distribution of methyl peaks 
due to uncontrolled reaction with 
dichloromethane 

IS21 BriB Ethylene-
diamine 

1:1 THF, TEA 
0 °C to RT 
20 hours 

Uncontrolled formation of disubstituted 
product  
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The BOC-protected initiator required a strong acid for deprotection. Various deprotection acids 

were attempted, including hydrochloric, phosphoric, and hydrobromic acid. Phosphoric acid was 

used as a deprotection acid because of its relatively mild nature and specificity towards BOC 

hydrolysis.34 Unfortunately, the product recovery step was difficult since the aqueous system (85 

wt.% aqueous H3PO4) supported the dissolution of the initiator in its salt form, and since aqueous 

phosphoric acid has a low vapour pressure and cannot be readily removed in vacuo. Hydrochloric 

acid was also tried as the deprotection acid because it was readily available in the lab, but 

concerns over the retention of the labile bromide functionality in the presence of chloride anions 

caused the migration to hydrobromic acid. Hydrobromic acid (33 wt.% HBr in acetic acid) was 

therefore used since it cannot introduce an alkyl chloride functionality and will yield the initiator 

in its HBr salt form as a white precipitate in ethyl acetate, along with the liberation of CO2 and 

isobutylene from the hydrolyzed BOC group. This approach using HBr solution to deprotect the 

initiator was borrowed from Houga et al.26. After deprotecting, the hydrazide initiator in its HBr 

form was dried over a Teflon filter membrane.  The final synthesis protocol for the novel 

hydrazide-containing initiator 2-bromo-2-methylpropanehydrazide HBr is summarized in Scheme 

4.4. 
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Scheme 4.4.  Synthesis protocol for the novel hydrazide-containing initiator 2-bromo-2-
methylpropane hydrazide in its HBr salt form. 

 

On one occasion, the initiator turned a deep orange colour upon contact with a stainless 

steel spatula (possibly carrying some moisture from the humid air in the laboratory). 1H-NMR of 

the orange substance confirmed that the alkyl halide bond was breaking, thus releasing free 

bromine giving the otherwise white precipitate an orange colour. In this case, the alkyl halide 

bond was likely reacted upon by the hydrazide functionality of a different initiator molecule (see 

Table 4.3).  

Table 4.3.  Structures and NMR chemical shift predictions of the desired and undesired products 
observed following the deprotection of the BOC-protected initiator. 

Compound Structure (1H-NMR Prediction) Structure (13C-NMR 
Prediction) 

Desired product 

  

Major undesired side-

product 
  

Note: The numbers next to protons and carbons are the ChemDraw predicted 1H-NMR and 13C-NMR 
chemical shifts, respectively. Predictions in blue correspond to a good estimate while red corresponds to a 
rough estimate; chemical shifts associated with amines are more difficult to predict. 
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The chemical shifts at 1.4 ppm in the 1H-NMR spectrum of the hydrazide-containing initiator in 

D2O (see Figure 4.6) can be assigned to the methyl protons adjacent to the tertiary carbon that 

underwent substitution of bromine with a hydrazide from a different initiator molecule. The 13C-

NMR spectrum of the initiator confirms the presence of these molecules that underwent inter-

initiator coupling, where a chemical shift corresponding to the hydrazide-substituted tertiary 

carbon centre appears at 73 ppm. The methyl groups of this major side-product can also be 

observed in the 13C-NMR spectrum at 26 ppm and likewise the carbonyl of this undesired product 

at 177 ppm. In an effort to determine whether this unwanted side-reaction could be avoided, an 

NMR experiment was conducted whereby the BOC-protected initiator was first dissolved in 

MeOD and then deprotected using p-toluenesulfonic acid in an NMR tube. In this manner, the 

effect of solvent and acid could be elucidated. Unfortunately, the same inter-initiator coupling 

pattern was observed in both the 1H and 13C-NMR spectra of this deprotection reaction using p-

toluenesulfonic acid. A hydrazide-substituted tertiary carbon centre was observed at 74 ppm and a 

new set of methyl environments between 1.5 and 1.0 ppm. This NMR experiment suggests that 

the inter-initiator coupling between the hydrazide functionality of one initiator molecule and the 

alkyl bromide of a neighbouring initiator molecule occurs independent of the chosen deprotection 

acid or solvent. The recovered HBr salt of 2-bromo-2-methylpropane hydrazide was readily 

soluble in D2O, giving the 1H-NMR and 13C-NMR spectra shown in Figure 4.6 and Figure 4.7, 

respectively.  



 

 

110 

 
Figure 4.6.  1H-NMR (400 MHz, D2O) of the hydrazine-containing LRP initiator, 2-bromo-2-
methylpropane hydrazide. Two methyl proton environments were evidenced, -CBr-(CH3)2 at 1.9 
ppm and -NH-CH-(CH3)2 at 1.4 ppm. 

 

 

 
Figure 4.7.  13C-NMR (400 MHz, D2O) of the hydrazine-containing LRP initiator, 2-bromo-2-
methylpropane hydrazide showing chemical shifts of both the desired and undesired products 
following deprotection. See experimental section for assignments. 
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Despite the aforementioned stability issues, 2-bromo-2-methylpropane hydrazide appeared (via 

NMR) to retain some of its alkyl bromide functionality following deprotection with HBr solution. 

Infrared spectroscopy was also used to observe the fundamental vibration modes of the 

compounds described above. ATR FT-IR spectra of the BOC-protected initiator, deprotected 

initiator, reducing-end initiated dextran, and virgin dextran are shown in Figure 4.8. 

 
Figure 4.8.  ATR FT-IR spectra of A: the BOC-protected initiator, B: the deprotected initiator in 
its HBr salt form, C: dextran initiated at its reducing-end with the deprotected initiator, and D: 
virgin dextran. 

 

The ATR FT-IR spectrum of the BOC-protected initiator (Figure 4.8, spectrum A) shows two 

carbonyl vibration modes around 1700 cm-1 that collapse into a single carbonyl vibration mode 

(albeit with a shoulder peak to the left of the major carbonyl peak due to the inter-initiator 

coupling) after the initiator was deprotected (Figure 4.8, spectrum B). A broad C-H and N-H 

stretching mode can be observed for the BOC-protected initiator between 3400 and 2800 cm-1 

(Figure 4.8, spectrum A) whereas for the deprotected initiator, a broad peak can be observed from 
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3500 to 2400 cm-1 due to the N-H stretching of the -NH3
+ cation produced after treatment with the 

HBr solution. The alkyl bromide functionality can be observed for both the BOC-protected and 

deprotected initiator in the region spanning 690 to 515 cm-1. For the reducing-end initiated 

dextran (Figure 4.8, spectrum C) and the virgin dextran (Figure 4.8, spectrum D), these alkyl 

bromide vibration modes are unfortunately obscured by the vibration modes of dextran. However, 

a strong aliphatic C-H stretching mode can be observed just under 3000 cm-1 in the spectrum for 

the reducing-end initiated dextran (Figure 4.8, spectrum C) whilst this strong peak is absent from 

the virgin dextran sample (Figure 4.8, spectrum D). This suggests the presence of additional 

alkane functionalities in the reducing-end initiated dextran, possibly due to the successful 

coupling of the initiator with dextran. In addition, a strong peak can be observed around 900 cm-1 

for all spectra, except for virgin dextran, which is likely due to the C-N stretching mode of 

materials containing a hydrazide functionality. These ATR FT-IR results support the proposed 

structure of the hydrazide-containing initiator. Moreover, these data also suggest that a hydrazide 

functionality was successfully introduced at the reducing-end of dextran, although the retention of 

the alkyl halide functionality cannot be confirmed. The success of the reductive amination was 

further studied through 1H-NMR experiments, as discussed in the following section. 

4.3.3 Reductive amination 

Reductive amination was carried out using the HBr salt of the hydrazide initiator shown 

in Scheme 4.4. Experimental details are provided in the experimental section above. In general, 

excess initiator and excess reducing agent (NaBH3CN) were added to a solution containing 

organic base (triethylamine) and the polysaccharide (dextran). Organic base was needed since the 

initiator was in an acidic salt form. The progress of the reductive amination was monitored via 

1H-NMR by observing the disappearance of the anomeric proton signals, as shown in Figure 4.9. 
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Figure 4.9.  1H-NMR spectra of virgin dextran before (bottom) and dextran after (top) reductive 
amination with 2-bromo-2-methylpropane hydrazide.  

 

The disappearance of the α and β hydroxyl protons at 6.6 and 6.3 ppm, respectively, can be 

observed from the 1H-NMR spectrum following reductive amination.  The 1H-NMR of the 

reductively aminated dextran also shows slight evidence of alkyl halide methyl protons in the 

vicinity of 1.9 ppm. Because this methyl proton environment was similar to that observed for the 

initiator alone in D2O, it was assumed that the hydrazide-based initiator was successfully attached 

to the reducing end of dextran. However, this methyl peak was much smaller than that of 

observed by Houga et al.26, which suggests that while the reducing-end of dextran was 

successfully substituted, the attached compound had markedly less alkyl bromide character than 

the initiator prior to reductive amination. In the presence of strong reducing agents like NaH, 

hydrazide-like compounds have been found to undergo cyclization, which results in the 

substitution of the alkyl bromide with the terminal -NH2 of the hydrazide (see compound 14, 

Scheme 4 in Greenhill et al.35). A similar reaction might occur with 2-bromo-2-
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methylpropanehydrazide during reductive amination in the presence of NaBH3CN. Unfortunately, 

further analysis has not yet been undertaken to provide evidence in favour or against this 

proposed side-reaction. The dextran-based initiators used in the subsequent Cu(0)-mediated LRP 

step were synthesized in the presence of NaBH3CN. 

 In addition to the standard reductive amination conditions outlined above, an NMR 

experiment was conducted whereby 2-bromo-2-methylpropane hydrazide was attached to the 

reducing-end of dextran in the absence of reducing agent (NaBH3CN). Under reducing-agent free 

conditions, the equatorial beta position has been shown to be preferred by hydrazide 

compounds.36 The HSQC spectra of the reductive amination of dextran with 2-bromo-2-

methylpropane hydrazide after 4 days in the presence and absence of NaBH3CN are shown in 

Figure 4.10.  

 
Figure 4.10.  HSQC spectra of dextran initiated at its reducing-end with 2-bromo-2-
methylpropane hydrazide conducted in the presence (left) and absence (right) of NaBH3CN. 
Protons corresponding to the hydrazide-functionalized reducing-end in its closed-ring form are 
circled in the spectrum on the right. 

 

For both experiments in Figure 4.10, the reducing-end -OH groups were absent in 1H-NMR (data 

not shown), indicating quantitative coupling of the hydrazide group. It can be observed from the 

2D HSQC spectra of the reductive amination of dextran with of 2-bromo-2-
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methylpropanehydrazide that, in the absence of NaBH3CN, a new proton environment at δ = {4.9, 

91} ppm appears.  This new proton environment can be attributed to the reducing-end proton of 

glucopyranose in the ring-closed form adjacent to the N’ substituted hydrazide initiator (see 

Scheme 4.1). The fidelity of the alkyl bromide group following reductive amination in the 

absence of NaBH3CN was the subject of the next experiment. 

 An additional experiment was conducted involving the reductive amination of dextran (1 

mol eq.) with 2-bromo-2-methylpropane hydrazide (5 mol eq.) in the absence of NaBH3CN and at 

room temperature. This reductive amination was monitored via 1H-NMR, as shown in Figure 

4.11. 

 
Figure 4.11.  1H-NMR spectra showing the reductive amination of dextran with 2-bromo-2-
methylpropane hydrazide in the absence of NaBH3CN and at room temperature. 1H-NMR spectra 
are given, (400 MHz, DMSO-d6), A: 2-bromo-2-methylpropane hydrazide, triethylamine, 
dextran, DMSO-d6 after approximately 4 days of reaction time; (300 MHz, DMSO-d6), B: 2-
bromo-2-methylpropane hydrazide, triethylamine, dextran, DMSO-d6 after approximately 2 
hours of reaction time, C: 2-bromo-2-methylpropane hydrazide HBr. 
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After about 2 hours of reaction time, it was observed (Figure 4.11) that the methyl environment 

between 2.5 ppm and 1.5 ppm was absent after adding 2-bromo-2-methylpropane hydrazide to 

the solution containing dextran and triethylamine in DMSO-d6. After 4 days, the spectrum of the 

reductive amination was almost unchanged from the same reaction after just 2 hours. Because this 

experiment was conducted in DMSO-d6, it is possible that the reduction of the alkyl bromide 

occurred as outlined by Hutchins et al..37 Furthermore, the hydrazide functionality could undergo 

substitution reaction with the alkyl halide, as described by Hendrickson and Sternback.38 

Regardless of the source of instability, the possibility remains that the reactivity of the hydrazide 

functionality could lead to numerous possible side-reactions involving the alkyl bromide moiety.  

 The reductive amination of dextran with 2-bromo-2-methylpropane hydrazide proved to 

be relatively successful, although the retention of the active alkyl bromide functionality could not 

be fully confirmed. Despite these troubles, Cu(0)-mediated LRP of this reducing-end initiated 

dextran was attempted, as will be discussed in the subsequent section. 

4.3.4 Cu(0)-mediated Living Radical Polymerization (LRP) 

4.3.4.1 Control experiment with ethyl α-bromoisobutryate (EBiB) 

A control experiment was designed using a commercially available alkyl bromide 

initiator (EBiB) to mimic the conditions under which the dextran-based initiator would be 

polymerized. A commercially available initiator was chosen because the dextran-based initiator 

was not synthesized in high quantities. In this manner, optimization of the polymerization 

conditions could be expedited without requiring great quantities of the more expensive hydrazide-

based initiator. Furthermore, Cu(0)-mediated LRP in DMSO using EBiB has been widely 

reported in literature.16,39,17 The appropriate amount of solvent and monomer was determined by 

adding the dextran-based initiator (approx. 285 mg) to 2 mL of MA (the monomer) to give a 
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heterogeneous mixture. DMSO-d6 (the polymerization solvent) was then added until the solution 

became clear. The appropriate amount of DMSO-d6 was determined to be 5 mL. DMSO-d6 was 

used since samples were periodically withdrawn from the polymerization solution for conversion 

estimation using 1H-NMR analysis (neat). Moreover, DMSO-d6 is much drier than regular 

DMSO because it comes in a sealed vial. Dry DMSO-d6 ensured that the Cu(0)-mediated LRP 

proceeded in the absence of large quantities of water, which also eliminated the broad chemical 

shift of water at 3.3 ppm in the 1H-NMR spectra. The final concentration of initiator in both 

experiments containing EBiB as the initiator and the reducing-end initiated dextran were 

approximately 0.0121 mol·L-1. Full experimental details are given in the corresponding section 

above. It should be noted that a similar polymerization was attempted in the absence of Cu(II)Br2, 

but the reaction terminated at low conversions (~42%) due to the lack of deactivating species that 

would otherwise control the polymerization. 

The molecular weight distributions (MWDs) of the Cu(0)-mediated LRP of EBiB in the 

presence of initial quantities Cu(II)Br2 are shown in Figure 4.12.  
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Figure 4.12.  Progression of the MWD with respect to conversion for the EBiB initiated Cu(0)-
mediated LRP of MA. *N/A: The NMR tube containing sample 4 broke, so conversion data was 
not determined for this sample. 

 

The MWD of the polymer initiated by EBiB increased with conversion up until about 87% where 

termination began to manifest as a higher molecular weight shoulder. Figure 4.13 shows the Mn 

and dispersity (Mw / Mn) calculated via GPC as a function of conversion. 
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Figure 4.13.  Mn and Mw / Mn as a function of conversion for the EBiB initiated Cu(0)-mediated 
LRP of MA. 

 

For this Cu(0)-mediated LRP with EBiB, the dispersity remained low and the Mn grew linearly 

with conversion. Good control was observed since the dispersity remained well below 1.2 for the 

duration of the polymerization. The Mn and dispersity of the polymer at approximately 91% 

conversion was 2.67 × 104 g·mol-1 and 1.15, respectively. Significant termination was evident 

after about 66 minutes from the point of 91% conversion where the conversion only increased to 

95%. The final Mn and dispersity of the polymer at 95% conversion was 2.92 × 104 g·mol-1 and 

1.20, respectively. The Cu(II)Br2 added at the beginning of the polymerization appeared to 

improve control, which mitigated termination until very high conversions of about 90% were 

reached. A plot describing the kinetics of the polymerization is shown in Figure 4.14. 
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Figure 4.14.  Semi-logarithmic plot of ln([M]0/[M]) as a function of time. Conversion as a 
function of time is also shown on the secondary axis. The last data point was omitted due to 
significant effect of termination on the concentration of radicals at 95% conversion. 

 

The polymerization was observed to reach over 90% conversion in less than 2 hours. Finally, the 

initiator efficiency (Ieff) was estimated to be 75% by dividing the final Mn, calculated by GPC, 

with the theoretical final Mn, estimated by [M]0/[I] where [M]0 and [I] are the initial monomer 

(MA) and initiator (EBiB) concentrations, respectively. This comparison of GPC Mn and 

theoretical Mn are summarized in Figure 4.15. 
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Figure 4.15.  Comparison of Mn estimated by GPC and theoretical Mn estimated by the ratio 
[M]0/[I]. The line corresponds to perfect agreement between both Mn GPC and Mn theoretical.   

 

The Mn was observed to follow the theoretical Mn quite closely at low molecular weights, but 

deviated as Mn increased. A reasonable initiator efficiency of 75% was observed. This preliminary 

control experiment involving low concentrations of EBiB showed good control and livingness, 

even at high conversions. Motivated by these results, the reducing-end initiated dextran was used 

instead of EBiB, at the same concentration and under identical reaction conditions.  

4.3.4.2 Attempted polymerization with reducing-end initiated dextran 

The same procedure that was used for EBiB was used for the reducing-end initiated 

dextran. No appreciable conversion of monomer to polymer was detected over the course of 5 

hours. A duplicate experiment was conducted that also gave no quantifiable amount of polymer. 

However, a visible amount of precipitate formed after leaving the reaction mixture for over 3 

days exposed to air. The copper wire was left in the polymerization solution during this extended 

period of time and it was noticed that a corona of precipitate had formed on the surface of the 
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copper wire, which appeared to be polymer. This substance was insoluble in DMSO, DMF/LiBr, 

and THF. A sample was taken for 1H-NMR in DMSO-d6 whereby a dark green precipitate settled 

to the bottom of the NMR tube.  In CDCl3, a cloudy mixture formed and showed evidence of 

polymeric methoxy protons as well as backbone CH2 protons, as shown in Figure 4.16. 

 
Figure 4.16.  HSQC (400 MHz, CDCl3) spectrum of the precipitate recovered from 
polymerization containing the reducing-end initiated dextran after leaving the flask open to air for 
several days. 

 

While the above NMR spectrum of the recovered precipitate from the polymerization showed 

evidence of pMA polymer, it cannot be concluded whether or not this pMA was formed as a 

copolymer with the reducing-end initiated dextran or if it was simply due to autopolymerization 

of the uninhibited MA under quiescent conditions. Because this material was insoluble in 

DMF/LiBr or THF, SEC analysis could not be performed. 

methoxy protons 
(MA and pMA) 

DMSO 

vinyl protons (MA) 
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4.4 Conclusion and Recommendations 

 The attempted synthesis of a novel hydrazide containing LRP initiator, 2-bromo-2-

methylpropane hydrazide was ultimately unsuccessful due to the absence of an alkyl bromide 

moiety required for initiating LRP. Although the resulting hydrazide could not initiate a 

polymerization, it was found to react quite effectively at the reducing end of dextran. Quantitative 

yields were observed for the reaction between the hydrazide and the reducing end, but the 

presence of the terminal alkyl bromide moiety was not evidenced. Cu(0)-mediated LRP of MA 

was successfully conducted using relatively low concentrations of the commercially available 

initiator EBiB. This LRP with EBiB showed controlled/living character towards high conversions 

(~90%), giving low dispersity polymers in under two hours. The same polymerization conditions 

were used for the dextran-based initiator; however, no conversion was observed and the 

polymerization was deemed to be a failure. A precipitate was observed in the Schlenk flask and 

around the copper wire after letting the polymerization solution stand for days open to air. NMR 

analysis of this material showed protons reminiscent of pMA, but whether this pMA was 

generated by the 2-bromo-2-methylpropane hydrazide moiety attached to the reducing end of 

dextran or whether this pMA was simply an artifact of autopolymerization is still open to debate.  

 Despite the inconclusive nature of the Cu(0)-mediated LRP experiment, the hydrazide-

containing LRP initiator developed herein still holds potential to expedite the reductive amination 

step, which currently hinders the facile production of polysaccharide-containing block 

copolymers. A better understanding of the kinetics of dextran-based initiator system would help 

to design a successful Cu(0)-mediated polymerization experiment. The activation kinetics of this 

new initiator system could be elucidated by following the methods of Tang et al..40 Once the 

appropriate kact value of the reducing-end initiated dextran has been determined in relation to 

EBiB, a controlled Cu(0)-mediated LRP could potentially be designed. Simulations based on 
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different polymerization conditions and recipes could also be implemented using software such as 

PREDICI® (Wulkow CiT GmbH).  

An alternative approach could be also implemented to produce the desired 

polysaccharide-containing amphiphiles. Linear synthetic polymers produced using Cu(0)-

mediated LRP (or any other polymerization technique that produces electrophile-terminated 

polymers) can be modified under base catalysis with cysteamine hydrochloride to give an amine 

terminated synthetic polymer, as shown in Scheme 4.5. 

 
Scheme 4.5.  Alternative route towards the synthesis of block copolymers containing synthetic 
and polysaccharide segments. Cysteamine hydrochloride is used as a coupling agent between the 
synthetic and polysaccharide blocks in a grafting approach. 

 

This “grafting” approach would use the commercially available compound cysteamine 

hydrochloride, thus eliminating specialized initiators. Possible weaknesses of this grafting 

approach, however, are the slow reaction kinetics between the chain-end of two large polymers 

and the requirement of DMSO/TBAF in the last step, which might limit the solubility of some 

synthetic polymers. Despite these weaknesses, the alterative approach outlined above is generally 

more facile than grafting synthetic polymers from the reducing-end of a polysaccharide and could 

produce a library of amphiphilic copolymers with tuneable self-assembly behaviour.  
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Chapter 5 

Polysaccharide-stabilized Core Cross-linked Polymer Micelle Analogues 

Significant portions of this chapter were accepted for publication in Polymer Chemistry on 

January 28, 2011 (DOI: 10.1039/C2PY00601D). 

Abstract 

A novel approach is presented for the synthesis of block-copolymers that resemble the 

structural architecture of a core cross-linked micelle. Because the approach in Chapter 4 was 

unsuccessful, an alternative approach towards the synthesis of amphiphilic polysaccharide-

containing copolymers was attempted using commercially available materials. The polymers are 

synthesized from a combination of catalytic chain transfer polymerization (CCTP), thiol addition 

chemistry and reductive amination. A hydrophobic hyperbranched core is synthesized via CCTP 

of methyl methacrylate (MMA) and ethylene glycol dimethacrylate (EGDMA), which affords 

control over the polymer architecture and the degree of chain end-functionality. The vinyl 

unsaturations of the hyperbranched polymers are converted in nucleophilic pendant amines by 

thiol addition using cysteamine hydrochloride. A polysaccharide shell is grafted onto the 

hyperbranched core via reductive amination with dextran (DEX). The synthesized poly(MMA-

co-EGDMA)-b-DEX polymers possess an amphiphilic character, are colloidally stable and 

resemble the topology of a core cross-linked micelle. The presented methodology provides a 

robust, modular, and tuneable approach towards the synthesis of amphiphilic core cross-linked 

micelle analogues without the need for elaborate chemistry and self-assembly. 
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5.1 Introduction 

Tailoring of the size, architecture, and chemical functionality of macromolecules via 

synthetic polymer chemistry can produce polymeric materials with unique properties and, 

consequently, of stunning diversity.1 One particular area that has received considerable attention 

is the synthesis of polymer colloids as drug and/or gene delivery vehicles for poorly water-soluble 

therapeutics.2-5 An example is the exploration of linear amphiphilic block copolymers for self-

assembly of micellar structures consisting of a hydrophobic core decorated with a hydrophilic 

shell.6,7 Despite their potential, these colloidal structures suffer from elaborate chemistry followed 

by time-consuming self-assembly.8 Furthermore, upon dilution these structures can disintegrate if 

the block-copolymer concentration falls below the critical micelle concentration (CMC). 

Although, cross-linking of the hydrophobic core or hydrophilic shell is able to prevent 

disintegration, it further adds to the multi-step synthesis of these materials.9 We propose an 

alternative methodology for the synthesis of core cross-linked micelles by utilizing a 

hyperbranched polymer architecture, which circumvents many of the elaborate synthesis steps 

and self-assembly required in the synthesis of polymer micelles.  

 Thiol-ene chemistry has demonstrated to be a versatile tool for the post-polymerization 

modification of vinyl groups. Thiol-ene chemistry generally refers to the addition of nucleophilic 

thiols (-SH) to electrophilic -enes (C=C) via radical addition or base catalysis.30-32 Thiol additions 

are particularly attractive since no additional copper catalyst is required, contrary to copper(I)-

catalyzed azide-alkyne cycloadditions (CuAAc).33 As a result, thiol additions have grown in 

popularity, in particular in combination with CCTP.34-37 The use of functional thiols, such as 

cysteamine (CA, 2-aminoethanethiol), further enhances the versatility of thiol additions as it can 

convert an electrophilic -ene into a nucleophilic amine (-NH2) as demonstrated by Haddleton’s 
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group.35 The pendant amine groups on hyperbranched macromolecules can potentially serve as 

reaction points for the reductive amination of aldehydes or ketones, thus allowing for the 

introduction of a shell-functionality to the structure.  For example, van der Ende et al.38 

synthesized dendritic polyester macromolecules that were further functionalized using thiol-ene 

chemistry and reductive amination to produce core-shell drug delivery particles capable of 

targeting and transport across biological barriers. Reductive amination is also a versatile tool for 

coupling amines with polysaccharides or carbohydrates through the hemiacetal (aldehyde) moiety 

at the reducing chain-end.39 These techniques have been widely used to functionalize 

glycopolymers40 and glycodendrimers41 to yield materials that have biocompatible and responsive 

properties. 

 Functionalization of the extremities of hyperbranched polymers with hydrophilic 

fragments can afford a core-shell-like structure that can mimic an amphiphilic block-copolymer 

micelle. Examples have been reported where the surface of a micelle or dendrimer has been 

modified to contain polysaccharide,42,43 fluorescent44 or poly(ethylene glycol) moieties.45 

Polysaccharides are particularly useful for drug and/or gene delivery applications because they 

are biodegradable and biocompatible.46 Furthermore, in vivo polysaccharide-protein interactions 

are strengthened by the multivalency effects of polysaccharides.47,48 Colloidal structures 

containing carbohydrate moieties have been used to create nanoparticles for biomedical imaging49 

and temperature responsive pH-degradable core cross-linked micelles.50  

 Here we report on a new approach for the synthesis of core-shell hyperbranched 

polymers using CCTP, thiol addition chemistry and reductive amination (see Scheme 5.1).  
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Scheme 5.1.  Three step synthesis protocol for the formation of the core-crosslinked micelles 
poly(MMA-co-EGDMA)-b-DEX. The first step involves the copolymerization of conventional 
vinyl monomers in the presence of the chain transfer agent COBF to produce a THF-soluble 
hyperbranched core with pendant vinyl moieties.  These external double bonds are then modified 
via thiol addition chemistry with the commercially available functional thiol cysteamine 
hydrochloride to give an amine-functional hyperbranched core poly(MMA-co-EGDMA)-NH2. 
The peripheral amine groups are then used as nucleophiles in the subsequent reductive amination 
reaction with the reducing end of dextran.   

 

This three step synthetic approach first involves CCTP of methyl methacrylate (MMA) and 

ethylene glycol dimethacrylate (EGDMA) in the presence of bis(boron 

difluorodimethylglyoximate) cobalt(II) (COBF) to produce hyperbranched poly(MMA-co-
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EGDMA) of varying size, degrees of branching and fraction of pendant vinyl groups. Thiol 

addition chemistry is subsequently used to convert the pendant vinyl bonds (-ene group) to give 

quantitative yields of the hyperbranched poly(MMA-co-EGDMA)-NH2. Finally, dextran (DEX) 

is covalently attached to the amine groups via reductive amination at the reducing end of the 

polysaccharide, yielding a poly(MMA-co-EGDMA)-b-DEX. These branched core-shell 

structures are amphiphilic and mimic the topology of a core cross-linked micelle. The influence 

of the COBF and EGDMA concentration on hyperbranched architecture was investigated. The 

final colloidal properties of the poly(MMA-co-EGDMA)-b-DEX were also studied and related to 

the characteristics (i.e. the degrees of branching and unsaturations in the polymer structure) of the 

hyperbranched core. 

5.2 Experimental 

5.2.1 Materials 

Methyl methacrylate (MMA, Aldrich, 99%) and ethylene glycol dimethacrylate 

(EGDMA, Aldrich, 98%) were passed over a column containing basic aluminum oxide (Aldrich, 

~150 mesh, 58 Å) to remove the inhibitor and stored at 5 °C prior to polymerization. Diethyl 

ether (Fisher, reagent grade), toluene (Fisher, reagent grade) and dimethyl sulfoxide (DMSO, 

Fisher, reagent grade) were used as received. Tetrahydrofuran (THF, Aldrich, 99%) was either 

distilled or used as received. Bis(boron difluorodimethylglyoximate) cobalt(II) (COBF) was 

prepared according to literature methods51 and had an intrinsic activity (CT) of 20 × 103, as 

determined in MMA solution polymerization at 80 °C. The initiator, 2,2'-azobis(2-

methylbutyronitrile) (vazo67, DuPont) was recrystallized from methanol and stored below 0 °C 

prior to use. Triethylamine (TEA, Sigma-Aldrich, 99%), cysteamine hydrochloride (CA, Sigma, 
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98%), sodium cyanoborohydride (NaBH3CN, Aldrich, 95%), and dextran (Sigma-Aldrich, Mw = 

5678 g·mol-1, Mn = 3154 g·mol-1, D = Mw/Mn = 1.80) were used as received. 

5.2.2 Synthesis of poly(MMA-co-EGDMA) 

 The poly(MMA-co-EGDMA) polymers were synthesized in homogenous solution CCTP. 

All polymerizations were performed in a three-neck 100 mL round bottom flask equipped with a 

magnetic stir bar. A catalyst stock solution (0.05 mg·mL-1) was prepared by adding an appropriate 

amount of deoxygenated monomer (MMA) into a degassed Schlenk tube containing an accurate 

amount of COBF. This solution was then subjected to three vacuum-pump cycles with nitrogen to 

remove any residual oxygen. A typical poly(MMA-co-EGDMA) synthesis was performed as 

follows (Table 5.1, entry H6): vazo67 (30 mg, 0.16 mmol), toluene (25 mL), MMA (19.2 mL, 

0.23 mol), and EGDMA (2.2 mL, 12 mmol) were added to the reaction flask and purged for at 

least 30 minutes with nitrogen.  

Table 5.1. CCTP of MMA and EGDMA for the synthesis of the hyperbranched core. 

Entry COBF (ppm) ftr (s-1)a MMA (mol%) EGDMA 
(mol%) φ (s-1·mol%-1)b 

L1 0.2 48 100.0 0.0 N/A 
L2 2.5 598 100.0 0.0 N/A 
H1 0.5 120 99.0 1.0 120 
H2 2.0 478 97.8 2.2 217 
H3 1.0 239 98.6 1.4 171 
H4 3.0 717 95.8 4.2 171 
H5 1.0 239 98.0 2.0 120 
H6 3.0 717 94.9 5.1 141 
H7 2.0 478 96.8 3.2 149 

a The chain transfer frequency (ftr) is a measure for the chain transfer activity in a polymerization, 
expressed as ftr = ktr[Co], b φ is the ratio of the chain transfer frequency and the cross-linker 
concentration in mol%, defined as φ = ftr / [EGDMA]. 
 

Subsequently, an appropriate amount of the COBF stock solution (5.8 mL, 0.05 mol MMA, 7.0 × 
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10-4 mmol COBF) was transferred using a degassed syringe into the reaction flask. The total 

amount of MMA used for each experiment was kept constant at 25 mL (0.23 mol). For linear 

poly(MMA) the same procedure outlined above was used, with the exception that no EGDMA 

was added to the polymerization. The reaction flask was then attached to a condenser and placed 

in an 80 °C thermostatted oil bath under magnetic stirring and allowed to polymerize for 

approximately 4 hours. The polymer in solution was then diluted with THF and passed through a 

column containing basic aluminum oxide to remove COBF. Subsequently, the solvent and 

remaining monomers were removed and the polymer dried at 85 °C under atmospheric pressure. 

The polymers were recovered as films and then further characterized as described below. 

5.2.3 Thiol addition: poly(MMA-co-EGDMA)-NH2 

 In a 20 mL test tube, hyperbranched poly(MMA-co-EGDMA) polymer (1.0 g) and 

DMSO (10 mL) were added and stirred at room temperature overnight. Following the complete 

dissolution of the hyperbranched polymer, 2 equivalents of thiol (CA) and 4 equivalents of TEA 

with respect to the quantity of vinyl bonds are added. The solution was stirred at 40 °C for 48 

hours until the complete disappearance of the proton signals of the vinyl bonds as observed by 

1H-NMR, e.g., δ(400 MHz; CDCl3) 5.3 (1H, d, C=CHb) and 6.3 (1H, d, C=CHa). The reaction 

mixture was then precipitated into excess cold diethyl ether, decanted and then washed with 

excess diethyl ether and finally dried in vacuo. 1H-NMR in CDCl3 was used to confirm the full 

conversion of vinyl bonds to amines. 1H-NMR: δ(400 MHz; CDCl3): 2.9 (2H, -SH-CH2-CH2-

NH2), 3.2 (2H, -SH-CH2-CH2-NH2), 3.6 (3H, -O-CH3), 8.4 (2H, -NH2). 
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5.2.4 Reductive amination: poly(MMA-co-EGDMA)-b-DEX 

 In a 20 mL test tube, poly(MMA-co-EGDMA)-NH2 (0.1 g) and DMSO (10 mL) were 

added and stirred at room temperature overnight.  Following complete dissolution of poly(MMA-

co-EGDMA)-NH2, 1 equivalent of dextran to the amount of thiol added in the previous step was 

added, followed by 3 equivalents of sodium cyanoborohydride. The mixture was magnetically 

stirred at 60 °C for 48 hours and room temperature for an additional 48 hours.  The reaction 

mixtures containing linear polymers were then funnelled into 6000-8000 g·mol-1 molecular 

weight cutoff (MWCO) dialysis tubing and, similarly, the hyperbranched polymer solutions were 

poured into 12000 g·mol-1 MWCO dialysis tubing and dialyzed against distilled deionized water 

(DDW, Millipore Synergy water filtration unit) for approximately one week with daily water 

replacement to purify the resulting poly(MMA-co-EGDMA)-b-DEX. The final copolymers were 

lyophilized to remove water. Henceforth, poly(MMA-co-EGDMA)-b-DEX copolymers will be 

referred to as HX-CA-DEX where X ranges from 1 to 6, corresponding to the 6 hyperbranched 

cores synthesized via CCTP. 

5.2.5 Size Exclusion Chromatography (SEC) 

 Linear size exclusion chromatography (LSEC) was performed using a Waters 2690 

separation module and a model 410 differential refractometer.  Five Waters Styragel HR columns 

(HR5.0, HR4.0, HR3.0, HR1.0, and HR0.5) in series were used at a constant temperature of 40 

°C.   Distilled THF was used as eluent at a flow rate of 1.0 mL min-1.  The LSEC system was 

calibrated using narrow molecular weight poly(styrene) standards ranging from 374 to 400 × 103 

g mol-1
.   The Mark-Houwink-Kuhn-Sakurada parameters used for the poly(styrene) standards 

were K = 1.14 × 10-4 dL·g-1
 and a = 0.716.52  Similarly, for poly(methyl methacrylate), K = 0.944 

× 10-4 dL·g-1 and a = 0.719.53  
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 Triple detector size exclusion chromatography (TDSEC) was performed using a Viscotek 

270max separation module with a triple detector configuration comprising refractive index (RI); 

light scattering (low angle light scattering (LALS) and right angle light scattering (RALS)); and 

viscosity (IV) detectors.  Two porous PolyAnalytik columns with an exclusion molecular weight 

of 20 × 106 g·mol-1 were used in series at a constant temperature of 40 °C.  Distilled THF was 

used as eluent at a flow rate of 1.0 mL·min-1. The TDSEC system was calibrated using a narrow 

poly(styrene) standard of 99 × 103 g·mol-1 with a refractive index of 0.185 mL·g-1 and an intrinsic 

viscosity of 0.477 dL·g-1. Traditionally, viscometry has been used to characterize hyperbranched 

polymers by comparison to linear analogues, according to the Mark-Houwink equation54, as 

shown in Equation 5.1. 

[η]= KM v
a

	   (5.1) 

where [η] is the intrinsic viscosity, K and a are the Mark-Houwink constants, and Mv is the 

viscosity-average molecular weight. Branching values for the hyperbranched polymers were 

determined using a standard sample of linear poly(MMA) synthesized via CCTP (LSEC: Mw = 

31284; Mn = 8780; D = 3.6) and a random, tri-functional polydisperse branching calculation.55 All 

TDSEC analyses were performed using Viscotek OmniSEC software (version 4.6.1). 

5.2.6 Nuclear Magnetic Resonance (NMR) 

 1H-NMR and Heteronuclear Single-Quantum Correlation (HSQC) spectroscopy were 

performed on a 400 MHz Bruker Avance instrument (Bruker BioSpin GmbH) in CDCl3, DMSO-

d6, or D2O.  A total of 32 and 8 scans per spectrum were recorded for the 1H and HSQC spectra, 

respectively. The mol% of vinyl bonds (C=CH2) in the linear and hyperbranched polymer 

structures was estimated from the integral of the signals of the vinyl and methoxy protons. 1H-
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NMR: δ(400 MHz; CDCl3): 3.8 – 3.2 (2H, C=CH2), 6.3 – 5.3 ppm (3H, O-CH3).  

5.2.7 Attenuated Total Reflectance Fourier Transform Infrared (ATR FT-IR) Spectroscopy 

 Fourier Transform Infrared (FT-IR) spectroscopy was performed on a Thermo Scientific 

Nicolet 6700 instrument using an Attenuated Total Reflectance (ATR) accessory equipped with a 

diamond crystal.  A total of 64 scans were co-added per spectrum with a background spectrum of 

air taken between successive samples.  Constant pressure was applied to the sample on the 

diamond crystal using a hand-tightened anvil. 

5.2.8 Differential Scanning Calorimetry (DSC) 

 Differential Scanning Calorimetry (DSC) was conducted on a Q2000 DSC device (TA 

Instruments) under nitrogen flow. The temperature was varied between -20 °C and 150 °C at a 

rate of 10 °C·min-1. 

5.2.9 Dynamic Light Scattering (DLS) 

 Particle size analysis was performed on a Malvern Zetasizer Nano ZS at 25 °C using a 

DTS0012 disposable cuvette. The lyophilized hyperbranched polymers were diluted with DDW 

to a concentration of 0.1 wt% prior to measurement. Refractive indexes used for the 

measurements were 1.330 for water and 1.440 for polymer samples. 

5.2.10 Transmission Electron Microscopy (TEM) 

 TEM was performed on a Hitachi H-7000 instrument at an operating voltage of 75 kV.  

Solutions of 1 wt% lyophilized hyperbranched polymer in distilled deionized water were prepared 

for TEM analysis. 
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5.3 Results and Discussion 

5.3.1 The core: Synthesis and properties of the hyperbranched polymers 

 The core of the poly(MMA-co-EGDMA)-b-DEX block-copolymers consists of a 

hyperbranched poly(MMA-co-EGDMA) copolymer synthesized via the “Strathclyde 

methodology”15 using COBF as the chain transfer agent. The architecture of the polymer (i.e. 

hyperbranched or cross-linked) is dependent on the concentration of EGDMA and the intrinsic 

activity of the chain transfer agent (i.e., COBF).18 The chain transfer activity in CCTP can be 

expressed in terms of the chain transfer frequency (ftr): the product of the rate coefficient of chain 

transfer (ktr) and the COBF concentration ([Co]), as shown in Equation 5.2.  

 
f tr = ktr Co!" #$ 	   (5.2) 

  Expressing the chain transfer activity in terms of ftr allows for an empirical correlation 

between the chain transfer activity and the cross-linker concentration to predict the polymer 

architecture and the degree of branching. Previously it has been reported that in the 

copolymerization of MMA and a divinyl monomer in the presence of a chain transfer agent the 

ratio (φ) of the ftr (s-1) and the cross-linker concentration in mol% should equal φ > 85 to avoid 

macro-gelation.18 Furthermore, the structure of the hyperbranched polymer can be controlled by 

varying the value of φ, i.e. by changing either the EGDMA or COBF concentration (or both) as 

long as the criterion of φ > 85 is satisfied. 

 The recipes used for the synthesis of the hyperbranched poly(MMA-co-EGDMA) 

polymers are collected in Table 5.1. The COBF concentrations range from 0.5 to 3.0 ppm 

(defined as moles of COBF per 106 moles of MMA and EGDMA), corresponding to a ftr ranging 

from 120 to 720 s-1. The EGDMA concentration is subsequently varied from 1.0 to 5.0 mol% 
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(Table 5.1), yielding values for φ ranging from 120 to 217 s-1·mol%-1. The positioning of the 

recipes H1 to H7 with respect to the cross-linking threshold of φ > 85 is presented in Figure 5.1.  

 
Figure 5.1. Correlation between the chain transfer frequency and cross-linker concentration for 
the synthesized hyperbranched cores. The solid line represents the threshold between 
hyperbranched and cross-linked (φ = 0.85). 

 

All of the hyperbranched poly(MMA-co-EGDMA) polymers were fully soluble in THF and 

DMSO, indicating that hyperbranched polymers were indeed successfully synthesized. 

 Information on the polymer architecture was obtained from 1H-NMR spectroscopy and 

triple detection size exclusion chromatography (TDSEC). It can be seen from Table 5.2 that the 

mol% of vinyl bonds in the hyperbranched polymer structure increases with increasing ftr and/or 

EGDMA concentration.  
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Table 5.2.  Molecular weight, branching, and thermal properties of linear poly(MMA) and 
hyperbranched poly(MMA-co-EGDMA) samples via TDSEC and DSC analyses. 

Entry C=CH2 
(mol%)a 

Mn (103 
g·mol-1)b 

Mw (103 
g·mol-1)b D (-)b [η] 

(mL·g-1)c 
RH  
(nm)c 

Branch 
(#)c 

Branch 
Freq.(-)c g' (-)c Tg (oC) 

L1 3.0 15.3 49.3 3.2 14.3 4.4 0.0 0.0 1.00 72 
L2 1.0 1.4 3.4 2.4 112 3.7 0.0 0.0 1.00 73 
H1 3.0 22.1 127 5.7 12.3 5.4 8.2 1.1 0.65 56 
H2 8.0 5.5 23.8 4.4 5.3 2.4 4.9 2.2 0.63 52 
H3 3.0 14.0 79.7 5.7 11.5 4.5 4.2 0.3 0.67 61 
H4 12.0 5.6 23.1 4.2 5.1 2.4 5.3 2.6 0.64 51 
H5 5.0 36.0 1050 29.2 20.0 11.3 13.5 0.4 0.16 58 
H6 17.0 8.9 30.8 3.5 3.1 2.2 30.6 18.7 0.37 51 
H7 10.0 183 2360 12.9 29.7 17.2 59.0 0.1 0.03 56 
a Determined from 1H-NMR, bDetermined from linear-SEC, c Determined from triple detector SEC. 

 

An increase in ftr results in more chain transfer events and consequently the formation of more 

vinyl bonds. Likewise, an increase in the EGDMA concentration increases the probability of 

branching which generates more chain-ends that can undergo CCTP. Consequently, the chain-end 

functionality of the hyperbranched polymers can be controlled via the CCTP conditions.   

 LSEC was used to determine the number and weight-average molecular weight (Mn and 

Mw, respectively) and dispersity (D = Mw / Mn) of the synthesized linear and hyperbranched 

polymers  (Table 5.2). Information about the polymer architecture of the hyperbranched polymers 

was obtained from TDSEC. Figure 5.2A presents the molecular weight distributions (MWDs) of 

a linear poly(MMA) L2 and the hyperbranched poly(MMA-co-EGDMA) H2, H4, H6 and H7, 

which are polymerized in the presence of the highest COBF and EGDMA concentrations.  
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Figure 5.2.  TDSEC molecular weight analysis of the hyperbranched polymers. A. The MWDs 
(RI signal) and B. Mark-Houwink plots of the intrinsic viscosity both as a function of log 
molecular weight. L2 ( ), H2 ( ), H4 ( ), H6 ( ), H7 ( ). 

 

In CCTP typically monomodal MWDs are obtained with a D of 2 (see entry L2, Table 5.2). It can 

be seen from Figure 5.2A that the MWDs of H2, H4, H6 and H7 are significantly broader than 

the MWD of L2. The width of the MWD is quantified by the D in Table 5.2, which is 

significantly larger than 2 for all the hyperbranched polymers. 

 The Mark-Houwink plots for L2, H2, H4, H6 and H7 are compared in Figure 5.2B. It can 
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be observed that the signals in Figure 5.2B are lower over the entire molecular weight range for 

the hyperbranched polymers. This indicates a lower intrinsic viscosity and, the presence of 

branches in the polymer structure. The average intrinsic viscosity ([η]) of the linear poly(MMA) 

L2 is higher than that of the hyperbranched poly(MMA-co-EGDMA) (Table 5.2). This can be 

attributed to the decreased hydrodynamic radius of hyperbranched polymers. 

 The hyperbranched architecture of the poly(MMA-co-EGDMA) polymers can be 

characterized by the number of branches, the branching frequency and the average Zimm 

branching factor (g’).54 The average Zimm branching factor per definition equals 1 for a linear 

polymer and ranges between 0 and 1 for hyperbranched polymers. It can be seen from Table 5.2 

that the poly(MMA-co-EGDMA) polymers become increasingly hyperbranched as the EGDMA 

concentration is increased for a given ftr. An increase in the EGDMA concentration promotes the 

formation of more branches and consequently the number of branches and the branching 

frequency increase, whereas g’ decreases. This clearly demonstrates that hyperbranched polymer 

architecture of the core can be controlled by varying the COBF and EGDMA concentrations. 

Furthermore, control over the chain-end functionality (i.e. the mol% of pendant vinyl groups) is 

readily available and allows for control over the grafting density of the shell in the final polymer 

architecture. 

5.3.2 The core: Thiol addition 

 Prior to the attachment of the hydrophilic shell, the chain-ends of the hyperbranched 

poly(MMA-co-EGDMA) polymers have to be functionalized with a nucleophilic amine 

functionality. Thiol addition is performed using cysteamine hydrochloride (CA). The poly(MMA-

co-EGDMA) polymers are reacted with  CA in the presence of 2 mole equivalents of TEA (1 

mole equivalent for the Thiol addition and 1 mole equivalent for the deprotonation of the 
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cysteamine hydrochloride). The reaction was monitored by 1H-NMR (Figure 5.3).  

 

Figure 5.3.  1H-NMR (CDCl3) spectra of L1 before (top) and after (bottom) thiol addition 
chemistry with cysteamine hydrochloride.  
 

It can be seen that the characteristic signals of the vinyl protons at δ = 5.5 ppm (1H, d, C=CHb) 

and δ = 6.3 ppm (1H, d, C=CHa) disappear and that a new signal appears at δ = 8.4 ppm (2H, s, -

NH2) due to the introduction of a pendant amine group. The thiol addition attained nearly 

quantitative conversions in 24 hours. The pendant amine groups serve as nucleophiles in the 

subsequent reductive amination reaction with dextran for the attachment of the shell. 
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5.3.3 The shell: Reductive amination of poly(MMA-co-EGDMA)-NH2 with dextran 

 The hydrophilic shell, and therewith the amphiphilic character of the polymer, was 

introduced by a reductive amination between the hyperbranched poly(MMA-co-EGDMA)-NH2 

polymer and the hemiacetal functionality of dextran. The reductive amination was carried out for 

approximately 2 days at 60 °C and 2 days at room temperature in DMSO. Subsequently, the 

solutions were dialyzed for a week to remove low molecular weight impurities, unreacted dextran 

and to displace the DMSO by distilled deionized water. 

 During dialysis a number of the synthesized polymers formed translucent colloidal 

suspensions inside the dialysis tubing (see Figure 5.4).  

 

Figure 5.4.  Photograph taken during dialysis of linear poly(MMA)-b-DEX and hyperbranched 
poly(MMA-co-EGDMA)-b-DEX against DDW.  The dialysis tubes labelled A, B, C, and D 
contain insoluble copolymers, while E, F, G, and H contain colloidally stable systems.  A: L1-
CA-DEX, B: H3-CA-DEX, C: H1-CA-DEX, D: H5-CA-DEX, E: H2-CA-DEX, F: H7-CA-DEX, 
G: H4-CA-DEX, H: H6-CA-DEX.   

 

This was a first indication of the successful grafting of dextran to the amine-functionalized 

polymer. The amine functionalized poly(MMA-co-EGDMA)-NH2 polymer is hydrophobic and if 

there were no dextran (or an insufficient  amount of dextran) attached, the polymer will simply 

precipitate once the DMSO is replaced by water  (see for example A, B, C, and D in Figure 5.4). 

However, if a sufficient level of dextran is grafted onto the core, it will render the polymer 
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amphiphilic and in some cases colloidally stable in water (see for example E, F, G, and H in 

Figure 5.4).   

 Quantitative proof of the successful reductive amination was obtained from HSQC, 1H-

NMR, and ATR FT-IR spectroscopy 

 Figure 5.5 presents the 2D HSQC spectrum of H6-CA-DEX in DMSO-d6 recorded after 

extensive dialysis and lyophilization.  

 

 

Figure 5.5.  2D HSQC NMR (DMSO-d6) spectrum of H6-CA-DEX after extensive dialysis and 
lyophilization showing carbon-coupled protons from both the core (methoxy protons) and shell 
(backbone dextran protons) components.  

 

The HSQC spectrum displays the proton and carbon signals for the methoxy group (-O-CH3) of 

poly(MMA-co-EGDMA) at δ{3.5, 51.5} (i.e. δ{1H, 13C}). Furthermore, proton and carbon 

signals are observed that originate from the dextran C-C backbone at δ{3.2, 70.1}, δ{3.2, 71.6}, 

δ{3.4, 73.1}, δ{3.5, 65.9}, δ{3.6, 70.2}, δ{3.8, 66.0}, and δ{4.7, 98.1}. This confirms the 

presence of dextran in the polymer structure, in addition to the poly(MMA-co-EGDMA). And 
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since unreacted dextran has been removed through extensive dialysis, it suggests that dextran is 

covalently attached to the hyperbranched core. The HSQC spectrum also provides some 

information about the structure of the poly(MMA-co-EGDMA)-b-DEX polymer. The intensity of 

the methoxy peak (i.e. the protons displaying the highest intensity in the 1H-NMR of the core) is 

suppressed when compared to signals of the dextran backbone protons. This suggests a core-shell 

structure, where the proton signals from dextran have a higher 1H intensity due to their peripheral 

location.   

 Further evidence of the core-shell structure was provided by 1H-NMR of H6-CA-DEX 

(see Figure 5.6) in three NMR solvents that selectively solubilize the dextran shell (D2O), the 

synthetic core (CDCl3), and both the shell and core materials together (DMSO-d6).  

 

Figure 5.6.  1H-NMR spectra of H6-CA-DEX in three different solvents that selectively 
solubilize the shell (A: D2O), the core (B: CDCl3), and the entire core cross-linked micelle (C: 
DMSO-d6). 
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It was observed from the spectra in Figure 5.6 that the chemical shifts belonging to the dextran 

backbone protons are visible in D2O, suggesting that a dextran shell is present, while in CDCl3 

only a small peak belonging to the methoxy protons of the poly(MMA-co-EGDMA) core are 

visible. The relatively weak intensity of the three methoxy protons of the core in CDCl3 suggests 

that the synthetic groups inside the core cross-linked micelle have limited mobility due to steric 

effects. In DMSO-d6, the spectrum shows peaks arising from the protons of both dextran and the 

methoxy groups of poly(MMA-co-EGDMA).  The absence of the reducing-end protons of 

dextran at δ = 6.6 and δ = 6.3 ppm in DMSO-d6 confirms that the dextran chains were covalently 

linked, via reductive amination, to the pendant -NH2 groups of the poly(MMA-co-EGDMA) core. 

The linear poly(MMA)-b-DEX also showed a similar absence of reducing end protons. These 

NMR studies lend credence to the expected core-shell structure of the final poly(MMA-co-

EGDMA)-b-DEX material. 

 ATR FT-IR spectra of the linear and hyperbranched copolymers after reductive 

amination, dialysis, and lyophilization were recorded and compared to similar spectra of pure 

dextran and poly(MMA). The characteristic ATR FT-IR vibration mode of poly(MMA) is the 

C=O carbonyl stretching peak around 1727 cm-1. For dextran, the C-O glycosidic linkage 

stretching peak around 1012 cm-1 is the characteristic vibration mode. It can be seen from Figure 

5.7 that the C=O stretching as well as the C-O stretching are both visible in the poly(MMA-co-

EGDMA)-b-DEX copolymer spectra. Similar observations in FT-IR spectra were made for a 

comparable copolymer system of poly(MMA)-g-cellulose triacetate.49 A comparison of the 

intensities of the carbonyl absorbance peak arising from the poly(MMA-co-EGDMA) core and 

the glycosidic absorbance peak of the dextran shell provides further evidence for the core-shell 

structure. The carbonyl absorbance peak of the poly(MMA-co-EGMDA)-b-DEX polymers 
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decreases when compared to the glycosidic absorbance peak with increasing amounts of vinyl 

bonds in the hyperbranched core. ATR FT-IR probes the fundamental chemical vibrations close 

to the surface of the sample and, as a result, samples with more vinyl bonds and (consequently 

more dextran) should display a suppressed carbonyl character in ATR FT-IR due to the core-shell 

structure. For example, H2-CA-DEX (Figure 5.7A) and H4-CA-DEX (Figure 5.7B) differed only 

in the amount of vinyl bonds in the core and consequently the amount of dextran in the shell; so 

the expected suppression of carbonyl signature of the sample with more surface dextran (i.e., H4-

CA-DEX, Figure 5.7) is clearly visible in the ATR FT-IR signatures in Figure 5.7.  

 

Figure 5.7.  ATR FT-IR  spectra of the linear (L1-CA-DEX) and hyperbranched poly(MMA-co-
EGDMA)-b-DEX polymers synthesized in this study showing both poly(MMA) (C=O at 1727 
cm-1) and dextran (C-O at 1012 cm-1) characteristic peaks.  A: H2-CA-DEX, B: H4-CA-DEX, C: 
H6-CA-DEX, D: H7-CA-DEX, E: L1-CA-DEX, F: DEX, G: poly(MMA). 
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Furthermore, the linear poly(MMA)-b-DEX copolymer showed the expected glycosidic carbonyl 

absorbance peaks; however, no suppression of the carbonyl vibration mode can be observed due 

to the linear structure of this particular copolymer. 

 The HSQC, 1H-NMR, and ATR FT-IR spectra in combination with the visual 

observations shown in Figure 5.4 suggest the formation of a core-shell structure after dextran was 

successfully grafted to the surface of the otherwise hydrophobic hyperbranched cores. Only those 

poly(MMA-co-EGDMA) cores with a fraction of vinyl bonds > 8 mol% (i.e. H2, H4, H6, and 

H7) were colloidally stable in aqueous solution after dextran was attached to the surface. The 

amount of vinyl bonds on the surface of the core cross-linked polymer ultimately limits the 

amount of dextran that can be attached. Conveniently, since the amount of vinyl bonds is 

essentially dependent on the CCTP recipe (i.e. the ftr and the EGDMA concentration), the 

colloidal properties of final core cross-linked micelle can be tailored based on the initial CCTP 

polymerization conditions. A stable colloidal system can be produced due to the steric 

stabilization effect of the dextran groups56 on the surface of the hyperbranched core polymer. 

5.3.4 Colloidal properties of the poly(MMA-co-EGDMA)-b-DEX polymers 

 The colloidally stable poly(MMA-co-EGDMA)-b-DEX core cross-linked micelles were 

analyzed by dynamic light scattering (DLS) (Figure 5.8) and transmission electron microscopy 

(TEM) (Figure 5.9) to discern the size and morphology of the synthesized colloids. An analysis of 

the particle size distribution (PSD), in terms of the Z-average (Z-avg.), number-average (Dp(N)), 

volume-average (Dp(V)) particle sizes and the polydispersity index (PDI = Dp(V) / Dp(N)) is 

presented in Table 5.3. 
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Table 5.3.  Particle size properties determined by DLS of 0.1 wt.% solutions of core-shell 
polymers in DDW 

Entry Z-avg. (nm) Dp(N) (nm) Dp(V) (nm) PDIa 

H2-CA-DEX 50.2 31.1 74.2 2.37 
H4-CA-DEX 28.3 29.3 35.5 1.21 
H6-CA-DEX 18.1 15.9 20.0 1.26 
H7-CA-DEX 240.3 16.9 349.5 20.6 
a The averages are calculated from the  primary distribution only. 
 

It can be seen from Figure 5.8 that the poly(MMA-co-EGDMA)-b-DEX polymers generally form 

colloidal nanoparticles that have a monomodal PSD with particle sizes below 100 nm.  

 

Figure 5.8.  The Z-average particle size distribution as measured by DLS of four hyperbranched 
poly(MMA-co-EGDMA)-b-DEX samples 0.1 wt.% in DDW. 

 

The H7-CA-DEX polymer is an exception where a very broad PSD is obtained with particle sizes 

> 100 nm. Similar trends are observed in the number- and volume-average PSDs. The PSDs of 

H4-CA-DEX and H6-CA-DEX can be considered monodisperse as the PDI value is 

approximately 1.20 – 1.30 (for a monodisperse sample PDI = 1.0, in practice a value between 1.0 
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and 1.5 can be considered monodisperse). The PSDs of H2-CA-DEX and H7-CA-DEX are 

significantly broader with PDIs of 2.37 and 20.6, respectively, and can be considered 

polydisperse. The PSD of H4-CA-DEX and H6-CA-DEX also showed evidence of particle 

aggregation manifested in a secondary population of particles > 500 nm (Figure 5.8). The 

colloidal solutions of H2-CA-DEX, H4-CA-DEX, H6-CA-DEX and H7-CA-DEX all remained 

stable over a period of at least a month prior to aggregation. The zeta potential (ζ) of these 

colloids is virtually ζ = 0, which implies that colloidal stability is entirely dependent on the steric 

stabilization provided by dextran. In the absence of electrostatic repulsion, aggregation will be 

driven by van der Waals forces and the amount of dextran grafted to the poly(MMA-co-EGDMA) 

may not be sufficient to mask these attractions. However, aggregation of the H6-CA-DEX 

colloids was found to be reversible and the nanoparticles could be re-suspended by gentle 

sonication. The H7-CA-DEX colloids could only partially be re-suspended. 

 The characteristics of the PSD (in terms of the width and the average particle sizes) can 

be correlated to the properties of the hyperbranched core polymer. The average molecular weight 

and therewith the hydrodynamic radius (RH, see Table 5.2) of the core governs the average 

particle size. H2-CA-DEX, H4-CA-DEX and H6-CA-DEX all have Mw values around 30·103 

g·mol-1 and a RH ~ 2.2 nm. The similarity in the molecular weight properties is also apparent in 

the corresponding particle sizes of these polymers (see Table 5.3). H7-CA-DEX has a 

significantly higher Mw (and RH), which results in colloids significantly larger in size. The D and 

g’ of the hyperbranched core seem to affect the PDI of the final nanoparticle. H7-CA-DEX has a 

D = 12.9 and a g’ = 0.03 (see Table 5.2) which indicate a very broad MWD and a high degree of 

branching. The corresponding PSD of this copolymer is also very broad with a PDI = 20.6. The 

direct correlation between the molecular weight properties of the hyperbranched core and the 
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final PSD of the colloidal nanoparticles provides a useful tool to tune the colloidal properties of 

the final core cross-linked micelle analogues.  

 TEM microscopy provides an insight in the colloidal structure of the poly(MMA-co-

EGDMA)-b-DEX nanoparticles. Figure 5.9 presents the images of a 1 wt% suspension of H6-

CA-DEX in distilled deionized water at two different magnifications.  

  

Figure 5.9.  TEM photographs showing core-shell-like structure of H6-CA-DEX (1 wt.%) in 
distilled deionized water.  Scale bars are 1 µm (left) and 100 nm (right). 

 

It is apparent from Figure 5.9 that the final PSD is relatively broad and that a number of large 

colloids (~ 500 nm) can be observed. These large colloids were also observed in the DLS 

measurements (Figure 5.8) and can likely be attributed to the formation of aggregates. At higher 

magnification, the images reveal an irregularly shaped dark coloured core surrounded by a lighter 

grey coloured corona. The dark core surrounded by a light grey corona confirms that there is 

indeed a core-shell structure present: the dark core corresponds to the poly(MMA-co-EGDMA) 

hyperbranched core and the grey to the collapsed dextran corona. The particles in this micrograph 

have diameters of approximately 100 to 150 nm, significantly larger than the averages measured 

by DLS (Table 5.3). For the particles that were imaged, this is predominantly the case. The 

discrepancy between TEM and DLS could be accounted to the use of inaccurate refractive indices 
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in the DLS measurements or artefacts during TEM analysis (e.g. the relatively small number of 

micrographs taken).  

 The synthesized poly(MMA-co-EGDMA)-b-DEX copolymers synthesized here proved 

to yield colloidally stable nanoparticles that resemble the architecture of a core cross-linked 

micelle. The polymers can be readily obtained from a three-step synthetic approach using 

commercially available reagents and very low amounts of COBF. However, the relatively broad 

PSDs require optimization before these materials can be compared to block-copolymer micelles. 

The facile synthesis of these micelle-like materials has provided a basis for future work that will 

focus on narrowing the PSD and improving the colloidal stability of these nanoparticles. 

5.4 Conclusions 

 In summary, a novel approach towards the synthesis of amphiphilic core cross-linked 

micelle analogues comprising a synthetic hyperbranched core and a polysaccharide shell is 

reported. The poly(MMA-co-EGDMA)-b-DEX copolymers are synthesized from a three-step 

synthetic approach: (i) CCTP to produce hyperbranched poly(MMA-co-EGDMA) with pendant 

double bonds, (ii) thiol addition with CA to yield an amine functionality and (iii) reductive 

amination with dextran. 

 The colloidal properties of the poly(MMA-co-EGDMA)-b-DEX polymers in water were 

found to be governed by the molecular weight properties of the hyperbranched core. The MWD 

and degree branching determine the average particle size and the width of the PSD. The amount 

of cobalt(II) and cross-linker used in the first step (synthesis of the core) determine the degree of 

functionality and therewith the amount of dextran that can be grafted onto the core. Since the 

polymerization conditions during CCTP govern the functionality and the MWD characteristics of 

the hyperbranched core, this synthetic step is crucial in controlling the colloidal properties of the 
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poly(MMA-co-EGDMA)-b-DEX polymers.  

 Once suspended in water, these polymers resemble the structural orientation of core 

cross-linked micelles. In this regard, the robust polymerization techniques and quantitative 

chemical modifications used here can be used create a diverse array of micelle-like structures 

circumventing the need for elaborate chemistry and/or self-assembly steps. Despite involving 

three synthetic steps, the approach described here provides an accessible route towards tailoring 

the properties of soft materials. 
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Chapter 6 

Conclusions and Recommendations for Future Work 

6.1 Conclusions 

Naturally produced polymers, such as those found within lignocellulosic biomass, are 

abundant, renewable, versatile, and inexpensive; however, these materials are relatively under 

utilized as high-value commercial polymers given recent developments in the field of polymer 

chemistry. Moreover, the variable composition of lignocellulosic biomass and the laborious 

nature of determining the composition of this natural material (see Chapter 2) further complicates 

the development of continuous processes devoted to processing this renewable material into high 

value copolymers. Recent developments in characterization, polymerization, and post-

polymerization modification techniques have shown tremendous potential for producing 

polysaccharide-containing amphiphilic copolymers. This thesis described the synthesis and 

characterization of polymers containing synthetic and natural units. 

 The rapid compositional analysis of lignocellulosic biomass was made possible by 

building a multivariate regression model using calibration mixtures containing varying quantities 

of cellulose, hemicellulose, and lignin (see Chapter 3). These multivariate techniques could 

provide a rapid and effective alternative to the laborious wet-chemical methodologies that have 

traditionally been involved in the compositional analysis of lignocellulosic biomass. However, 

the calibration mixtures as well as the data pretreatment regime need to be carefully chosen to 

build an effective model. 

In an effort to produce amphiphilic polysaccharide-containing copolymers, a series of 

polymer chemistries were explored, including ATRP, Cu(0)-mediated SET-LRP, and cobalt(II) 
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mediated CCTP. In addition, thiol addition and reductive amination chemistries were used as 

post-polymerization modifications following CCTP. 

Homogenous SET-LRP was attempted from the reducing-end of dextran to give the 

amphiphilic block copolymer dextran-b-poly(methyl methacrylate) (see Chapter 4). The first step 

in the synthesis of this block copolymer was to generate a functional initiator that could be 

coupled, via reductive amination, to the reducing end of dextran. This functional initiator 

containing a highly reactive hydrazide functionality and was new to published literature. The 

functional initiator, 2-bromo-2-methylpropane hydrazide, was designed to allow for homogenous 

SET-LRP to be conducted from the chain-end of dextran or other polysaccharides containing a 

reducing-end. However, stability issues arising from the highly reactive hydrazide and alkyl 

bromide functionalities on the initiator unfortunately prevented the synthesis of the desired block 

copolymer. Despite these stability issues, the hydrazide functionality was shown to be highly 

reactive towards the reducing-end of dextran, which could be exploited in the future to improve 

the efficiency and yields of the reductive amination step. 

Heterogeneous ATRP was conducted from the surface of Whatman No. 1 cellulosic filter 

paper to give the graft copolymer cellulose-g-poly(methyl methacrylate) (see Appendix 1). The 

cellulosic filter paper containing grafted poly(methyl methacrylate) showed hydrophobic 

properties, as determined by contact angle measurements. These types of hybrid materials 

containing synthetic polymers grafted from cellulose could potentially be used as membrane 

materials for wastewater treatment. 

Cobalt(II) mediated CCTP was conducted using commercially available monomers to 

create a hyperbranched synthetic copolymer that was reminiscent of desirable polymer 

architectures like dendrimers or micelles (see Chapter 5). Dextran was introduced to the surface 
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of the hyperbranched synthetic copolymer to give an amphiphilic structure that immediately 

formed a colloidal suspension in water similar to other more intractable polymer architectures. 

This contribution provides an engineering approach towards the synthesis of novel colloidal 

structures that could be used for the targeted delivery of poorly water-soluble therapeutics.  

 This thesis also provides a basis for future work in this field, as will be outlined in the 

following recommendations section.  

6.2 Recommendations 

A number of recommendations for future work were generated from the conclusions of 

each original research chapter. The following section provides a summary of these 

recommendations categorized by the corresponding chapter. 

Chapter 3 involved the development of an expedient and inexpensive multivariate 

regression model based on infrared spectra of lignocellulosic biomass. Recommendations for 

future work on the material presented in Chapter 3 include: 

1. Evaluate the effect of particle size on the predictive performance of the multivariate model 

2. Use model compounds for the calibration mixtures that are more representative of the species 

with unknown composition (e.g., use wood hemicellulose when attempting to predict the 

composition of wood samples or grass hemicellulose when attempting to predict the 

composition of grass samples) 

3. Attempt to build an on-line process whereby compositional data is used to control the 

parameters of unit operations, such as chemical or physical pretreatment 

Chapter 4 described the synthesis of a novel hydrazide-containing LRP initiator for the 

production of amphiphilic block copolymers. Despite the unsuccessful attempts at LRP from the 
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initiated reducing-end of dextran, a number of recommendations were made that might allow for 

this approach to be successful in the future. Recommendations for future work on the material 

presented in Chapter 4 include: 

1. Produce a stable LRP initiator system that is highly reactive towards aldehydes (e.g., more 

reactive than an amine, but more stable than the hydrazide functionality explored in this work) 

2. Evaluate techniques that increase the reactivity of the hemiacetal moiety at the reducing-end of 

the polysaccharide (e.g., microwave or more industrial relevant techniques) 

3. The effect of mutarotation at the reducing-end facilitated by microwave irradiation as 

postulated by Pagnotta et al.1 and Verma et al.2 should be further explored as a means to 

improve reducing-end reactivity. Moreover, chemical methods, such as the use of alumina 

catalysis in dimethyl sulfoxide as described by Dunstan and Pincock3, could provide a more 

industrially relevant alternative to microwave irradiation for the activation of reducing-ends. 

4. Use a grafting-to approach as noted in Chapter 4 (Scheme 4.5) to produce amphiphilic 

copolymers (i.e., modify living polymer to present an amine-terminus with cysteamine, 

dissolve this polymer with the desired polysaccharide in a homogenous solvent and allow the 

reaction to proceed via reductive amination) 

5. Synthesize a hydrazide-containing -ene or thiol that can be selectively coupled to the reducing-

end of a polysaccharide to form a hydrazide and then couple a synthetic polymer via thiol 

addition 

6. Produce a range of different molecular weight polysaccharides (e.g., alginate) via free-radical 

degradation to facilitate self-assembly after coupling with synthetic living polymer 

7. With respect to SI-ATRP (Appendix 1), evaluate the use of the graft-modified filter paper in 

wastewater applications as e.g., a flocculating agent or a selective membrane 
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Chapter 5 described the synthesis and characterization of novel polysaccharide-stabilized 

micelle analogues. Recommendations for future work on the material presented in Chapter 5 

include: 

1. Produce a hyperbranched core with degradable units (e.g., using disulfide linkages that can be 

reduced using glutathione that is naturally produced in vivo)  

2. Synthesize a responsive hyperbranched core copolymer to trigger the release of therapeutics 

(e.g., pH, temperature, infrared, and/or ultrasound responsive hyperbranched core) 

3. Use amine-modified hyperbranched copolymers as a low-viscosity alternative to carbon 

dioxide switchable polymers developed by the Cunningham and Jessop groups 
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Appendix 1 

Surface Initiated Atom Transfer Radical Polymerization of Methyl 

Methacrylate from Cellulosic Filter Paper 

Introduction 

Applying polymers to the surface of wood, metals, plastics, or glass can greatly improve 

the interfacial behaviour of these materials. Typically, surface modification involves coating the 

material with polymer films that dry to give the desired behaviour, such as corrosion resistance, 

lubrication, or antibacterial properties. Alternatively, polymer brushes can be grown from the 

surface of these materials by covalently functionalizing the surface chemistry.1,2 For example, 

controlled/living radical polymerization techniques, such as Atom Transfer Radical 

Polymerization (ATRP)3, can be used to “grow” well-defined polymers from the surface of 

materials. 

Surface-initiated Atom Transfer Radical Polymerization (SI-ATRP) is a heterogeneous 

polymerization technique whereby alkyl halide functionalized surfaces serve as initiating species 

in conventional ATRP. A variety of surfaces and polymers are amenable to SI-ATRP, which 

results in hybrid materials that can be non-fouling or antibacterial4,5,6 or may have cell-targeting 

capabilities7 or glucose sensing moieties8. Growing polymer brushes from the surface of 

cellulosic substrates has also been demonstrated with a variety of polymerization chemistries, 

monomers, and initiating species.9,10,11,12 

  The following is a short investigation into the SI-ATRP of MMA from surface-initiated 

Whatman No. 1 filter paper using tris(2-pyridylmethyl)amine (TPMA) as the ligand and free 

ethyl α-bromoisobutryate (EBiB) to monitor the polymerization via size exclusion 
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chromatography (SEC). Sn(II) 2-ethylhexanoate was used as a reducing agent to continuously 

produce the activating [Cu(I)(TPMA)(Br)] species from the deactivating [Cu(II)(TPMA)(Br)][Br] 

species as per the Activators ReGenerated by Electron Transfer (ARGET) protocol.13 First, the 

surface hydroxyl groups of the cellulosic filter paper were initiated with BriB, as shown in 

Scheme A1. 

 

Scheme A1.  Surface initiation of cellulosic filter paper using BriB for subsequent SI-ATRP. 

 

Following surface initiation using BriB, SI-ATRP was conducted using MMA, 

[Cu(II)(TPMA)(Br)][Br] as the mediating species, Sn(II) 2-ethylhexanoate as the reducing agent, 

and anisole as the polymerization solvent, as shown in Scheme A2.   

 

Scheme A2.  SI-ATRP of MMA from the surface of cellulosic filter paper following surface 
initiation with BriB. 
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Solution-borne PMMA (i.e., initiated by EBiB) was used to monitor the progression of molecular 

weight as a proxy for surface-bound PMMA (i.e., initiated by surface-bound alkyl halide). A 

study by Hansson et al.10 using a cleavable initiator showed that the chains grown from the 

surface of an initiated material have similar molecular weights to that of free initiator in solution. 

Thus, it was assumed that the molecular weight data determined via SEC in tetrahydrofuran 

(THF) of the solution-borne polymers were representative of those grown from the surface of the 

cellulosic substrate. 

Materials 

The following materials were used as received: α-bromoisobutyryl bromide (BriB, 

Aldrich, 98%), ethyl α-bromoisobutyrate (EBiB, Aldrich, 98%), tin(II) 2-ethylhexanoate (95%, 

Aldrich), anisole (Sigma-Aldrich, 99%), tetrahydrofuran (THF, Aldrich, 99%), methyl 

methacrylate (MMA, Aldrich, 99%), 4-(dimethylamino) pyridine (DMAP, Aldrich, 99%), 

triethylamine (TEA, Sigma-Aldrich, 99%), anhydrous ethanol (EtOH, Commercial Alcohols, 

anhydrous). Whatman No. 1 filter paper was washed with methanol and acetone and dried at 85 

°C for 30 minutes before use. The copper(II) tris(2-pyridylmethyl)amine (TPMA) complex 

[Cu(II)(TPMA)Br][Br] was synthesized according to the methods of Britovsek et al..14 

Methods 

Surface Initiation of the Cellulosic Filter Paper 

A small piece of previously dried filter paper (0.0529 g) was added to a 100 mL three-

neck round bottom flask containing a magnetic stir bar. DMAP (0.16 g, 1.31 mmol) was then 

added followed by THF (20 mL) and TEA (1.1 mL, 7.89 mmol). The flask was then sealed and 

purged with nitrogen with magnetic stirring in an ice bath. BriB (1 mL, 1.87 g, 8.13 mmol) was 
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then diluted with THF (5 mL) and added to the flask via a degassed syringe. The reaction was left 

overnight under nitrogen. In the morning, the surface-initiated filter paper was removed from the 

flask and washed for 5 minutes with THF in a sonication bath. This washing procedure was then 

repeated with anhydrous ethanol. The washed filter paper was then dried overnight in a vacuum 

oven at 50 °C.  

Surface-initiated Atom Transfer Radical Polymerization (SI-ATRP) 

In a 100 mL three-neck round bottom flask containing a magnetic stir bar, the following 

materials were added in order: [Cu(II)(TPMA)(Br)][Br] (0.009 g, 0.0175 mmol, 0.1 eq), anisole 

(10 g), MMA (35 g, 350 mmol, 2000 eq.), and surface-initiated filter paper (0.0064 g). The flask 

was then purged with nitrogen for approximately 1 hour and heated to 70 °C in an oil bath. After 

the desired temperature was reached, EBiB (0.0341 g, 0.175 mmol, 1 eq.) was diluted with 

anisole (2.5 g) and added, via a degassed syringe, to the polymerization vessel. After 10 minutes, 

Sn(II) 2-ethylhexanoate (0.0708 g, 0.175 mmol, 1 eq.) was added to the system to reduce the 

deactivator [Cu(II)(TPMA)(Br)][Br] complex to the activator [Cu(I)(TPMA)(Br)] complex as per 

the ARGET protocol. The polymerization was allowed to proceed under these conditions for 

approximately 20 hours with periodic sampling for conversion estimation and SEC analysis. The 

polymerization mixture gelled during the overnight period. The filter paper was recovered and 

placed in THF and sonicated for 1 hour in a sonication bath. The THF was then discarded and 

fresh THF added, allowing the filter paper to soak overnight to remove PMMA that was not 

covalently linked to the surface. 
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Characterization 

Size Exclusion Chromatography (SEC) 

 Polymer samples were dried, weighed, and dissolved in approximately 2 mL of THF to 

give a target concentration of about 20 mg·mL-1.  After complete dissolution, the samples were 

filtered through 0.2 µm nylon syringe filters into auto-sampler vials for Size Exclusion 

Chromatography (SEC). 

SEC was performed on free PMMA in solution using a Waters 2690 separation module 

and a model 410 differential refractometer.  Five Waters Styragel HR columns (HR5.0, HR4.0, 

HR3.0, HR1.0, and HR0.5) in series were used at a constant temperature of 40 °C.   Distilled 

THF was used as eluent at a flow rate of 1.0 mL min-1. The LSEC system was calibrated using 

narrow molecular weight poly(styrene) standards ranging from 374 to 400 × 103 g mol-1
.   The 

Mark-Houwink-Kuhn-Sakurada parameters used for the poly(styrene) standards were K = 1.14 × 

10-4 dL·g-1
 and a = 0.716.15 Similarly, for poly(methyl methacrylate), K = 9.44 × 10-5  dL·g-1 and a 

= 0.719.16 

Attenuated Total Reflectance Fourier Transform Infrared (ATR FT-IR) Spectroscopy 

 Fourier Transform Infrared (FT-IR) spectroscopy was performed on a Thermo Scientific 

Nicolet 6700 instrument using an Attenuated Total Reflectance (ATR) accessory equipped with a 

diamond crystal. A total of 64 scans were co-added per spectrum with a background spectrum of 

air taken between successive samples. Constant pressure was applied to the sample on the 

diamond crystal using a hand-tightened anvil. 
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Contact angle analysis 

 Contact angles were measured using a VCA Optima (AST Products Inc.) visual contact 

angle device with distilled deionized water (Millipore Synergy). The left and right contact angles 

were averaged over three samples for both the surface initiated filter paper and the PMMA 

grafted filter paper. 

Results and Discussion 

The molecular weight distribution (MWD) of the SI-ATRP was monitored using free 

initiator in solution (see comment in Introduction section regarding use of free polymer for SEC 

of SI-ATRP reactions). Figure A1 shows the progression of the MWD with respect to conversion 

for the SI-ATRP of MMA. 
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Figure A1.  Progression of the MWD for the SI-ATRP if MMA from the surface of cellulosic 
filter paper. The MWD was determined by monitoring free polymer in solution (i.e., polymer 
initiated by EBiB). 
 

The MWD was observed shift towards higher molecular weights as the reaction progressed. This 

increase in MWD with respect to conversion can be expected for controlled/living radical 

polymerizations. The MWDs were also narrow with dispersities (Mw / Mn) under 1.3 for the 

duration of the polymerization prior to gelation. Upon gelation, the dispersity reached a 

maximum of 1.5. The number average molecular weight (Mn) and dispersity (Mw / Mn) as a 

function of conversion are summarized in Figure A2. 
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Figure A2.  Profiles of Mn and dispersity (Mw / Mn) as a function of conversion for the SI-ATRP 
of MMA from surface initiated cellulosic filter paper. The line represents the theoretical Mn. 

 

A linear increase of Mn as a function of conversion can be observed up until the point of gelation. 

The linear increase in Mn as a function of conversion is indicative of a controlled polymerization. 

Likewise, linear first-order kinetics were observed, as shown in Figure A3, indicating that this 

polymerization was indeed controlled/living.17  
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Figure A3.  Semi-logarithmic plot of ln([M]0/[M]) vs. time showing linear kinetics indicative of a 
controlled/living radical polymerization. A kapp of 0.0022 min-1 was calculated from the slope of 
this plot. 

 

A linear first-order kinetic plot was observed for this SI-ATRP, giving an apparent rate 

coefficient of propagation (kapp) of approximately 0.0022 min-1. The last data point (i.e., gelled 

polymer) was omitted since it could not be assumed that the radical concentration was constant 

upon gelation.   

SEC data alone could not verify the successful grafting of PMMA chains from the 

surface of the initiated cellulosic filter paper. High temperatures and exotic solvents, such as ionic 

liquids or DMAc/LiBr, are required for the dissolution of cellulose; furthermore, the viscosity of 

these cellulose solutions is prohibitively high for most conventional SEC apparatus. Thus, the 

surface chemistry was analyzed qualitatively using Fourier Transform Infrared (FT-IR) 
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spectrometer equipped with a diamond Attenuated Total Reflectance (ATR) accessory. This ATR 

FT-IR device probes the surface chemistry of the material using the infrared spectrum and 

requires little to no sample preparation. The ATR FT-IR spectra of both virgin Whatman No. 1 

cellulosic filter paper and the PMMA-grafted cellulosic filter paper are shown in Figure A4. 

 

 

Figure A4.  ATR FT-IR spectrum of virgin Whatman No. 1 cellulosic filter paper (A) and 
Whatman No. 1 filter paper with PMMA grafted from the surface via SI-ATRP (B). The pMMA 
surface grafts can be observed as a strong absorption peak at approximately 1750 cm-1 due to the 
C=O streching mode of the PMMA carbonyl. 

 

The spectra of the virgin filter paper and the PMMA-grafted filter paper show most of the same 

characteristic vibration modes, except for a strong absorbance peak around 1750 cm-1 in spectrum 

B corresponding to the C=O stretching of the PMMA carbonyl on the surface of the PMMA-

grafted filter paper. Because the PMMA-grafted filter paper was rigorously washed following SI-
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ATRP, it was assumed that this C=O stretching mode was primarily due to surface-grafted 

PMMA chains. 

The increase in hydrophobicity of this PMMA-grafted filter paper was investigated using 

contact angle measurements with distilled deionized water. The contact angle of water was 

observed to increase for the surface-initiated filter paper and further for the PMMA-grafted filter 

paper, as evidenced in the photographs shown in Figure A5.    

  
 
Figure A5.  Contact angle of distilled deionized water with surface-initiated filter paper (left) and 
PMMA filter paper (right). 
 

Virgin filter paper was observed to fully wet (and wick) the droplet of water immediately upon 

contact with the surface. However, upon introducing the alkyl bromide functionality (Scheme 

A1), a considerable increase in contact angle of 75 ± 4° was observed. Furthermore, the PMMA-

grafted filter paper (Scheme A2) gave a contact angle with water of 98 ± 3°, which was 

significantly higher than that of the surface-initiated filter paper with alkyl bromide moieties. 

These contact angle results are summarized in Table A1. 
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Table A1.  Summary of contact angles of distilled deionized water with filter paper, surface-
initiated (SI) filter paper, and PMMA filter paper. Three sets of left and right contact angles were 
averaged for each entry. 

Sample Average Contact Angle (°) 

Filter paper Wetting 
SI filter paper 75 ± 4 

PMMA filter paper 98 ± 3 
 

It is clear that the SI-ATRP of PMMA from the surface of Whatman No. 1 cellulosic filter paper 

produces a material with vastly different surface properties. Furthermore, because SI-ATRP is a 

controlled/living radical polymerization technique, this surface chemistry can be tuned via 

targeting different Mn values; by chain-extension to give block copolymers; or by substitution 

reactions at the terminal -Br group to give responsive functionalities.  

Conclusions 

The versatility and relative ease of SI-ATRP was demonstrated by grafting PMMA from 

the surface of Whatman No. 1 cellulosic filter paper. The polymerization proceeded via ARGET 

in a controlled/living manner to give a paper surface with PMMA characteristics. The surface-

grafted PMMA endowed the filter paper with hydrophobic character – a sharp juxtaposition to its 

original hydrophilic behaviour.  
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