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We prove the existence of infinitely many stationary solutions of a nonlinear one-dimensional superlinear
equation on time scales using a Lusternik-Schnirelmann type result.
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1. Introduction

In this paper, we consider the following superlinear equation on a time scale T:

yDD þ jysj
g
ys ¼ 0 x [ ½a; b �T; ð1Þ

where g is a positive constant, under Dirichlet conditions:

yðaÞ ¼ yðs2ðbÞÞ ¼ 0; ð2Þ

with a; b [ T, a , b. Replacing y by 2y, we may consider only the case y D(a) $ 0.

Remark 1.1. In particular, equation (1) can be regarded as a time scales version of the

stationary one-dimensional case for the nonlinear Schrödinger equation

›tyðx; tÞ ¼ i ›2
xyðx; tÞ þ jyðx; tÞj

g
yðx; tÞ

� �
;

which has been the subject of great interest in recent years. This equation arises on the study

of propagation of electromagnetic waves in a nonlinear medium, or of a laser beam in optical

fiber [2,5,9,11,12].

Our main theorem reads as follows.

Theorem 1.2. Problem (1)– (2) has infinitely many solutions.

Let us briefly recall that the concept of dynamic equations on time scales was introduced

by Hilger in Ref. [8] with the motivation of providing a unified approach to continuous and
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discrete calculus. The notion of a generalized derivative y D was defined, where the domain of

the function y is an arbitrary closed non-empty subset T , R. If the time scale T is a

nontrivial interval, then the usual derivative is retrieved, that is y D ¼ y 0. On the other hand, if

T ¼ Z, then the generalized derivative reduces to the usual forward difference, that is

y D ¼ Dy.

We remark that in the continuous case T ¼ R, Theorem 1.2 admits a simple proof. Indeed,

one may verify for example that, for any a . 0, the problem

y00 þ ygþ1 ¼ 0; yð0Þ ¼ yðaÞ ¼ 0

admits a positive solution ya, which is unique, and symmetric with respect to t0 ¼ a=2.

Thus, it suffices to consider a ¼ ðb2 aÞ=N for N [ N, and define

yðtÞ ¼ ð21Þjyaðt2 a2 jaÞ if aþ ja # t # aþ ð jþ 1Þa;

for j ¼ 0; . . . ;N 2 1. In fact, it is easy to prove that all nontrivial solutions of the problem are

constructed in this way. It is worth to observe, however, that the previous argument takes

advantage of the self-similarity of the interval [a, b ], and for this reason it cannot be

generalized for an arbitrary time scale T.

A more general argument, which holds for the equation y00 þ g( y) ¼ p(x) where g is any

superlinear function, relies on the study of the index

IðlÞ U
1

2p

ðb
a

y 0
lðxÞ

2 2 ylðxÞy
00
lðxÞ

y2
lðxÞ þ y 0

lðxÞ
2

dx;

where yl is the unique solution of the initial value problem

y00 þ gð yÞ ¼ pðxÞ; yð0Þ ¼ 0; y 0ð0Þ ¼ l:

It is well known that I(l) computes the number of rounds that the curve Fl : ½a; b �! R2

given by FlðxÞ U ð y 0
lðxÞ; ylðxÞÞ performs around the origin, starting at the point (l, 0); in

particular, if I(l) [ (1/2)Z, then yl is a solution of (1)–(2). Thus, existence of infinitely

many solutions follows from the fact that I is well defined and continuous when l is large,

with I(l) ! 1 as l ! 1. But, once again, it does not seem to be possible to implement this

procedure in the context of a general time scale, since its main idea is based on the following

equality, which holds by simple integration of the IVP, but has no obvious generalization for

time scales:

y 0ðxÞ2

2
þ Gð yðxÞÞ ¼

l2

2
þ

ðx
a

pðsÞy 0ðsÞds;

where GðuÞ ¼
Ð u

0
gðsÞds.

We shall give a different proof for an arbitrary time scale, based on a variant of the

Lusternik-Schnirelmann theory given by Clark in Ref. [6]. More precisely, solutions shall be

obtained from the critical points of an appropriate even functional.

The paper is organized as follows. In Section 2, we give some preliminary results

concerning the Sobolev spaces on time scales.

In Section 3, we introduce an appropriate variational setting for problem (1)–(2) and give

a proof of Theorem 1.2.
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2. Preliminary results

There exists a vast literature on time scales after the pioneering work [8]. For a general

introduction to the theory, we refer the reader to Refs. [3,4].

In order to study problem (1)–(2), by variational methods, let us recall the Lebesgue

measure in times scales, firstly defined in Ref. [7], which can be constructed in the following

way.

For a; b [ T with a , b, consider A , Pð½a; bÞTÞ the completion of s-algebra generated

by the family

{½x0; x1ÞT : a # x0 , x1 # b; x0; x1 [ T}:

Hence, there is a unique s-additive measure mD : A! Rþ defined over this basis as:

mDð½x0; x1ÞTÞ ¼ x1 2 x0. As mentioned in Ref. [1], it is easy to see that mD can be

characterized as follows:

mD ¼ lþ
X
i[I

ðs ðxiÞ2 xiÞdxi ;

where l is the Lebesgue measure on R, {xi}i[I is the (at most countable) set of all right-

scattered points of T and dx is the Dirac measure concentrated at x. A function f which is

measurable with respect to mD is called D-measurable, and the Lebesgue integral over [a, b)T
is denoted by

ðb
a

f ðxÞDx U

ð
½a;bÞT

f ðxÞdmD:

Thus, for 1 # p , 1 the Banach L p-spaces may be defined in the standard way, namely

L
p
D
ð½a; bÞTÞ U f̂ : f : ½a; bÞT ! R is D2 measurable and

ðb
a

j f ðxÞj
p
Dx , 1

� �
;

where f̂ denotes the equivalence class of f, consisting of all D-measurable functions on [a,b)T
that coincide with f almost everywhere for the D-measure. The norm of this space will be

denoted by

k fkLp
D
U

ðb
a

j f ðxÞj
p
Dx

� �1=p

:

Next, we shall introduce as in Ref. [1] the idea of weak time scale derivative (for

shortness, weak derivative). For completeness, let us recall that a function w is termed to be

right-dense continuous on ½a; b �T if w is continuous at every right-dense point x [ ½a; b �T,

and limx!x2
0
wðxÞ exists and is finite at every left-dense point x0 [ ½a; b �T. Further, the space

C1
rdð½a; b �TÞ is defined as the set of those functions w : ½a;s ðbÞ�T ! R that have a right-dense

continuous derivative on ½a; b �T.
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Definition 2.1. Let f [ L
p
D
ð½a; bÞTÞ. A weak derivative of f (if it exists) is a D-measurable

function g such that

ðb
a

f ðxÞwDðxÞDx ¼ 2

ðb
a

gðxÞwsðxÞDx

for any w [ C1
rdð½a; b�TÞ such that wðaÞ ¼ wðbÞ ¼ 0.

Remark 2.2. If f [ C1
rdð½a; b�TÞ, then by the product rule it follows that f D is also a weak

derivative of f.

Remark 2.3. Let g [ Crdð½a; b�TÞ, and define f ðxÞ ¼
Ð x

0
gðsÞDs. Then, by the fundamental

theorem (see [7]) it follows that g is the derivative of f.

Remark 2.4. It is easy to see that if f has zero weak derivative, then f ; c for some constant

c. In view of the previous remark, we deduce that if f has a right-dense continuous weak

derivative on ½a; b�T, then it belongs to C1
rdð½a; b�TÞ.

Thus, the Sobolev spaces W
1;p
D
ð½a; bÞTÞ may be defined as in the standard case T ¼ R:

W
1;p
D
ð½a; bÞTÞ U f [ L

p
D
ð½a; bÞTÞ : f has a weak derivative f D [ L

p
D
ð½a; bÞTÞ

� �
;

equipped with the norm

k fk
W

1;p
D

U k f jj
p

L
p

D

þ k f Djj
p

L
p

D

	 
1=p

:

In particular, for p ¼ 2 we shall denote H1
Dð½a; bÞTÞ U W

1;2
D
ð½a; bÞTÞ, and the norm is induced

by the inner product given by

k f ; glH1
D
U

ðb
a

f ðxÞgðxÞ þ f DðxÞgDðxÞ
� �

Dx:

Basic properties of Sobolev spaces in time scales can be found in Ref. [1].

3. Proof of Theorem 1.2

In this section, we introduce the variational setting for problem (1)–(2), and give a proof of

Theorem 1.2 based on a specialization of the Lusternik-Schnirelmann theory to the case of an

even functional of a Banach space.

Without loss of generality we may assume that a ¼ 0 and b ¼ 1. For convenience, let us

set b ¼ s2ð1Þ and the space

H ¼ H1
0Dð½0;bÞTÞ U y [ H1

Dð½0;bÞTÞ : yð0Þ ¼ yðbÞ ¼ 0
� �

:

From now on, we shall denote by k·k the norm of H, and by k·kL p the norm of L p([0, b)T).

Next, define the functional J:H ! R by

Jð yÞ U

ðb
0

yDðxÞ2Dx

� �gþ1

2

ðb
0

jysðxÞj
gþ2

Dx ¼ kyDjj
2ðgþ1Þ

L 2 2 kysjj
gþ2

L gþ2 :
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It is clear that if y is a critical point of J, then y is a weak solution of the problem

kyDjj
2g

L 2y
DDðxÞ þ gþ2

2ðgþ1Þ
jysðxÞj

g
ysðxÞ ¼ 0

yð0Þ ¼ yðbÞ ¼ 0:

8<
: ð3Þ

Indeed, it follows from simple computation that J [ C 1ðH;RÞ, with

DJð yÞðwÞ ¼ 2ðgþ 1ÞkyDjj
2g

L 2

ðb
0

yDðxÞwDðxÞDx 2 ðgþ 2Þ

ðb
0

jysðxÞj
g
ysðxÞwsðxÞDx:

Thus, if DJ( y) ¼ 0, we deduce that y is a weak solution of (3).

Remark 3.1. As every element of W
1;p
D
ð½a; bÞTÞ has an absolutely continuous representative

(see [1]), it follows from Remark 2.4 that any weak solution of (3) is in fact classical, in the

sense that it admits a continuous (standard) time scale second derivative.

The connection between solutions of (3) and solutions of the original problem is clear from

the following lemma.

Lemma 3.2. Assume that y [ H 2 {0} is a critical point of J and let

r U
gþ 2

2ðgþ 1Þ

� �1=g

kyDjj
22
L 2 :

Then ~y U ry is a solution of (1)– (2). Moreover, if S is any one-dimensional subspace of H,

the number of nontrivial critical points of J belonging to S is at most two.

Proof. If y [ H 2 {0} is a critical point of J, a straightforward computation shows that ~y is a

solution of (1)– (2). Moreover, if fðaÞ ¼ JðayÞ, then f0ðaÞ ¼ DJðayÞð yÞ. On the other hand,

as fðaÞ ¼ Ajaj
2ðgþ1Þ

2 Bjaj
gþ2

with A ¼ kyDjj
2ðgþ1Þ

L 2 , B ¼ kyjj
gþ2

L gþ2 , it follows that f has

exactly two nonzero critical points. Thus, DJðayÞ ¼ 0 only for a ¼ 0;^1. A

In order to obtain solutions of (3) as critical points of J, let us recall the well-known Palais-

Smale condition.

Definition 3.3. Let E be a Banach space and J [ C 1ðE;RÞ. It is said that J satisfies (PS)

if any sequence {yn} , E such that jJðynÞj # c for some constant c and DJðynÞ! 0, has a

convergent subsequence in E.

Definition 3.4. Let E be a Banach space and let A # En{0} be closed and symmetric with

respect to 0. The genus of A is defined in the following way: If there exists f : A! RNn{0}

continuous and odd with N minimum, then gen(A) ¼ N; otherwise, gen(A) ¼ 1.

The following result is a consequence of a Lusternik-Schnirelmann theorem, due to Clark [6].

Theorem 3.5. Let E be a Banach space such that dim(E) $ N for some N [ N. Let

J [ C 1ðE;RÞ be an even functional satisfying (PS), such that J(0) ¼ 0, and assume that

c [ ( 2 1,0), where the constant c ¼ c(N) is defined by

c U inf
genðAÞ$N

sup
y[A

Jð yÞ:

Multiplicity of solutions of a superlinear equation 1055



Then c is a critical value of J. Furthermore, if c(M) ¼ c for someM . N, then genðJ21ðcÞÞ .

M 2 N.

Proof of Theorem 1.2.

1. J is bounded below and coercive.

Indeed, for y [ H we may write yðxÞ ¼
Ð x

0
yDðsÞDs, and deduce that

jyðxÞj # b1=2kyDkL 2 :

Hence,

kykL 2 # bjyDkL 2 ;

and

kysjj
gþ2

L gþ2 # b ðgþ4Þ=2kyDjj
gþ2

L 2 :

Thus

Jð yÞ $ kyDjj
gþ2

L 2 kyDjj
g

L 2 2 b ðgþ4Þ=2
	 


;

and the claim follows.

2. J satisfies (PS).

Assume that J( yn) is bounded, and that DJð ynÞ! 0. Then {yn} is bounded in H, and

taking a subsequence we may suppose that yn ! y uniformly, and weakly in H for some

y [ H.

Furthermore, using the fact that DJð ynÞðyn 2 yÞ! 0 and that yn ! y uniformly, we

deduce that

kyDn jj
2g

L 2

ðb
0

yDn ðxÞð yn 2 yÞDðxÞDx! 0:

If kyDn kL 2 ! 0, then yn ! 0 in H and the claim is proved. Otherwise, taking a subsequence

we may assume that

ðb
0

yDn ðxÞð yn 2 yÞDðxÞDx! 0:

On the other hand, as yn ! y weakly in H, we also have:

ðb
0

yDðxÞð yn 2 yÞDðxÞDx! 0:

Hence

ðb
0

½ð yn 2 yÞD�2ðxÞDx! 0;

and we conclude that yn ! y strongly in H.

3. Application of Theorem 3.5.

Let N [ N and c ¼ cðNÞ be defined as in Theorem 3.5. As J is bounded below, it

follows trivially that c . 21.
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Moreover, as the elements of H are continuous, it is clear that if y [ H satisfies ys ¼ 0,

then y ¼ 0. Indeed, yð0Þ ¼ yðbÞ ¼ 0, and for x [ ð0;bÞT we have:

. If x is right-dense, then yðxÞ ¼ ysðxÞ ¼ 0.

. If x is left-scattered, then yðxÞ ¼ ysðrðxÞÞ ¼ 0.

. If x0 is right-scattered and left-dense satisfies yðx0Þ – 0, then y – 0 over a neighborhood

of x0. In particular, y – 0 over a nonempty interval I ¼ ðx0 2 d; x0ÞT for some d . 0.

As x0 is left-dense, if x [ I, then s(x) [ I. It follows that yðsðxÞÞ – 0, a contradiction.

Next, let V , H be any subspace with dim(V) ¼ N. It follows that the norms defined over

V by kyDkL 2 and kyskL 2 are equivalent; thus, there exists a constant k such that

kyDkL 2 # kkyskL 2 ;y [ V:

Hence, from the imbedding L
gþ2
D

ð½0;bÞÞ a L2
Dð½0;bÞÞ, if y [ V we obtain:

Jð yÞ # k 2ðgþ1Þkysjj
2ðgþ1Þ

L 2 2 kysjj
gþ2

L gþ2 # kysjj
gþ2

L 2 k 2ðgþ1Þkysjj
g

L 2 2 a
� �

for some positive constant a. Hence, there exists 1 . 0 such that J(y) , 0 for any y [ V such

that 0 , kyk , 21. Thus, if we consider the set

A ¼ {y [ V : 1 # kyk # 21};

it follows by compactness that supy[AJ(y) , 0. Furthermore, from Borsuk Theorem

(see, e.g. [10]) we deduce that g(A) ¼ N, and then c , 0. From Theorem 3.5, we conclude

that c is a critical value of J. If c(M) ¼ c for some M – N, then genðJ21ðcÞÞ . jM 2 Nj and

J 21(c) is an infinite set of critical points of J. Otherwise, {c(N) :N [ N} is an infinite set of

critical values of J. Taking into account Lemma 3.2, the proof is complete. A
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