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Fad or future? Automated analysis of
financial text and its implications for

corporate reporting

CRAIG LEWISa* and STEVEN YOUNGb

aOwen Graduate School of Management, Vanderbilt University, Avenue South, Nashville, TN 37203,
USA; bLancaster University Management School, Lancaster University, Lancaster, UK

This paper describes the current state of natural language processing (NLP) as it applies to
corporate reporting. We document dramatic increases in the quantity of verbal content that is
an integral part of company reporting packages, as well as the evolution of text analytic
approaches being employed to analyse this content. We provide intuitive descriptions of the
leading analytic approaches applied in the academic accounting and finance literatures. This
discussion includes key word searches and counts, attribute dictionaries, naïve Bayesian
classification, cosine similarity, and latent Dirichlet allocation. We also discuss how
increasing interest in NLP processing of the corporate reporting package could and should
influence financial reporting regulation and note that textual analysis is currently more of an
afterthought, if it is even considered. Opportunities for improving the usefulness of NLP
processing are discussed, as well as possible impediments.

Keywords: textual analysis; natural language processing; automated analysis; corporate
reporting

1. Introduction

Financial accountants and economists have traditionally relied on quantitative metrics derived
from financial statements as a basis for decision making. There is nevertheless increasing recog-
nition that financial statement metrics provide limited insights, either because they do not allow
one to infer nuances that may be contained in verbal discussions of financial performance, or
because key aspects of organizational performance and value are not reflected in financial state-
ment results in a timely manner. The qualitative (language) content that accompanies periodic
financial statements therefore forms an integral component of the information set that financial
market participants use for valuation, monitoring, and stewardship.

Consider, for example, the annual report. Are investors content to simply review the financial
statements (balance sheet, income statement, statement of shareholders’ equity, and statement of
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cash flows) and the accompanying footnote disclosures? This seems unlikely. Rather, given that
the vast majority of the content is textual, it seems more plausible that users also review accom-
panying qualitative disclosures so that, at a minimum, they can better understand management’s
interpretation of results. While users may in fact process qualitative (unstructured) data in this
manner on an individual firm basis, there is increasing interest in converting qualitative
content into structured data so that users can employ analytic techniques designed to systemati-
cally process large amounts of text. The desire to systematically evaluate unstructured content,
coupled with advances in computing power and increasingly sophisticated natural language pro-
cessing (NLP) methods, has led to an explosion in the number of academic studies and financial
market applications that exploit financial text resources.

Elliot (1998) forecasted that the importance of unstructured data for financial decision making
would far outweigh its structured counterpart by the end of the twentieth century. Consistent with
this forecast, the last two decades have witnessed rapid expansion in the volume of unstructured
data available to financial market participants. Examples include: narrative elements of firms’ per-
iodic reporting package; corporate press releases; webpage content; analyst reports; social media
posts by a variety of corporate stakeholders including corporate insiders, investors, customers,
suppliers, pressure groups and politicians; media commentary; and speeches by policymakers,
regulators and politicians. This expansion in the volume of unstructured data creates opportunities
and challenges for financial market participants and academic researchers alike. Our goal in this
paper is to assess how the scope for automated processing of qualitative data is impacting current
research and practice in financial reporting and shaping future agendas. Although we offer our
views on methodologies that seem the most promising, our aim is to encourage debate within
the finance and accounting communities, rather than promote a particular vision of how best to
proceed.

We begin by illustrating how international corporate reporting developments involve the pro-
vision of increasing amounts of unstructured data. Examples include reporting on strategy and
business models (European Commission 2017), key performance indicators and alternative per-
formance measures [European Securities Market Association (ESMA) 2015], value creation and
capitals [International Integrated Reporting Council (IIRC) 2013], supply chains in high-risk
areas [Organisation for Economic Cooperation and Development (OECD) 2017], emissions
and environmental impact [Global Reporting Initiative (GRI) standards], employees, society,
and human rights (United Nations 2017), and bribery and corruption (OECD 2017). Reflecting
this general reporting trend, we document significant growth in the size and complexity of
U.K. annual report narratives. For example, the median annual report increased from 14,954 to
33,193 words (122%) over the 14-year period from 2003 to 2016 for a sample of 19,426 PDF
annual reports published by 3252 firms listed on the London Stock Exchange. The rate of
growth is similar to that reported by Dyer et al. (2017) for 10-K filings by U.S. registrants.
Increases are evident for both the financial statements component of U.K. reports (particularly
following the mandatory adoption of International Financial Reporting Standards) and the narra-
tives component, where the number of items reported in the median table of contents increased by
50% over this period.

We highlight two generic benefits of applying NLP methods to analyze outputs from the cor-
porate reporting process. The first generic benefit is the ability to process large volumes of content
at relatively low cost, thereby helping to mitigate concerns about information overload as the
quantum of disclosures increase to reflect preparers’ wider social responsibilities. The second
generic benefit is the ability of NLP methods to detect latent features in the data that even the
closest manual analysis may struggle to identify. We discuss these two properties of NLP in
the context of academic research and financial reporting regulation in Sections 4 and 5, respect-
ively. Critically, however, we stress how the increasing adoption of NLP methods does not render
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manual analysis redundant. Rather, we argue that effective analysis of unstructured corporate dis-
closures requires a combination of manual and automated approaches.

The growth in unstructured data presents a challenge and an opportunity for capital markets
research in financial reporting where the spotlight has traditionally focused on financial statement
data and other quantitative outputs, despite the veracity of Elliot’s (1998) prediction. Only
recently have top-tier journals in accounting and finance started to embrace research agendas
that systematically examine the properties of financial text and their capital market implications.1

Extant papers have relied on relatively unsophisticated methods such as word counts, with jour-
nals and authors appearing unaware of developments in the NLP literature. This may stem from
the view that textual analysis is an impenetrable ‘black box.’ We disagree with this perspective
and note that sophisticated text analytic approaches utilize established methods such as
maximum likelihood estimation. In our view, the primary barriers to wider adoption reflect con-
cerns over familiarity, accessibility, and replication. Increased familiarity can only be achieved by
demonstrating the ability of these approaches to provide new insights, their ability to address pro-
blems in novel ways, and the possibility of studying issues that cannot be addressed using stan-
dard quantitative datasets. Given easy access to open source access applications on platforms like
Python and R, as well as commercial platforms like SAS, MATLAB and the WRDS SEC Ana-
lytics platform, researcher access is not a significant constraint. The most significant obstacle to
wider adoption is replicability. The only way to systematically address this concern is for
researchers to report the procedures used to develop a corpus with sufficient granularity. This
includes, for example, explaining how graphic files are stripped, how stop words are eliminated,
how numbers are treated, and how (and why) stemming is applied.2

More recent work has started to employ mainstream NLP techniques including cosine simi-
larity to measure document similarity, supervised machine learning to identify document content,
and unsupervised learning methods to identify topic structure in individual documents and across
a wider corpus. Collectively, these approaches have helped shed light on important associations
between unstructured data and corporate actions. The words selected by managers and the
language used by media to report on firms have been shown to correlate with future stock
returns, earnings, and even future fraudulent activities of management. Clearly, financial
market participants incorporate more than just quantitative data in their decision models, but as
the accounting and finance literature seeks to harness the full potential of the NLP toolkit,
researchers must proceed with caution to ensure methods are applied transparently to study econ-
omically important questions.

The proliferation of unstructured information represents a major challenge for financial
market participants, many of whom are concerned about overlooking relevant information (Finan-
cial Reporting Council Lab 2015). Such is the volume of available data and the frequency with
which it is updated that comprehensive manual scrutiny of all potentially relevant content by
human experts is already bordering on the impossible. Not surprisingly, therefore, practitioners
and information users are looking increasingly towards technological solutions to assist with
the task of analyzing unstructured data and harnessing the opportunities that big data applications
provide. We explore how changes in the way users access and process information impacts
various aspects of corporate reporting and communication including the nature of the disclosure
problem as defined by the International Accounting Standards Board (IASB) in its Disclosure
Initiative (IASB 2017), the definition of materiality, and the implications for standards governing
the form and structure of corporate disclosures. We highlight the paradox that while the increasing
volume of unstructured data intensifies the demand for technical processing solutions, it also
reduces viability because ever-more sophisticated techniques are required to combat the lack of
standardization in reporting formats.
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A key policy-relevant theme to emerge from our analysis is that it is becoming increasingly
hard for policymakers and regulators to justify divorcing debate about content from matters of
presentation. This is because the form in which data are presented and stored fundamentally
affects their usefulness in settings where increasing reliance is placed on automated processing.
We also believe that structured data requirements can improve the content of verbal discussions
because they limit managerial discretion and implicitly force the discussions to address issues that
are important to users. We review the structural barriers that restrict the opportunities to process
unstructured corporate disclosures automatically and offer suggestions for making corporate dis-
closures more amenable to automated processing.

2. The corporate reporting landscape

2.1. The growth in unstructured data

The IASB advances the notion of the corporate reporting package. The reporting package: com-
prises one or more documents published at approximately the same time as the entity’s financial
statements; communicates the entity’s results to users of its financial statements; and is publicly
available on the company’s website or in its regulatory filings (IASB 2017: para 4.23). This defi-
nition includes press releases, earnings announcements, investor presentations and regulatory
filings, and is therefore broader than the mandated financial statements and associated commen-
tary. A large fraction of the content involves text (or verbal communication transcribed into text in
the case of conference calls and management presentations), much of which also incorporates
quantitative information (Siano and Wysocki 2018). These data are classified as unstructured
because the elements are not amenable to rapid automated retrieval in a consistent manner
across entities and over time.

The annual report and accounts form the centerpiece of the corporate reporting package con-
sists largely of unstructured content. International Financial Reporting Standards involve high
levels of unstructured financial statement data (Morunga and Bradbury 2012, El-Haj et al.
2019b). Auditor commentary on key audit matters is also increasing in jurisdictions such as
the U.K. and U.S. (Gutierrez et al. 2018). Beyond the financial statements and audit report,
expansion of the reporting model to incorporate a broader stakeholder perspective is leading
to further growth in the volume of unstructured data. Table 1 provides a (non-exhaustive)
summary of key international reporting initiatives issued since 2010 relating to aspects other
than the financial statements. The majority of these disclosure developments involve unstruc-
tured narrative commentary. This trend is compounded by reporting developments at the
country- and market-level.3

2.2. Case study: U.K. annual reports

Dyer et al. (2017) document dramatic growth over the last two decades in the size and content of
annual reports filed on Form 10-K by U.S. securities market registrants. While informative, the
standardized nature of the 10-K reporting template means that the analysis is not necessarily
representative of changes in other regimes where annual reporting is less standardized, more sta-
keholder-oriented, and influenced to a larger degree by international reporting guidelines. The
U.K. provides a good example of a setting where: core reporting requirements include a
broader set of corporate themes than the 10-K; requirements of supranational bodies shape report-
ing outcomes to a larger degree; and preparers enjoy almost unlimited discretion over the
inclusion of non-mandated content. U.K. annual reports therefore provide a useful alternative bar-
ometer with which to measure changes in the volume and scope of corporate reporting.
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Table 1. Examples of international reporting initiatives relating to aspects of the financial reporting
package other than the financial statements involving a significant element of unstructured (text-based)
content.

Reporting initiative URL to organization or document

International Accounting Standards Board
(IASB) (2010). IFRS Practice Statement 1:
Management Commentary

https://www.ifrs.org/issued-standards/management-
commentary-practice-statement/

The International Integrated Reporting Council
(<IIRC>) (2013) International (<IR>)
Framework

https://integratedreporting.org/wp-content/uploads/2015/
03/13-12-08-THE-INTERNATIONAL-IR-
FRAMEWORK-2-1.pdf

European Securities and Markets Authority
(ESMA) (2015). ESMA Guidelines on
Alternative Performance Measures

https://www.esma.europa.eu/sites/default/files/library/
2015/10/2015-esma-1415en.pdf

European Commission (EC) (2014). Directive
2014/95/EU amending Directive 2013/34/EU
as regards disclosure of non-financial and
diversity information by certain large
undertakings and groups

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?
uri=CELEX:32014L0095&from=EN

European Parliament Council of European
Union (2012). Directive 2012/17/EU
amending Council Directive 89/666/EEC and
Directives 2005/56/EC and 2009/101/EC of
the European Parliament and of the Council
as regards the interconnection of central,
commercial and companies registers
(Business Registers Directive)

https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?
uri=OJ:L:2012:156:0001:0009:en:PDF

European Parliament Council of European
Union (2013). Directive 2013/36/EU on
access to the activity of credit institutions and
the prudential supervision of credit
institutions and investment firms (Capital
Requirements Directive)

https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?
uri=OJ:L:2013:176:0338:0436:En:PDF

OECD (2011). OECD Guidelines for
Multinational Enterprises

https://www.oecd.org/daf/inv/mne/48004323.pdf?_ga=2.
45268260.1897114088.1546178890-1898414720.
1542015530

OECD (2013), OECD Due Diligence Guidance
for Responsible Supply Chains of Minerals
from Conflict-Affected and High-Risk Areas:
Second Edition

Global Reporting Initiative (GRI) (2015). GRI
G4 Guidelines Part 1 Reporting Principles
And Standard Disclosures

https://www.globalreporting.org/resourcelibrary/GRIG4-
Part1-Reporting-Principles-and-Standard-Disclosures.
pdf

United Nations (UN) Global Compact
Integrating the Sustainable Development
Goals into Corporate Reporting: A Practical
Guide:

https://www.unglobalcompact.org/library/5628

United Nations Human Rights Council (2011)
‘Protect, Respect and Remedy’ Framework
and Guiding Principles

https://www.business-humanrights.org/sites/default/files/
media/documents/ruggie/ruggie-guiding-principles-
21-mar-2011.pdf

Sustainability Accounting Standards Board
(SASB). Various industry-specific standards.

https://www.sasb.org/standards-overview/download-
current-standards/

(Continued)
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Figures 1–3 document growth in unstructured data for a sample of 19,542 U.K. annual reports
published between 2003 and 2016 by 3252 firms listed on the London Stock Exchange (LSE)
main market and Alternative Investment Market (AIM). Annual sample sizes range from a low
of 1074 reports in 2003 to a high of 1659 reports in 2007. Panels A and B in Figure 1 report
median page count and median word count, respectively, for the following three series: the
entire annual report; the narratives component of the annual report; the financial statements com-
ponent.4 A monotonic upward trend is evident for all three series. The number of pages in the
median report increased by 57% from 47 pages in 2003 to 74 pages in 2016, while total word
count increased by 122% from 14,954 words in 2003 to 33,193 words in 2016. Significant
growth in unstructured content is evident in both the narratives and financial statements com-
ponents, although the catalysts differ. Most of the increase in financial statements content
occurs between 2006 and 2008, corresponding to mandatory IFRS adoption by LSE Main
Market and AIM firms (El-Haj et al. 2019a). In contrast, growth in the narratives component is
more linear and reflects continuous development in stakeholder reporting. Figure 2 presents
equivalent statistics for four common elements of the narrative component: the chair’s letter, man-
agement commentary, governance statement, and remuneration report. A significant increase in
the textual content is evident for all sections other than the chair’s letter, with performance com-
mentary displaying the most pronounced growth at 131%.

Significant growth in the unstructured text is accompanied by substantial complexity in both
content and the way it is presented. Figure 3 reports a 50% increase in the number of separate
sections highlighted in the median annual report table of contents. Assuming the number of sec-
tions proxies for the range of distinct high-level topics discussed, these results demonstrate the
increasing scope of disclosures in firms’ reporting package. Increasing scope in coverage is under-
pinned by substantial presentational complexity. First, untabulated results suggest increasing frag-
mentation of the reporting package as management carve out elements of non-financial
information as separate documents (e.g. corporate and social responsibility reports). Second,
the nomenclature used to describe similar core report components varies dramatically across
firms and time. For example, our sample contains over 20 distinct names for the chair’s letter
to shareholders and over 50 different headers for management commentary. This lack of standard-
ization impedes the comparability of unstructured data (Figure 4).

Table 1. Continued.

Reporting initiative URL to organization or document

United Nations Sustainable Stock Exchanges
(SSE) Initiative (2017). How Stock
Exchanges Can Grow Green Finance. A
Voluntary Action Plan.

https://www.sseinitiative.org/wp-content/uploads/2017/
11/SSE-Green-Finance-Guidance-.pdf

United Nations Sustainable Stock Exchanges
(SSE) Initiative (2017). How Stock
Exchanges Can Advance Gender Equality.
Gender Equality

https://www.sseinitiative.org/wp-content/uploads/2018/
10/How-stock-exchanges-can-advance-gender-
equality.pdf

Climate Disclosure Standards Board (2018)
CDSB Framework for reporting
environmental information, natural capital
and associated business impacts

https://www.cdsb.net/sites/default/files/cdsb_
framework_2.1.pdf

Eco-Management and Audit Scheme (EMAS)
Regulation 1836/93 (2009) plus Commission
Regulation (EU) 2017/1505 (2017) amending
Annexes I, II and III

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?
uri=CELEX:32017R1505&from=EN and https://eur-
lex.europa.eu/legal-content/EN/TXT/PDF/?uri=
CELEX:32017R1505&from=EN
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3. The benefits of NLP

Academics and practitioners are united in the belief that structured quantitative data are insuffi-
cient for economic decision-making (KPMG 2014, p. 4, Lev and Gu 2016). Corresponding
growth in the volume and perceived relevance of unstructured textual content in the reporting
package creates a demand for efficient and effective processing methods from researchers and
financial market participants alike. We highlight two generic processing benefits that NLP
methods offer users of the corporate reporting package. The first benefit is the ability to
process large volumes of content at relatively low cost. The second benefit is the ability to
detect latent features in the data. We discuss these two general contributions in further detail

Figure 1. Median annual report length for a sample of 19,542 U.K. annual reports published between 2003
and 2016 by 3252 firms listed on the London Stock Exchange (LSE) main market and Alternative Investment
Market (AIM). Annual sample sizes range from a low of 1074 reports in 2003 to a high of 1659 reports in
2007. Panel A: Page count; Panel B: Word count. Notes: U.K. annual reports are decomposed into the Nar-
ratives and Financials components according to the approach described in El-Haj et al. (2019a). The Finan-
cials component of the annual report includes the primary financial statements, accompanying notes, the
auditor’s report, the statement of directors’ responsibilities, and generic shareholder information including
financial calendar and form of proxy, The Narratives component of the annual report includes all remaining
sections including the chair’s letter to shareholder, management commentary, report of directors, governance
statement, remuneration report, principal risk and uncertainties, and other stakeholder disclosures such as
environmental and social responsibility commentary. Annual report text is retrieved and processed using
the software tool developed by El-Haj et al. (2019a).
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below, followed in Sections 4 and 5 by an assessment of their impact on (and implications for)
financial reporting research and regulation.

Before outlining each generic NLP contribution in more detail, we offer two general obser-
vations on the use of automated processing techniques to analyse the reporting package. Our
first observation is that while automated methods provide significant opportunities for researchers
and practitioners, in neither case do we see NLP replacing detailed manual analysis, not least
because the development of machine learning applications often relies on extensive manual analy-
sis to train and validate models (El-Haj et al. 2019b). Instead, we believe that effective approaches
to analyzing unstructured financial reporting data will continue to involve a combination of
manual and automated methods, with the relative weights attached to each approach varying
according to the particular research question or decision setting.

Our second observation relates to the inherent paradox of using NLP methods to analyze
unstructured components in the corporate reporting package. While rapid growth in unstructured
content increases demand for NLP solutions to assist with analyzing reporting outcomes, the same
trend increases the cost and reduces the viability of developing fine-grained NLP solutions. Rea-
lizing the full benefits of NLP is conditional on low cost, reliable access to financial text on a large

Figure 2. Median length of enduring annual report sections for a sample of 19,542 U.K. annual reports
published between 2003 and 2016 by 3252 firms listed on the London Stock Exchange (LSE) main
market and Alternative Investment Market (AIM). Annual sample sizes range from a low of 1074 reports
in 2003 to a high of 1659 reports in 2007. Panel A: Page count; Panel B: Word count. Notes: U.K.
annual report content is retrieved, classified and processed using the software tool developed by El-Haj
et al. (2019a).
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scale. An emerging challenge for financial reporting regulators is how to ensure demands for firms
to report more unstructured content results in disclosures that are also capable of being processed
automatically and at low cost. We return to this theme in Section 5 when we discuss the impli-
cations of NLP for accounting regulation, and in Section 6 where we review the impediments
to further progress.

3.1. Generic benefits of NLP: Addressing overload concerns

Section 2 highlights the dramatic growth in unstructured corporate data. Despite continuing
concern over the size of the reporting package (FRC 2011, 2015), growing pressure for cor-
porate accountability suggests that further expansion of the aggregate reporting package is the
most likely direction of travel. The proliferation of information represents a major challenge
for users in the form of information overload. Users are naturally concerned about the risk

Figure 3. Number of narrative sections listed in table of contents of the median annual report for sample of
19,542 U.K. annual reports published between 2003 and 2016 by 3252 firms listed on the London Stock
Exchange (LSE) main market and Alternative Investment Market (AIM). Annual sample sizes range from
a low of 1074 reports in 2003 to a high of 1659 reports in 2007. Notes: The table of contents in U.K.
annual reports is retrieved and processed using the software tool developed by El-Haj et al. (2019a).
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Figure 4. Text-based articles published in The Accounting Review, Journal of Accounting Research,
Journal of Accounting and Economics, Journal of Finance, Journal of Financial Economics, and Review
of Financial Studies during the period 2010-2018.
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of overlooking relevant information (FRC Lab 2015) and the quantum of data is at such a
level that the feasibility of analyzing it in a timely fashion using only manual methods is
questionable.

Holding the volume of data constant, the corporate reporting package is also fragmented by its
nature (IASB 2017); and the fragmentation problem is growing as preparers and regulators
explore ways of shrinking the annual report while simultaneously providing accountability to a
widening stakeholder group. One solution involves removing non-mandatory content from the
annual report and placing it in a separate document or on a website, with signposting in the
annual report to the location of the supplementary content (FRC 2014, FRC Lab 2014, IASB
2017).5 Fragmentation compounds the overload problem for a human reader because tracking
information across multiple reporting channels and evaluating the consistency of content and
messaging is challenging. Consider, for example, the Management, Discussion, and Analysis
section of a 10-K report. Filers are permitted to supply this information through the proxy state-
ment, provided the 10-K includes a statement that it is incorporating the information from the
proxy statement by reference. The simple act of directing readers to another document likely
renders these important discussions less transparent.

NLP offers a way to alleviate problems of disclosure overload. Automated retrieval and analy-
sis of text allows financial report users to process much larger volumes of data than is possible via
manual reading. At the simplest level, NLP methods can be used to filter content relevant to a
particular decision problem. The filtering process can involve varying levels of complexity
ranging from a naïve keyword search, to named entity recognition (NER) methods, to more
advanced retrieval tasks targeting specific sections in an unstructured document (El Haj et al.
2019a). An extension to this simple filtering approach is a decision support system that ‘red
flags’ specific cases for further analysis. In both applications, NLP technology is supplemented
by further manual scrutiny by domain experts. The initial automated step adds value by concen-
trating scarce manual resources on the most relevant disclosures and firms. The approach is rel-
evant for academic researchers and financial market practitioners alike. In practice, for example,
the Securities and Exchange Commission (SEC) in the U.S. applies a text-based risk assessment
system to Tips, Complaints, and Referrals (TCRs) with the aim of efficiently identifying cases that
are more likely to result in successful litigation. The SEC has also used NLP methods to extract
data from registration statements to assess how emerging growth companies avail themselves of
JOBS Act provisions (Bauguess 2016). In research, Li (2010a) uses an algorithm to extract
forward-looking sentences from the Management Discussion and Analysis (MD&A) section of
10-K filings for subsequent manual coding. More generally, Li (2010b), highlights how NLP
methods help to improve generalizability and expand the set of research questions that can be fea-
sibly addressed.

3.2. Generic benefits of NLP: Identifying latent features

A fundamental objective of NLP and data science methods more generally is the detection of pat-
terns in large datasets that are not evident to human readers operating at the individual firm or
document level. At the heart of the methodology is the recognition that statistical analysis of a
large corpus can identify primitive characteristics in the data that are not observable when study-
ing small parts of the corpus in isolation. Such approaches have been applied successfully in the
NLP and corpus linguistics fields to detect diverse features including early onset of degenerative
brain diseases such as dementia and Alzheimer’s (Le et al. 2011) and adults masquerading as chil-
dren in online chatrooms (Rashid et al. 2013).

Li (2010b) highlights the potential of NLP for identifying latent features in unstructured finan-
cial reporting data. Examples from the extant accounting literature include: detecting financial
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reporting irregularities from conference call dialogue (Larcker and Zakolyukina 2012) and annual
report commentary (Goel et al. 2010, Purda and Skillicorn 2015, Brown et al. 2017); identifying
inconsistencies in reporting style across documents issued by the same entity (Davis and Tama-
Sweet 2012, Dikolli et al. 2017); identifying managerial obfuscation in conference calls (Bushee
et al. 2018); and measuring CEO personality traits using conference call dialogue (Gow et al.
2016).

NLP methods for detecting latent features have also been successfully employed by financial
market professionals. For example, the SEC employs a range of techniques including text simi-
larity and topic modeling to identify common features emphasized by tippees in TCRs that cor-
relate with fraudulent corporate activity. Meanwhile, portfolio managers are using unsupervised
artificial intelligence systems to build text-based models that predict stock returns over short
windows (Balakrishnan et al. 2010, Lee et al. 2014). Commercial products are also emerging
that evaluate corporate communications, news wire feeds, and web article aggregators on a
range of dimensions including relevance and sentiment (e.g. RavenPack and Calcbench https://
www.calcbench.com).

4. Financial reporting research

There are a number of excellent survey papers that discuss the use of text analytics in the account-
ing literature. Li (2010b) describes some of the manual approaches used by researchers and
surveys the academic literature in the context of the research questions being asked. Kearney
and Liu (2014) provide a more recent survey of methods and literature with a focus on textual
sentiment. Das (2013) provides an overview of different methodologies and seeks to help
researchers that are unfamiliar with textual analysis to familiarize themselves with some of the
available software that has been developed using the R programming language. Loughran and
McDonald (2016) survey methodological approaches under the general heading of ‘bag-of-
words’ techniques. El-Haj et al. (2019b) critique extant research analyzing unstructured financial
reporting content. They conclude current work risks overstating the incremental contribution of
NLP approaches relative to manual analysis.

Closer inspection of papers employing textual analysis methods published in leading account-
ing and finance journals over the period 2010 to 2018 reveals the application of a variety of ana-
lytic techniques to determine whether textual attributes are correlated with firm fundamentals.6

Typical of areas that explore new methodologies, we find that published papers overwhelmingly
rely on simple approaches such as keyword searches (17), word counts (29), and dictionaries that
measure specific attributes such as tone (17), and readability scores like the FOG index (7). Only
12 papers embrace more powerful techniques like cosine similarity, naïve Bayes classification,
and topic modeling approaches (e.g. latent Dirichlet allocation).

Due to the widespread adoption of different methodologies, particularly those that are rela-
tively unsophisticated, some of our discussion overlaps that contained in existing surveys. We
not only discuss these methods but provide intuitive descriptions of some of the more sophisti-
cated methodologies that have not been surveyed elsewhere. Our paper does not attempt to be
comprehensive in its coverage. Similar to existing surveys, we focus on quantitative method-
ologies that have proven to be the most popular in accounting and finance.

We are not the first to emphasize that sophistication for sophistication’s sake can be counter-
productive. The same is true for overreliance on simplistic methods that are incapable of addres-
sing document nuance. It is important to keep in mind that one size does not fit all and that the
choice of methodology depends on the nature of the problem being examined. We believe that
methodologies should be employed in settings that are most appropriate and that there is room
for all. Different techniques do not compete with one another, but should be viewed as a set of
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tools that are available to the researcher depending on the specific research question. Just because
one understands how to use a specific methodology, it does not imply that it should be used to
answer every relevant question.

The methods we focus on attempt to distill meaning from the message. It may be surprising
that, given the inherent nuance conveyed through verbal expression, all of the widely used tech-
niques rely on the critical assumption of independence to reduce the extraordinary dimensionality
of a document. In this context, independence implies that the order, and thus direct context, of a
word is unimportant. Methods where word sequence is ignored are typically labeled as ‘bag-of-
words’ techniques. Many of these are based on collapsing a document into a term-document
matrix consisting of rows of words and columns of word counts. Given the extensive set of avail-
able methodological tools, tabulating word counts appears to be a baby step in the science of
applying textual analysis.

The critical question is whether important incremental information can be extracted by more
deeply parsing documents for contextual meaning (Loughran and McDonald 2016). This is essen-
tially a signal-to-noise tradeoff, where contextual nuance is the signal and the increasing impreci-
sion of deep parsing is the noise.

4.1. Key word searches and word counts

Text analytic methodologies typically start by parsing a set of documents into word counts. Less
sophisticated approaches rely on a dictionary comprised of all of the words contained in the
corpus to then perform keyword searches, while others combine keyword searches with word
counts to measure the intensity of specific attributes. For example, Hoberg and Moon (2017)
identify keywords related to offshore activities in 10-K filings to determine whether their frequen-
cies are related to operational hedging. Loughran et al. (2009) consider the frequency of the word
‘ethic’ along with the phrases ‘corporate responsibility,’ ‘social responsibility,’ and ‘socially
responsible’ in 10-K filings to determine if these counts are associated with ‘sin’ stocks, corporate
governance measures, and class action lawsuits.

4.2. Attribute dictionaries

One of the most popular applications of word counts is the use of key word dictionaries that are
associated with specific attributes. There are a number of dictionaries that are commonly used in
natural language processing applications such as the Harvard-IV, Jockers-Rinker, and Loughran-
McDonald (LM 2011). In particular, LM have created a number of dictionaries that classify words
into specific categories that include tone, uncertainty, litigious, or weak modal.

The application of dictionary-based textual analysis is straightforward. Consider, for example,
the assessment of a document’s tone. One first counts the number of positive or negative words
based on a specific dictionary and then typically scales the counts to create word proportions.
Documents with a relatively high frequency of positive words are considered optimistic and like-
wise those with a relatively high percentage of negative words are labeled pessimistic. A com-
monly used measure of tone is the difference between the scaled positive and negative tone words.

A limitation of the dictionary-based approach is that general purpose dictionaries tend to mis-
classify words that may have one context in general settings but a different context in specific
settings. For example, words like ‘liability’ and ‘depreciation’ are common financial terms that
would be viewed as having a neutral tone in the context of a 10-K filing, but would be generally
associated with negative tone elsewhere. The possible misclassification of document attributes
motivated LM to develop a number of finance-specific dictionaries that are calibrated to the
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research question. This concern is broadly applicable and should be a consideration as researchers
considering applying dictionaries in other settings.

Recent work by Grossetti et al. (2019) provides a set of ‘best practices’when using dictionary-
based approaches They show that the methods used to construct a dedicated dictionary may lead
to a loss of wider textual meaning thus, creating a need to clearly summarize how different dic-
tionaries identify different words as key determinants of narrative tone. They argue that a set of
careful diagnostics can be used to help identify the effects of opaque value judgments applied to
build dedicated dictionaries.

The primary advantages of this approach are that the results are easy to interpret and it is
replicable. A drawback is that results are conditional on the dictionary being used and there
can be a tendency to overclaim a non-finding. While a significant finding indicates an unambigu-
ous association between a corpus and tone, a non-finding cannot be used to conclude that the attri-
bute does not matter.7

4.3. Naïve Bayes classification

Naïve Bayes classification (NBC) is an important technique that has seen wide application in
accounting and finance that falls under the category of supervised learning models. Supervised
learning models are so-named because they require manual ‘training’ and ‘testing’ before they
can be implemented.

The goal of NBC is to use Bayes’ rule to measure how likely the words in a corpus of docu-
ments convey a specific attribute. The first step is to convert the corpus into a document-term
matrix. (A document-term matrix is a matrix where the elements correspond to word frequencies
and documents are designated by rows and words by columns.)

The next step is to develop the training and testing data. This involves manually classifying
the unit of measure (sentence, paragraph, or document) into categories. For example, Li (2010a)
manually classifies 30,000 randomly selected sentences into four tone categories (positive,
neutral, negative, and uncertain) and twelve content categories.8

The next step is to select a sample of manually classified documents (the ‘training’ sample)
and calculate the frequency that the words contained in the corpus vocabulary are associated
with documents that have positive and negative tone. Intuitively, documents with negative tone
use more negative words. The classification rule is then constructed by calculating the average
frequency that the vocabulary words appear in training documents that have a specific attribute.

The validity of the algorithm must then be tested. The first step is to calculate the within-
sample classification error rate. Despite being downward biased, this is a useful diagnostic
tool. Its main attribute is to provide the researcher with an initial assessment of how well the
classification algorithm can be expected to perform. If the error rate is unacceptably high, it
may indicate that the training model was not carefully constructed.

The researcher further evaluates model validity using out-of-sample data by calculating the
likelihood that the ‘test’ documents have either positive or negative tone. To determine the
tone of a test document, the researcher calculates the likelihood that it has both positive and nega-
tive tone. The classifier then determines the document’s tone by selecting the attribute that has the
highest likelihood.

To calculate the likelihood a test document has positive tone, each word is multiplied by the
average frequency it appears in training documents with positive tone. These individual frequen-
cies are then multiplied together (under the independence assumption) to calculate the likelihood
that the test document has positive tone. The process is repeated under the assumption the test
document has negative tone.
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There are a number of approaches for implementing tests of model validity. In addition to the
implicit 50–50 split described above, another approach divides the sample into training and
testing subsamples where N% is assigned to the training sample and (100 −N)% is reserved
for testing. In this N-fold cross-validation test, the data is randomly partitioned into N equal
parts. N experiments are performed and in each experiment one part is taken as the testing data
while the remaining (N− 1) parts are used for training. At the end, the results over the N exper-
iments are averaged.

One of the main limitations associated with NBC is that the building of training and testing
data sets is costly and time consuming. The ultimate success of the model also depends on the care
that the researcher uses to classify the training and testing data because careless classification may
result in unacceptably high false classification rates.9

4.4. Cosine similarity approaches

Cosine similarity is a standard metric that is used to compare document similarity (See Sebastiani
(2002)). Given two documents that have been converted into word distribution vectors, the cosine
similarity between documents m and n is calculated as their inner product, i.e.

where Dm and Dn are word distribution vectors.

CSi,j = Dm����������
Dm · Dm

√ · Dn���������
Dn · Dn

√ .

The word distribution vector Dd sums to one, and each element indicates the relative fre-
quency of the given word in document d. We recommend that researchers normalize word
vectors to have unit length because CSm,n has the desirable property that it only correlates mod-
estly with document length.

Mathematically, cosine similarity is the cosine of the angle between documentsm and n. Since
the elements of the word distribution vectors are non-negative, the cosine similarity lies between 0
and 1. This makes CSm,n easy to interpret, as two documents with no overlap have a cosine simi-
larity of zero, whereas two identical documents have a cosine similarity of 1.

If one mean-adjustsDd , it is equal to a Pearson correlation coefficient. This prompts Loughran
and McDonald (2016) to conclude that ‘there seems little reason in business disciplines to use this
measure instead of the simple correlation.’ Given the simplicity of calculating a dot product and
its widespread use in natural language processing applications, it is difficult to understand why the
use of standard terminology is confusing.

Hoberg and Lewis (2017) show that is possible to extend the cosine similarity framework to
create a measure of document similarity relative to a specific attribute. Examples of attributes
could be accounting fraud, earnings guidance, or initial public offering underpricing. And the rel-
evant documents that comprise the associated corpus could include Management Discussion and
Analysis sections from company 10-K filings, conference call transcripts, and offering
prospectuses.

The idea is to calculate a measure of Attribute Similarity (AttSim) that determines whether
the Abnormal Discussion (AD) contained in a specific document is similar to the abnormal
discussions of documents that share a common attribute. AttSim focuses on abnormal discus-
sion to control for possible spurious similarity that could be attributable to common discussion
among comparable documents, such as boiler plate. For example, if documents released by
companies in the same industry discuss common themes, it can cause cosine similarity
scores to be high even though the documents themselves may not contain significant incre-
mental information.
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Once the researcher has identified the treatment attribute, say accounting fraud, the next step is
to compute the abnormal discussion for each document d (ADd) by netting a specific word distri-
bution vector Dd against an average word distribution vector derived from a set of control docu-
ments (CDd), i.e.

ADd = Dd − CDd.

The control documents are designed to address document commonality that is independent of
the discussion attribute. For example, the documents contained in CDd could be those released by
firms in the same industry.10 The resulting vector sums to zero, as Dd and CDd each sum to one.

One can then create a measure of document similarity relative to a specific treatment attribute
(ATd) by identifying a set of documents that have been treated and calculate the average abnormal
discussion vector (ATd). The average abnormal discussion vector for a specific attribute has a
document specific subscript because Dd is excluded from the calculation of ATd to avoid mechan-
istic correlation.

We then define an attribute similarity score (AttSimd) as the cosine similarity between ADd and
ATd as follows:

AttSimd = ADd�������������
ADd · ADd

√ · ATd������������
ATd · ATd

√ .

4.5. Topic models

One of the most exciting developments in text analytics has been the growing use of topic mod-
eling and in particular Latent Dirichlet Allocation (LDA), in accounting and finance. Most of the
attention to date has focused on whether verbal discussions in 10-K filings, most notably the Man-
agement Discussion and Analysis (M&DA) section, contain incremental information beyond that
contained in the basic financial statements and accompanying footnotes.

LDA is a generative statistical model that identifies verbal topics from a corpus of text
documents (See Blei et al. (2003)). The generative-nature of LDA is a key advantage
because it is a statistical approach that does not require researcher pre-judgment and is replic-
able. In this sense, it differs from supervised learning approaches, like naïve Bayes estimation,
that require the researcher to train models so that they are able to classify documents by
specific attributes.

LDA uses a likelihood approach to discover clusters of text, namely ‘topics’ that frequently
appear in a corpus. This approach assumes that the document generation process arises from an
underlying topic distribution rather than a distribution over individual words. A particular topic
can be characterized as a distribution over a common vocabulary of words where the relative
probability weight assigned to each word indicates its relative importance to that topic.

For a given topic, we refer to the weights assigned to specific words as Topic Word Weights
(TWW). A topic is thus a word vector where each TWW indicates that word’s relative impor-
tance. For example, the words ‘oil’ and ‘electricity’ might be important to topics associated
with Natural Resources andManufacturing, but one might expect oil to receive a higher weighting
than electricity in the Natural Resources topic. The opposite might be true for the Manufacturing
topic.

Each document is then represented as a weighted average of different topics. We refer to
the weights applied to each topic within a specific document as a Document Topic Weight
(DTW).
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A limitation of LDA is that the optimal number of topics is unknown a priori. This is proble-
matic because different specifications will likely lead to different interpretations of the corpus.
Since researchers using LDA must pre-specify the number of topics, selecting an insufficient
number of topics may result in a model that is too coarse to be useful in uncovering the underlying
structures that are being discussed in the corpus. An excessive number of topics could result in
uninformative or possibly redundant topics.

5. Financial reporting regulation

This section assesses the implications for accounting regulators of the increasing trend to process
unstructured data in the financial reporting package using NLP methods. We use the IASB Dis-
cussion Paper Disclosure Initiative – Principles of Disclosure (IASB 2017) as an organizing fra-
mework for our discussion, with a particular focus on the following three aspects: the definition of
financial reporting users, the nature of the disclosure problem as defined by the IASB, and the
properties of effective communication. We examine the implications of NLP for each aspect
with the aim of illustrating how technology changes the traditional approach to thinking about
disclosure. By way of context, we note that no reference is made to NLP methods or technology
more generally throughout the entire 107-page Discussion Paper, suggesting that regulators may
be blind to the opportunities and could be blindsided by the consequences that widespread adop-
tion of such technology can have on financial reporting.

5.1. The definition of users

The IASB currently defines users of the reporting package along a single dimension reflecting the
information needs associated with their contractual relation with the entity (IASB 2018a).11

However, increasing interest in NLP approaches suggests a second, cross-cutting dimension
that reflects users’ approach to retrieving and processing data. Consistent with this view, the
IASB (2018b, Item G, para. 26) acknowledges the need to distinguish between traditional and
digitally sophisticated users. Traditional users adopt a manual reading strategy and typically
view documents as a linear narrative or a key reference source. Digitally sophisticated users
operate on a larger scale, with the aim of extracting and processing content automatically to
realize the generic benefits of NLP outlined in Section 3.12

The distinction between users based on their approach to processing financial data fore-
grounds debate over the format and delivery of the financial reporting package, and in particular
whether it is possible to satisfy both groups’ information needs through a single reporting model.
The emerging view is that digitally sophisticated users require a different approach to preparing
and delivering financial information that emphasizes the ability to access content flexibly and at
low cost. While IASB staff argue that advances in technology are unlikely to eliminate the need to
access information contained in financial statements through traditional sources such as paper or
PDF (at least in the near term), they acknowledge that these formats may not continue as the pre-
dominant means of providing and reporting financial information (IASB 2018b, para. 25). The
role, format and future of the annual report is at the center of this debate. Aside from notable
exceptions such as the U.S., Canada and Australia, annual reports are normally designed and dis-
tributed with a traditional user in mind. While discretion over content and the order in which that
content is presented enables management to tailor the reporting narrative to the unique aspects of
their entity and approach to value creation, the highly unstructured nature of the resulting report
severely constrains the opportunities to apply NLP methods. These problems are compounded
when the annual report is distributed in PDF format.

602 C. Lewis and S. Young



5.2. The disclosure problem

The IASB (2017, 13, para 1.5) characterizes the disclosure problem as a function of (a) insuffi-
cient relevant information, (b) too much irrelevant information, and (c) inefficient communication
of the information provided. The use of NLP methods has important implications for the disclos-
ure problem as defined by the IASB. For example, the problem of too much irrelevant information
may be less of an issue in the context of automated analysis because information overload is less
of a concern for NLP applications (IASB 2018b, Item 11G, para 15).13 Indeed, the filtering role of
NLP highlighted in Section 3 may offer a more effective and efficient way of addressing this
aspect of the disclosure problem than is possible through regulation (at least for digitally sophis-
ticated users).

Provision of (ir)relevant information is central to the IASB’s perspective on the disclosure
problem. This view implicitly assumes that the relevance threshold can be objectively determined
ex ante by stakeholder groups including preparers and users. However, the potential for NLP to
detect latent features in unstructured data raises serious questions about this ex ante view of rel-
evance. Consistent with this concern, FEE (2015, p. 29) argues that management are not necess-
arily best placed to make judgements about what is and is not relevant to stakeholders. For
example, management repeatedly argue that the cost of complying with the SEC’s XBRL
mandate is excessively burdensome despite the fact that out-of-pocket costs are relatively
modest. Big data NLP methods simply take this logic a step further, with relevance ultimately
being determined by algorithms and statistical analysis rather than the priors of regulators, pre-
parers and users. The same argument holds for the debate over materiality.14 Moreover, the filter-
ing role of NLP also suggests the problem of too much irrelevant information may be easier to
resolve than the problem of insufficient relevant information. We therefore believe that
growing interest in NLP approaches to analyzing the financial reporting package raises questions
about both the IASB’s representation of the disclosure problem in its 2017 Discussion Paper and
the most appropriate ways of addressing it.

5.3. The properties of effective communication

Effective communication is defined by the IASB as being: (a) entity-specific (absence of boiler-
plate); (b) simple and direct (absence of technical jargon); (c) organized in a way that highlights
important matters; (d) linked to other relevant information to highlight relations and improve
navigation; (e) free from unnecessary duplication; presented in a way that optimizes cross-sec-
tional and temporal comparability; and (f) presented in an appropriate format (IASB 2017,
para 2.6).

NLP has several implications for the issue of effective communication. First, NLP methods
offer a (partial) means of overcoming certain features of ineffective communication. For
example, NLP tools can be designed to identify and filter-out boilerplate disclosure, translate tech-
nical jargon, highlight links between relevant information (either within the same document or
across different documents), and identify key reporting themes. Further, these solutions are
equally relevant for digitally sophisticated users (as part of a big data methodology) and tra-
ditional users (as part of a decision support system designed to assist manual analysis).

Accordingly, NLP can help to enhance the effectiveness of financial communication and
thereby (partially) resolve the disclosure problem.

A critical part of the reporting challenge with unstructured data is that it is traditionally viewed
as static, hence regulators’ concerns about organization, duplication, signposting and cross-refer-
encing, and comparability. This static perspective on narrative commentary contrasts with finan-
cial statement data, where reformulation is commonplace. Examples include alternative
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performance measures and non-GAAP earnings reported by management (ESMA 2015), and
street earnings measures defined by analysts (Young 2014). NLP offers the potential to fundamen-
tally change the way decision-makers use unstructured data by introducing a dynamic dimension
where users are able to reorganize and select (i.e. normalize) as-reported content conditional on
the specific decision context faced.

Use of NLP methods also has implications for the definition of effective communication.
Specifically, since NLP applications rely on reliable, low-cost access to source data, the focus
of effective communication expands to include delivery as well as content. All else equal, infor-
mation that cannot be accessed in a way that supports decision making is not useful regardless of
the specific content. In an NLP setting, therefore, delivery (i.e. format, degree of standardization,
file type, etc.) is as important for determining communication effectiveness as content. This view
contrasts with the IASB’s stated position as revealed in the minutes from the July 2018 Board
meeting where members argued that users ultimately care about useful content and as a conse-
quence the focus of its disclosure initiative should center on content, rather than the process by
which content is delivered and consumed (IASB 2018b, para. 27). While we are sympathetic
to the IASB’s view, we believe that divorcing content from delivery is no longer appropriate
because the two aspects are inherently linked where NLP applications are concerned. Instead,
we believe there exists an urgent need to integrate debate about the provision of useful content
with consideration of how best to deliver that content. This is particularly true for digitally soph-
isticated users and serves to highlight how the definition of effective communication is likely to
vary depending on user group.15

6. Impediments to further progress

The last decade has witnessed significant progress applying NLP methods to the outputs of the
financial reporting package, albeit from a low base. As outlined in Section 3, the majority of main-
stream financial reporting research uses simple content analysis techniques such as word counts
and readability measures applied to a relatively narrow range of documents comprising primarily
of U.S., registrants’ EDGAR filings, conference calls, and corporate press releases. To ensure con-
tinued progress, the next phase of work for both academic researchers and financial market pro-
fessionals will involve applying more sophisticated NLP methods to a wider set of mainstream
textual resources. However, a series of structural impediments risk derailing progress in this
second phase. We highlight six impediments relating to two core themes of data access and
collaboration:

(a) Access to text resources (repositories and metadata): In most countries, the opportunity
to harness the full benefits of NLP is constrained by the absence of a comprehensive
repository from which elements of the financial reporting package can be harvested
and collated automatically at low cost [ideally via a reliable application programming
interface (API)]. Standardized electronic filing systems similar to EDGAR are rare.
Exceptions include SEDAR in Canada and DART in Singapore. Where such systems
do exist, they typically capture only a subset of the corporate reporting package,
making data collection and matching extremely costly. [See El-Haj et al. (2019a) for a
description of the process for matching U.K. PDF annual reports to financial and
market data from Thomson Reuters Datastream.]

(b) Access to text resources (inaccessible file formats): Provision of corporate reports as PDF
files is standard practice in most jurisdictions. Even U.S. firms produce glossy PDF
annual reports to shareholders that sit alongside their mandatory 10-K filing.16 Although
there are sound reasons why firms distribute content in this format, a major downside is
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that the scope for automated text processing is severely inhibited. Although tagging pro-
cedures can be used to enhance the accessibility of PDF files (e.g. Atalan 2011),
implementation is time-consuming and consistency is hard to achieve. Ultimately, the
PDF file type is unfit for purpose where NLP applications are concerned.

(c) Access to text resources (lack of standardization): Lack of standardization is a perva-
sive feature of corporate reporting and a major barrier to automated text processing in
many institutional settings, particularly when combined with PDF file format. Man-
agement typically view the ability to flex disclosure format as an essential part of
communicating their entity’s ‘own story’ effectively. While the validity of this argu-
ment is hard to dispute, we offer the following three observations in the interest of
balance. First, we are not aware of any reliable evidence to indicate that firms oper-
ating in jurisdictions where standardized corporate reporting is mandatory (e.g. the
U.S.) face communication challenges or competitive disadvantages that systematically
harm valuations, or that markets in such settings face lower liquidity. Indeed, anecdo-
tal evidence from (some) professional investors suggests a preference for 10-K style
reporting because it helps reduce search costs. Second, it is conceivable that the posi-
tive externalities realized by the financial community from big data text applications
outweigh aggregate firm-level costs of a more standardized reporting model approach.
Third, increasing the degree of standardization in corporate reporting does not mean
abandoning reporting discretion; it simply requires discretion to be applied within
well-defined reporting constructs.

(d) Access to text resources (diversity of media): Entities are increasingly seeking to leverage
technology to enhance dissemination through nontraditional channels such as social
media and video (FEE 2015). While such approaches offer advantages for traditional
users of the reporting package, they also raise challenges for NLP applications in
terms of collecting and integrating source data, and processing the resulting content.

(e) Collaboration (interdisciplinary): Applying NLP to financial reporting output is an
inherently interdisciplinary process requiring the marriage of domain expertise from
financial reporting with advanced NLP skills from computational linguistics. Neither dis-
cipline is capable of delivering step-change on its own. However, structures supporting
interdisciplinary collaboration are limited. Distinct academic research fields tend to
evolve in parallel due to different publication and career progression norms. Where
cross-fertilization does occur, it tends to be limited to sharing data and importing estab-
lished methods rather than true collaborative endeavor. Opportunities for researchers to
publish work at the highest level that speaks directly to multiple disciplines are extremely
limited, as are formal arrangements for bringing researchers from disparate disciplines
together to work on joint problems.

(f) Collaboration (intersectoral): Developing NLP solutions to address financial reporting
problems is an inherently applied process. Financial market participants are often best
placed to identify opportunities where NLP can add value. They may also control pro-
prietary data resources that form a core input into such applications. Academic research-
ers, on the other hand, bring cutting-edge knowledge required to address these problems.
Progress therefore requires intersectoral collaboration in addition to interdisciplinary
cooperation. The chasm between the professional and academic research communities
in financial reporting represents a significant barrier to progress, which is reinforced
by the incentive structure in financial reporting research that makes publication in inter-
national peer-reviewed journals the rational choice over more timely applied work (par-
ticularly for early-career researchers).
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Overcoming these impediments requires coordinated action by a range of key stakeholders
including governments, financial market regulators, preparers, users and academic researchers
from various fields. The foresight and investment demonstrated by the SEC in the U.S. stands
as a model for other regulators and government departments to replicate. Only through significant
developments in data availability and collaborative approaches will the returns to enhanced finan-
cial reporting and transparency be realized fully in a digital age.

7. Summary and conclusions

Financial and corporate reporting involves a high degree of natural language content. Moreover,
narrative disclosures sit at the heart of evolving reporting areas including governance, remunera-
tion, risk, strategy and business models, climate, and social impact. Such is the scope and multi-
channel nature of the corporate reporting package that manual processing of disclosures by
domain experts is challenging when operating at the individual entity level and practically
impossible when analysing a portfolio of stocks. While natural language processing (NLP)
methods developed in computer science and corpus linguistics have been widely applied in
areas such as medicine and education, uptake in the financial reporting domain has been surpris-
ingly slow. At the most basic level, NLP technology helps relax human processing constraints and
facilitates detection of information that might otherwise be unobservable to a manual reader oper-
ating at the individual document level. The increasing application of NLP methods to the outputs
of the corporate reporting process creates opportunities and challenges for researchers and finan-
cial market professionals alike.

We reflect on the increasing adoption of NLP methods in financial reporting research and
discuss the implications for financial reporting regulation of the widespread adoption of this tech-
nology. With respect to research, we note that the accounting and finance literature has been slow
to adopt mainstream NLP methods, preferring instead to concentrate on research questions invol-
ving low-tech measures based on simple bag-of-words approaches, including word counts and
readability scores. We highlight the small but growing body of work applying more established
NLP techniques including machine learning classifiers and statistical methods for identifying
topic structure at the document or corpus level. We review the key aspects of some of the
more popular NLP methods applied in the accounting literature including cosine similarity
measures of text, supervised classification using Naïve Bayes models, and topic modeling
using latent Dirichlet allocation. We emphasize the dangers of researchers adopting a ‘black
box’ approach to implementing these methods and stress the importance of transparency when
describing the steps and choices involved in applying these techniques.

Increasing adoption of NLP techniques raises fundamental issues for accounting practitioners
and regulators. The IASB (2018b), for example, stress the need to distinguish between traditional
and digitally sophisticated users of financial information. While traditional users view documents
as a linear narrative or a key reference source to be scrutinized manually, digitally sophisticated
users apply NLP methods to support analysis on a larger scale. The distinction is important
because it highlights the difficulty of servicing users’ diverse information needs via a single
reporting model and delivery format. We use the IASB’s Disclosure Initiative (IASB 2017) as
a framework for illustrating some of these issues. We discuss how the adoption of NLP technol-
ogy raises fundamental questions about the nature of the disclosure problem as portrayed by the
IASB. For example, NLP methods may provide a partial solution to the problem of information
overload (too much irrelevant information). Automated text processing may also change how rel-
evant and material information are defined given that relevance is a data-driven construct in an
NLP setting where a key goal involves uncovering features in the communication process that
are either empirically unobservable at the individual document level or conceptually unclear.
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We also review how NLP methods affect the definition of effective communication. A key con-
clusion emerging from our discussion is that policymakers must do more to integrate debate over
report content with consideration of how content is best presented because the form in which data
are presented and stored fundamentally affects usefulness in a digital setting. More generally, we
highlight the importance of low cost and reliable access to digital data as a key factor constraining
the benefits of applying NLP methods to process outputs of the financial reporting package.

Finally, growth in automated text processing raises important questions for accounting and
finance education. The value of rigorous training in digital data is already clear, with average
U.K. graduate salaries in the digital sector exceeding investment banking for the first time in
the 2018.17 Professional bodies’ syllabi are evolving in recognition of the skills demanded by
practitioners. For example, the Institute of Chartered Accountants in England and Wales
(ICAEW) revised its curriculum in 2018/19 to expand coverage of business analytics, while
the Chartered Financial Analyst (CFA) Association added machine learning and artificial intelli-
gence to its candidate body of knowledge from 2019.18 Such changes create opportunities and
challenges for university programmes in accounting and finance. Opportunities include capitaliz-
ing on new growth options in an increasingly competitive marketplace, enhancing graduate
employability outcomes (which in turn support national and international rankings), and promot-
ing research-informed teaching. Challenges include inertia, a lack of accounting and finance
faculty with appropriate skills, a dearth of textbook options, and how best to integrate such
material with core topics such as financial reporting, auditing, and financial statement analysis.

Notes
1. Automated analysis of text is not new to the accounting literature. An active stream of research using

automated content analysis methods has featured in leading European journals such as Accounting and
Business Research, European Accounting Review, Journal of Business Finance and Accounting and
British Accounting Review for several decades. See Merkl-Davies and Brennan (2007) for a review
of this body of work. Many of the issues addressed in this European-based stream of literature such
as tone and readability are similar to the questions examined in more recent papers published in
leading U.S. journals. See El-Haj, Alves, Rayson, Walker and Young [hereinafter, El-Haj et al.
(2019a)] for further discussion.

2. We agree with Loughran and MacDonald’s (2016) recommendation that researchers need to be con-
cerned about replicability, regardless of the methodology employed, and that a well-defined set of
‘best practices’ would be an important development. An excellent example of a ‘best practice’ with
respect to corpus replicability is the 10-K and its variants data repository of Bill McDonald (https://
sraf.nd.edu/data/stage-one-10-x-parse-data/). This corpus is particularly helpful because each filing
document has been cleaned of extraneous text such as HTML code as well as embedded PDF and
image files.

3. For example, firms with a primary listing on the London Stock Exchange (LSE) are required by law to
include a strategic report in their annual report and accounts [Financial Reporting Council (FRC)
2014], together with detailed descriptions of risk management practices, corporate governance
arrangements, and executive remuneration policies (FRC 2018). Larger LSE-listed firms are also
encouraged by stakeholder representative bodies to comply with best guidelines in areas such as work-
force reporting (Pensions and Lifetime Savings Association 2016).

4. We decompose the annual report into narrative and financial statement components following El-Haj
et al. (2019a). The financial statements component includes the primary financial statements, accom-
panying notes, the auditor’s report, the statement of directors’ responsibilities, and generic shareholder
information including financial calendar and form of proxy, The narratives component includes all
remaining sections including the chair’s letter to shareholder, management commentary, report of
directors, governance statement, remuneration report, principal risk and uncertainties, and other stake-
holder disclosures such as environmental and social responsibility commentary.

5. Signposting is different to cross-referencing (FRC Lab 2014, p. 16). Signposted information may be
located either within or outside the annual report whereas cross-referenced information must be located
within the annual report. An annual report component must meet its legal and regulatory requirements
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without reference to signposted information. Accordingly, signposting is designed to draw share-
holders’ attention to complementary information that is related to a matter disclosed in a component
of the annual report.

6. For the purpose of this review we define the set of leading journals as The Accounting Review, Journal
of Accounting Research, Journal of Accounting and Economics, Journal of Finance, Journal of Finan-
cial Economics, and Review of Financial Studies.

7. For example, a statistically significant association related to tone and an attribute of interest is sufficient
to conclude relevance, but it is not necessary. By contrast, a non-finding does not allow the researcher
to draw a definitive conclusion about the association between tone and the attribute of interest. It is
possible that an alternative dictionary could find a significant association.

8. The twelve content categories identified by Li (2010a) are Group 1 (Revenues, Cost, Profits, Oper-
ations), Group 2 (Liquidity Investing, Financing), and Group 3 (Litigation, Employees, Regulation,
Accounting, Other). These categories are not mutually exclusive. A specific sentence may be classified
as belonging to more than one category.

9. Another limitation is that the ability of a model to accurately classify a corpus is based on the assump-
tion that the underlying features in a dataset are independent – an assumption that is frequently violated
in practice. The good news is that Rish (2001) demonstrates that NBC tends to perform well even when
the independence assumption is invalid.

10. Hoberg and Lewis (2017) use industry and size to identify the set of control documents.
11. The primary users of general purpose financial reporting are present and potential investors, lenders

and other creditors, who use that information to make decisions about buying, selling or holding
equity or debt instruments and providing or settling loans or other forms of credit (IASB 2018a, F
OB2). The IASB Conceptual Framework notes that other parties, including prudential and market reg-
ulators, employees, customers and suppliers, may also find general purpose financial reports useful,
although they are not defined as primary users (IASB 2018a, F OB10 and F BC1.20-BC 1.23).

12. The extent to which regulators should actively seek to narrow the gap between digitally sophisticated
and traditional investors in this area is an open question. Insofar as the costs of analysing very large
corpora are, to a large extent fixed, private investors’ capacity to fully exploit the information in nar-
rative disclosures may be limited, placing them at a disadvantage relative to institutional investors with
greater resources. The same concern holds for big data applications more generally and in many
respects is nothing new: institutional investors have long enjoyed advantages associated with proces-
sing capacity and access to information. We also see scope for growth in third-party providers of text
analytics designed specifically to support decision making by unsophisticated investors.

13. For example, Paredes (2003) discusses information overload in the context of regulatory filings.
14. The potential filtering role of NLP should not be interpreted as an invitation for management to pursue

a full, unfettered disclosure policy. Bauguess (2016) highlights the risks posed by big data and NLP in
terms of encouraging lazy reporting and analysis. We view NLP as a means of improving aspects of
financial reporting and analysis, rather than as a panacea for the disclosure problem. Technology
cannot solve the disclosure problem by converting inherently poor disclosures into effective
communication.

15. The distinction between effective communication viewed from the perspective of a traditional user
versus a digitally sophisticated user can be illustrated through the example of infographics. A high pro-
portion of firms use infographics in their annual report to communicate complex ideas such as business
models and the value creation process in a simple and intuitive manner. While infographics are encour-
aged by regulators and advisors as a way of improving reporting quality for traditional users (FEE
2015), these features create major problems for NLP applications (particularly where they are
embedded in a PDF file format) because the content and relations are hard to preserve when analyzing
the data automatically. Paradoxically, therefore, digitally sophisticated users may view simple plain
text as more effective communication than richer visual representations.

16. SEC rules require companies to send an annual report to shareholders prior to annual meetings invol-
ving election of boards of directors; and proxy rules require reporting companies to post their proxy
materials, including their annual reports, on their company website in addition to filing their 10-K
with the SEC. Some companies use their annual report filed on Form 10-K to shareholders in lieu
of a separate annual report to shareholders. However, many companies produce a separate report
which typically contains less detail than the 10-K but usually also includes supplementary material
such as a letter to shareholders from the CEO (Dikolli et al. 2017), along with context for recent finan-
cial performance, infographics and photographs.
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17. Based on data supplied by TARGETjobs. See https://targetjobs.co.uk/careers-advice/choosing-an-
employer/320357-which-graduate-career-offers-the-best-pay for further details.

18. Details of syllabus changes made by the ICAEW are summarized at https://www.icaew.com/learning-
and-development/aca/aca-employers/the-future-professional/technology-and-the-aca/big-data-and-
data-analytics. Students registered for CFA exams in 2019 will study a new fintech section that
includes topics such as robo advisors, big data, and artificial intelligence (see https://www.
cfainstitute.org/en/about/press-releases/2018/aspiring-charterholders-to-see-next-generation-cfa-
program-curriculum-in-2019).

19. Various algorithms such as variational inference or Markov Chain Monte Carlo are typically used for
inference (see Jordan (1998)).
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Appendices

Appendix 1. Naïve Bayes Classification (NBC)

NBC is a maximum likelihood estimate that is based on an application of Bayes’ rule. To better motivate the
underlying intuition for how the classifier works, it is instructive to revisit Bayes’ rule in the context of cat-
egory classification.

Suppose, for example, that we reduce a document d to a list of words, whereDd = (w1d,w2d , . . . , wId) is
a vector of the frequency that words associated with the ‘vocabulary’ of I words appear in document d. This
‘bag-of-words’ approach implicitly assumes that context is unimportant and that the actual words counts are
sufficient to characterize a document.

The goal of NBC is to classify the document into a specific category (cj) from a set of J possible cat-
egories (ĈJ ). The probability that wid reflects category j can be defined in terms of conditional probabilities
as

p(cj, wid) = p(cj|wid)p(wid) (A1)

and

p(cj, wid) = p(wid |cj)p(cj) (A2)

Equations (A1) and (A2) can be equivalently written as the probability of attribute cj conditional on
observing word i in document d:

p(cj|wid) = p(wid |cj)p(cj)
p(wid)

. (A3)

Consider the simple case where we want to classify the tone of document into one of two categories:
positive (pos) or negative (neg) having observed word wid . The probability that word i is associated with
a positive tone is:

p( pos|wid) = p(wid |pos)p( pos)
p(wid |pos)p( pos)+ p(wid |neg)p(neg) , (A4)

and the corresponding probability that word i has negative tone is:

p(neg|wid) = p(wid |neg)p(neg)
p(wid|pos)p( pos)+ p(wid |neg)p(neg) , (A5)

where

p(wid) = p(wid |pos)p( pos)+ p(wid |neg)p(neg) . (A6)

Since classification takes place at the document level, the basic decision rule is to evaluate the probability
associated with observing all of the I words in document d conditional on the document’s tone:

p(Dd |cj)p(cj) = p(cj)
∏I
i=1

p(wid |cj) (A7)

The representation in Equation (A6) reflects the assumption that words are generated independently and
that p(cj) has the same value for each word conditional on attribute cj. For example, the probability that
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document d has positive tone is expressed as

p( pos|Dd) = p( pos)
∏I

i=1 p(wid |pos)
p( pos)

∏I
i=1 p(wid |pos)+ p(neg)

∏I
i=1 p(wid |neg)

. (A8)

A document is classified as having positive tone if:

p( pos|Dd) . p(neg|Dd); (A9)

otherwise the document is classified as having negative tone. More generally, if there are J categories, the
classification problem for document d is to identify the optimal category by solving

c∗jd = argmax
cj[ĈJ

p(cj|Dd). (A10)

A1.#Numerical example

This section illustrates the implementation of a Naïve Bayes Classifier using a simple example that involves a
vocabulary of 3 words, a training set of 10 documents and a testing set of 6 documents. Table A1 reports the
characteristics of the training set. For example, document 1 has 83 words and is classified as having negative
tone. Words 1, 2 and 3 in document 1 respectively occur with proportions of 11%, 63% and 27%.

Based on Table A1, the unconditional probability of observing a document with negative tone is 40% (4/
10) and one with positive tone is 60% (6/10). We also calculate the probability of observing word i con-
ditional on a document with negative tone as

p(wi|neg) =
∑D
d=1

p(wid|neg)/D

For example, the probability of observing word 1 for documents that are classified as having negative
tone in the training set is:

p(w1|neg) =
∑D
d=1

p(wid |neg)/D = (0.11+ 0.23+ 0.01)/3 = 0.18

Table A1. Likelihood table for training data.

Document Tone

Training likelihood

Total wordsw1 w2 w3

1 neg 0.11 0.63 0.27 83
2 neg 0.23 0.74 0.03 87
3 neg 0.01 0.63 0.35 71
4 neg 0.39 0.41 0.20 44
5 pos 0.57 0.18 0.25 91
6 pos 0.22 0.31 0.47 83
7 pos 0.44 0.27 0.29 55
8 pos 0.31 0.10 0.59 97
9 pos 0.70 0.20 0.10 105
10 pos 0.66 0.25 0.09 91
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Replicating this calculation for all words in the corpus conditional on tone, we obtain Table A2.
The next step is to calculate p(Dd |neg)p(neg) and p(Dd |pos)p( pos) for each document in the training

sample. The calculations for document 1 are:

p(D1|neg)p(neg) = p(neg)
∏83
i=1

p(wi1|neg) = 0.4 × 0.189 × 0.5952 × 0.2122 = 6.06177 e − 34

and

p(D1|pos)p( pos) = p( pos)
∏83
i=1

p(wi1|pos) = 0.6 × 0.489 × 0.2252 × 0.2922 = 1.29545 e − 49

The probability that document 1 has negative tone is

p(neg|D1) = p(D1|neg)p(neg)
p(D1|pos)p( pos)+ p(D1|neg)p(neg) =

6.06177 e − 34

1.29545 e − 49 + 6.06177 e − 34
= 1.0.

and the probability it has positive tone is (neg|D1) = 0.0. A simple comparison of the two estimates indicates
that the document 1 is correctly classified as having negative tone. Table A3 provides tone estimates for all of
the documents in the training data and reports that the naïve Bayes classifier has a 90% correct classification
rate in sample. Note that the naïve Bayes classifier incorrectly assesses the probability that document 4 has
negative tone as only 11% even though it was determined to actually have negative tone.

Next, we evaluate how well the naïve Bayes classifier performs out-of-sample. Table A4 reports the
word counts for the testing data.

Using the word counts in Table A4, we calculate the analogous tone estimates reported in Table A3 for
the testing data. The out-of-sample tests are based on the assumption that the documents in the training data
occur with the same probability as were observed in the testing data, i.e. p(neg) = 0.4 and p( pos) = 0.60). In
addition, we also use the same probability of observing specific words conditional on document tone as
reported in Table A2. Table A5 reports that the naïve Bayes classifier has an 83% correct classification
rate, indicating that the model works well out-of-sample.

Table A2. Conditional probability of observing words conditional on document tone for training data.

w1 w2 w3

p(wi|neg) 0.18 0.60 0.21
p(wi|pos) 0.48 0.22 0.30

Table A3. Tone estimates for training data.

Document

Negative tone Positive tone
Predicted

classificationp(Dd|neg) p(neg) p(neg|Dd) p(Dd|pos) p(pos) p(pos|Dd)

1 6.06177E−34 1.000 1.29545E−49 0.000 neg
2 6.0597E−32 1.000 5.52821E−51 0.000 neg
3 1.54576E−28 1.000 4.66902E−44 0.000 neg
4 1.34711E−23 0.110 6.52956E−23 0.829 pos
5 3.34322E−58 0.000 4.97091E−40 1.000 pos
6 3.49794E−46 0.008 2.7016E−44 0.987 pos
7 9.3533E−33 0.000 7.77781E−27 1.000 pos
8 1.68071E−63 0.000 4.92575E−47 1.000 pos
9 9.65179E−67 0.000 1.98829E−43 1.000 pos
10 1.41721E−55 0.000 2.88262E−39 1.000 pos
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Appendix 2. Latent Dirichlet Allocation (LDA)

LDA assumes that the words in different documents are drawn from K topics. The distribution of words can
then be characterized as a mixture of these topics such that the probability of observing word wi is:

P(wi) =
∑K
k=1

P(wi|zi = k)P(zi = k) with i = 1, . . . , I .

where zi is a latent variable that indicates the topic from which wi was drawn. P(wi|zi = k) is the probability
of wi in the kth topic, and P(zi = k) is the probability that that the word is drawn from that same kth topic (see
Griffiths and Steyvers 2004).

The observable data are contained in a corpus denoted by D made by D documents such that
D = {D1, D2, · · · , DD}. Each document Dd is a sequence of I words such that
Dd = {w1, w2, . . . , wI}. Conceptually, a document Dd is generated by drawing a topic k from the topic
distribution and then word wi from the word distribution conditional on topic k.

The model is formalized by assuming that for each document Dd there is a multinomial distribution over
the K topics with parameter vector uKd . This implies that word wi in documentDd is selected from topic kwith
probability P(zi = k) = uKdk. Intuitively, when we aggregate this probability to the corpus level, we obtain a
D× K matrix uK which represents DTWs. For each topic k there is a multinomial distribution over I words
with parameter vector fk

I such that P(wi|zi = k) = fk
i . By aggregating the parameter vector, we obtain a

K × I matrix fKwhich represents the TWWs. LDA estimation is conducted by choosing the optimal
values of uK and fK . To make predictions about the corpusD, we assume that both uK and fK have Dirichlet
prior distributions. The Dirichlet distribution is a natural choice because it is conjugate prior to the multino-
mial distribution. The output of an LDA estimation that pre-specifies K topics is represented by a J × K
DTW matrix and a K × P TWW matrix.19

Table A4. Frequency table for testing data.

Document Tone

Test frequency

Total wordsw1 w2 w3

11 neg 3 37 9 49
12 neg 7 28 24 59
13 neg 1 3 19 23
14 pos 16 35 75 126
15 pos 60 2 13 75
16 pos 6 1 7 14

Table A5. Tone estimates for testing data.

Document

Negative tone Positive tone

Predicted classificationp(Dd|neg) p(neg) p(neg|Dd) p(Dd|pos) p(pos) p(pos|Dd)

11 1.58963E−17 1.000 5.38062E−31 0.000 neg
12 1.63409E−28 1.000 3.10189E−34 0.000 neg
13 3.05837E−15 0.006 3.02086E−13 0.990 pos
14 8.33748E−71 0.003 1.50684E−68 0.994 pos
15 2.77802E−54 0.000 4.4854E−28 1.000 pos
16 1.96524E−10 0.000 3.44159E−07 0.999 pos

Accounting and Business Research 615


	Abstract
	1. Introduction
	2. The corporate reporting landscape
	2.1. The growth in unstructured data
	2.2. Case study: U.K. annual reports

	3. The benefits of NLP
	3.1. Generic benefits of NLP: Addressing overload concerns
	3.2. Generic benefits of NLP: Identifying latent features

	4. Financial reporting research
	4.1. Key word searches and word counts
	4.2. Attribute dictionaries
	4.3. Naïve Bayes classification
	4.4. Cosine similarity approaches
	4.5. Topic models

	5. Financial reporting regulation
	5.1. The definition of users
	5.2. The disclosure problem
	5.3. The properties of effective communication

	6. Impediments to further progress
	Notes
	Acknowledgements
	References
	Appendices
	Appendix 1. Naïve Bayes Classification (NBC)
	A1.#Numerical example

	Appendix 2. Latent Dirichlet Allocation (LDA)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.245 841.846]
>> setpagedevice


