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ABSTRACT 

 Surface science investigations of model catalysts have contributed significantly to 

heterogeneous catalysis over the past several decades. The unique properties of nanomaterials 

are being exploited in catalysis for the development of highly active and selective catalysts. 

Surface science investigations of model catalysts such as inorganic fullerene-like (IF) 

nanoparticles (NP), inorganic nanotubes (INT), and the oxide-supported nanoclusters are 

included in this dissertation. Thermal desorption spectroscopy and molecular beam scattering 

were respectively utilized to study the adsorption kinetics and dynamics of gas phase molecules 

on catalyst surfaces. In addition, ambient pressure kinetics experiments were performed to 

characterize the catalytic activity of hydrodesulfurization (HDS) nanocatalysts. The 

nanocatalysts were characterized with a variety of techniques, including Auger electron 

spectroscopy, x-ray photoelectron spectroscopy, electron microscopy, and x-ray diffraction. 

The adsorption kinetics studies of thiophene on novel HDS catalysts provided the first evidence 

for the presence of different adsorption sites on INT-WS2. Additionally, the adsorption sites on 

IF- MoS2 NP and silica-supported Mo clusters (Mo/silica) were characterized. Furthermore, the 

C-S bond activation energy of thiophene on Mo/silica was determined. These studies finally led 

to the fabrication of Ni/Co coated INT-WS2, which showed good catalytic activity towards HDS 

of thiophene. The studies of methanol synthesis catalysts include the adsorption kinetics and 

dynamics studies of CO and CO2 on Cu/silica and silica-supported EBL-fabricated Cu/CuOx 

nanoclusters. The adsorption dynamics of CO on Cu/silica are modeled within the frame work of 

the capture zone model (CZM), and the active sites of the silica-supported Au/Cu catalysts are 

successfully mapped. Studies on EBL model catalysts identify the rims of the CuOx nanoclusters 

as catalytically active sites. This observation has implications for new methanol catalyst design.  
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CHAPTER 1. INTRODUCTION 

 The motivation for the research covered in this dissertation arises from "Nanocatalysis 

for green chemistry." The concept of "green chemistry" was introduced in the early 1990s in the 

scientific community. Green chemistry was considered as a new approach of chemistry in 

opposition to the "pollute first, clean up later" strategy followed by industries. According to the 

US Environmental Protection Agency (EPA), the objective of "green chemistry" is to design 

environmentally benign products and processes for pollution prevention. Green chemistry has 12 

basic principles,
1
 including catalysis, renewable feed stocks, waste prevention, and energy 

efficiency. Catalysis, being an important concept of green chemistry, allows us to develop 

efficient catalysts to meet the objective of green chemistry. If smaller (10
-9

 m, nano) amounts of 

active metals could be utilized in catalysts, then significant cost reduction could be achieved. The 

research concerning the use of nanomaterials for catalysis (nanocatalysis) has grown 

dramatically over the past decade.
2-3

   

1.1. Nanocatalysis for Green Chemistry 

 The prefix "nano" is derived from the Greek word for "dwarf." When the size of a solid 

decreases to nanoscale dimensions, it develops unique electronic and chemical properties that are 

not observed in the "bulk" form of the material. In recent years, the advancements in nanoscience 

and nanotechnology has brought a revolution in the field of catalysis.
4
 Sustainable catalytic 

processes are known to have great impact on human society and its development, e.g., the Haber-

Bosch process that produces ammonia from N2 and H2 using an iron ore-based catalyst played a 

vital role in meeting the food supply demand and the production of chemicals. The iron catalyst 

used in the Haber-Bosch process contains nanometer-sized particles.
5-6

 In 1989, Haruta et al. 

discovered the high catalytic activity of α-Fe2O3-supported Au nanoparticles (< 5 nm) for CO  
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oxidation
7
. This led to a great research activity in the field of catalysis concerning the particle  

size effects on catalytic activities.
8-10

  

 Most of the heterogeneous catalytic reactions take place at the active sites of the bulk 

catalyst.
11

 The catalytic activity of supported metal nanoclusters has been extensively 

investigated.
4
 It is well known that the surface area to volume ratio plays a vital role in the 

reactivity of solid catalysts. Therefore smaller active metal particles are expected to be 

catalytically more reactive due to their high surface area. However, surface area alone does not 

ensure high reactivity, e.g., the catalytic activity of Pt nanoparticles is correlated with the number 

of surface atoms on corners and edges.
12

 While designing a nanocatalyst, several parameters, 

such as the variation in the number of low-and high-coordinated sites with respect to particle 

size, quantum confinement effects, and the metal support interactions have to be considered.
4
   

 The properties of nanomaterials can be tuned by altering their size, shape, and chemical 

composition.
13-15

 Studying the effects of size, shape, and chemical composition of metal clusters 

on the catalytic activity is the current area of research.
16

 Nanocatalysts often exhibit comparable 

catalytic activities and selectivities to that of homogeneous catalysts, and, therefore they are 

considered as quasi-homogeneous systems.
17

 Nanoscience combined with catalysis allows for 

the atomic level manipulation of the active metal particles in catalysts that lead to catalyst 

optimization.
4
   

1.2. Heterogeneous Catalysis and Model Catalysts 

 Heterogeneous catalysis (solid/gas) has wide spread applications ranging from 

hydrocarbon refining to fuel-cell technologies.
18

 Typical heterogeneous metal catalysts contain 

dispersed active metal particles on a highly porous, high-surface-area oxide (e.g., Al2O3, CeO2, 

SiO2, TiO2). The catalytic activity and selectivity of a heterogeneous catalyst is governed by 
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several factors such as the type and nature of the metal particle, atomic and electronic structure 

of metal particle, particle size, support effects, particle-support interactions, type and nature of 

catalyst promoter, type of treatment, and the reaction conditions. 

 Surface science techniques combined with surface-sensitive spectroscopic techniques led 

to the molecular-level understanding of surfaces, surface-adsorbate, adsorbate-adsorbate 

interactions, adsorption/desorption of gases, and chemical reactions on model catalysts.
19-23

 The 

model catalysts provide a suitable replicate for real-world catalysts, i.e., they mimic the active 

surface(s) present on industrial catalysts. The typical model catalysts used in surface science 

consist of metal single crystals, metal thin films, multimetallic thin films, oxide-supported metal 

catalysts, and metal-supported oxide catalysts. Several studies have shown a clear correlation 

between the catalytic behavior of model and industrial catalysts.
19, 22

 However, two barriers, the 

so-called pressure and material gaps, are encountered in relating the UHV investigations on 

model catalysts to industrial catalysts. 

 Surface science studies on model catalysts are conducted at UHV conditions; whereas, 

the industrial catalysts are operated at high pressures (> 1atm). This large difference in operating 

conditions is the so-called 'pressure gap.'
19

 Recently, some systems which enable the kinetics 

reaction measurements to be done at high pressures on clean surfaces have been designed.
24-25

                     

 As discussed earlier, industrial catalysts typically have dispersed active metal particles on 

a highly porous, high-surface-area oxide. On the other hand, metal single crystals do not allow 

one to investigate the support effects, particle size effects, structure effects, etc. This is the the 

so-called 'material gap.'
19, 22

 Over the past two decades, several techniques have been developed 

to fabricate/create well-characterized model catalyst (metal clusters on ultra-thin metal oxide 

surfaces) samples under UHV conditions. These well-characterized model catalysts enabled the 
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investigations concerning the cluster-support interactions and particle size effects.
21-23, 26-27

 

Ultrathin metal oxide films are conductive, enabling the use of scanning tunneling microscopy 

(STM) to gain molecular-level understanding of surface reactions. 

  Several prior studies addressed the significance of metal single crystals as model 

catalysts. When the catalytic reactions are carried out on metal single crystals at realistic 

conditions, the related surface chemistry and kinetics can be used to model the behavior of real 

industrial catalysts, e.g., a kinetic model for methanol synthesis was based on the Cu(100) single 

crystal studies.
28

  

 In the case of metal catalysts, the relative concentration of adsorption sites, such as 

terraces, steps, kinks, and defects are changed by the method of formation and particle sizes.
19-20

 

These factors can modify the coordination of surface atoms which can impact adsorbate binding 

energies and eventually the catalytic activities. Thus, structure-sensitive reactions are expected. 

However, some reactions exhibit kinetics that is independent of metal particle size and surface 

orientations (surface-insensitive reactions), e.g., CO methanation,
29

 CO oxidation on Rh, Pd, and 

Pt,
19-20

 ethylene hydrogenation, etc.
19

  In these cases, the single crystal kinetics were very similar 

to those obtained for industrial catalysts.
30

 The reason for structure insensitivity may be mostly 

due to the poisoning/screening of surface sites that are responsible for structure-sensitive activity 

by the reactants/intermediates. Metal catalyst particles are typically modified by impurity 

species. Studies investigating the  role of these impurities in either promoting or poisoning the 

catalytic reactions are of practical interest in catalysis.
31

 Poison/promotion effects of impurities 

and electronic effects
32

 can be investigated using metal single crystal model catalysts. 

 Some reactions exhibit kinetics that heavily depend on metal particle size and surface 

orientations (surface-sensitive reactions), e.g., alkane hydrogenolysis,
33

 CO oxidation by NO on 



 

5 

Pd surfaces,
34

 ammonia synthesis on Fe, etc.
19-20

 In the case of structure-sensitive reactions, the 

coordination numbers, atomic spacing, and electronic properties play vital roles in the rate-

limiting kinetics. 

 Single crystal surfaces do not completely mimic the real-world catalysts. Studies on 

single crystal surfaces cannot address particle size effects, support effects or particle-support 

interactions. However, this material gap can be bridged using the planar oxide-supported metal 

cluster model catalysts. The planar oxide catalysts are prepared either by cleaving the bulk oxide 

single crystals or growing thin films on refractory metal substrates. The thin (metal) oxide films 

have been extensively used to study particle-support interactions. 

 In the case of oxide-supported metal cluster model catalysts, the metal particle size 

influences the electronic structure, support interactions, chemical and catalytic activities, and 

thermal behavior. Fabrication procedures for several model oxide films, including SiO2,
35

 

Al2O3,
36

 MgO,
37

 and TiO2
38

 are available in the literature. Several metal cluster deposition 

methods are available for the fabrication of oxide-supported metal cluster model catalysts, 

including physical vapor deposition,
39-41

 high frequency laser vaporization,
42

 mass-selective 

cluster deposition,
43-44

 nanolithography,
45-47

 and electron beam lithography (EBL).
48

 Although 

the last two techniques are time-consuming, the samples fabricated by these methods can be used 

to study particle size and shape effects, sintering, lateral mass transport, etc.  

 The development of structure-activity relationships at an atomic level is very important 

for heterogeneous catalysis. Unlike the high-surface-area industrial catalysts, the planar model 

catalysts can be used to study structure-activity relationships. For example, Au particles (with 

particle diameter below 10 nm) dispersed on TiO2 exhibited very high catalytic activity for 

reactions such as CO oxidation and propylene epoxidation.
49-50

 The effect of cluster size on 
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reaction rates is clearly observed for Au/TiO2 catalysts.
41, 50-54

 Au clusters with ~ 3 nm size 

exhibited the maximum reaction rate for CO oxidation.
54

 The unique catalytic activity of Au 

bilayer structure for CO oxidation has recently been reported for Au/TiO2 catalysts. The (1 x 3) 

bilayer structure was 45 times more highly active than high-surface-area Au/TiO2 catalysts.
55-56

 

Although both the catalysts contained the TiO2 support, the TiO2 support alone did not increase 

the catalytic activity. Thus, the surface-science models are not only capable of mimicking the 

catalytic properties of  real-world catalysts but also set targets for catalyst optimization. 

 Surface science investigations of novel nanocatalysts such as inorganic fullerene-like (IF) 

nanoparticles (NP), inorganic nanotubes (INT), oxide-supported nanoclusters, and carbon 

nanotubes (CNTs) are included in this dissertation.  

1.3. Hydrodesulfurization Model Catalysts 

 Hydrodesulfurization (HDS) is an industrial process used for the removal of sulfur from 

natural gas and refined petroleum products. Organo-sulfur compounds present in the fuel include 

thiophene, dibenzothiophene, and related compounds. The current need for the development of 

novel HDS catalysts stems from the stringent fuel sulfur regulations and increasing 

environmental concerns. The catalytic activity of several novel nanocatalysts (model catalysts) 

towards HDS of thiophene is investigated herein.  

 Hydrodesulfurization model catalysts investigated in this dissertation include: pristine
57

 

and Re doped IF-MoS2 NP, pristine
58

 and metal (M) coated INT-WS2 (M = Co, Ni, Au),
59-60

 and 

physical vapor deposited (PVD) silica-supported Mo clusters.
61

 Adsorption kinetics of thiophene 

on these hydrodesulfurization model catalysts was investigated using thermal desorption 

spectroscopy (TDS). In addition, the adsorption dynamics of thiophene on silica-supported Mo 

clusters was investigated. Furthermore, the ambient pressure kinetics experiments were 
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performed to screen the catalytic activity of pristine and Re doped IF-MoS2 NP, pristine and 

metal (M) coated INT-WS2 (M = Co, Ni, Au), commercial catalysts NiMo, CoMo from Haldor 

Topsoe, and nano MoS2 from Impex Corp. The green aspects of hydrodesulfurization model 

studies in this research include: catalysis, pollution prevention, and energy efficiency. 

1.4. Methanol Synthesis Model Catalysts 

 Methanol is industrially synthesized from synthesis gas over Cu/ZnO/Al2O3 catalysts at 

temperatures of 493-573 K and pressures 50-100 bar.
62

 Synthesis gas (90% H2, 5% CO, and 5% 

CO2) is manufactured by steam reforming of natural gas. Metallic copper is the active phase of 

the catalyst since the catalytic activity correlates linearly with the area of copper.
63-64

 This was 

later confirmed by in situ x-ray photoelectron spectroscopy
65

 and surface x-ray diffraction 

studies.
66

 Some prior studies reported that CO2 is the necessary component in synthesis gas for 

the production of methanol.
67

 However, it was later proved by 
14

C labeling experiments that 

methanol is mainly synthesized from CO2 in the synthesis gas.
68

 This was further supported by 

the measurements on working catalysts.
69

 These results suggested the following reactions are 

involved in methanol synthesis:  

CO + H2O ⇌ CO2 + H2 (1) 

CO2 + 3H2 ⇌ CH3OH + H2O  (2) 

Methanol synthesis from H2/CO2 feedstock over Cu single crystals,
70

 Cu/SiO2 and 

Cu/ZnO/SiO2
71

 were also reported. Furthermore, the UHV experimental data obtained on 

Cu(100) single crystal was also used to propose kinetic models for methanol synthesis.
28

 

Surprisingly, the calculated methanol synthesis rates were in very good agreement with those 

obtained on a real catalyst. Thus, the kinetic models based on model catalyst studies at UHV 

conditions are useful to analyze the reaction mechanisms of industrial catalysts.  
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 Methanol synthesis model catalysts investigated in this dissertation include: PVD silica- 

supported Cu clusters,
39, 72

 electron beam lithography (EBL)-fabricated silica-supported Cu and 

CuOx clusters.
48, 73

 Adsorption dynamics of CO on PVD silica-supported Cu clusters was 

investigated using molecular beam scattering. In addition, the adsorption kinetics and dynamics 

of CO and CO2 on EBL-fabricated Cu and CuOx clusters was investigated. The green aspects of 

methanol synthesis model studies in our research include: catalysis, renewable feedstocks, and 

energy efficiency.  
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CHAPTER 2. EXPERIMENTAL TECHNIQUES 

 A variety of experimental techniques were used for studying the model catalysts. 

Thermal desorption spectroscopy (TDS) was used to study the adsorption kinetics of gas phase 

molecules on model catalyst surfaces. Molecular beam scattering was used to study the gas-to-

surface energy transfer (adsorption dynamics) processes. An atmospheric pressure flow reactor 

coupled to a gas chromatograph (GC) was used to perform ambient pressure kinetics 

experiments on powder catalysts. Auger electron spectroscopy (AES) and  x-ray photoelectron 

spectroscopy (XPS) were used to characterize the chemical cleanliness/state of the nanocatalysts. 

In addition, with great effort and collaboration, researchers were able to characterize the 

nanocatalyst materials using a variety of experimental techniques, including scanning electron 

microscopy (SEM), high-resolution transmission electron microscopy (HRTEM), x-ray 

diffraction (XRD), energy dispersive spectroscopy (EDS), and electron energy loss spectroscopy 

(EELS). A description of each technique available in the research laboratory is presented 

hereafter. 

2.1. Ultra-high Vacuum 

 A vacuum environment is a prerequisite for a majority of surface science and surface 

analysis techniques. At a pressure of 1x10
-6

 Torr, a surface can be covered with a monolayer of 

adsorbed gases in about one second. Thus, it is necessary to keep the surface free from adsorbed 

gases during the course of a surface science/surface analysis experiment. This needs an ultra-

high vacuum (UHV) environment. Vacuum pressures in the range of < 10
-9

 Torr are required to 

create ultra-high vacuum conditions. There are several reasons for a UHV environment, the most 

important being the requirement for long mean free path for particles, such as ions, electrons, and 

molecules used in surface analysis/surface science and the need to keep a surface free from 
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adsorbed gases during the course of a surface science/surface analysis experiment. In addition, 

the UHV is also required to maintain  high voltages in a surface analysis system without 

breakdown or glow discharges. The creation of an ultra-high vacuum and the description of 

UHV chambers are presented in the next section. 

2.2. Kinetic Measurements: Thermal Desorption Spectroscopy 

 Thermal desorption spectroscopy (TDS) is an important kinetic technique to determine 

the kinetic parameters of desorption processes, such as heat of adsorption of a gas on a surface. 

This simplest method of surface analysis is utilized in almost all projects covered in this 

dissertation. TDS can be used to measure the heat of adsorption, which is a measure of the 

strength of interaction between an adsorbate and a surface. TDS can determine many other useful 

values, such as the degree of coverage of the surface, desorption order, and, to some extent, the 

nature of the adsorbed species. A brief TDS experimental procedure is described below. 

 The sample is mounted in an ultra-high vacuum (UHV) chamber. The sample is either 

maintained at room temperature or sub-ambient temperature (~ 90 K). A leak valve is opened to 

dose a particular gas into the UHV chamber, i.e., the clean surface is first exposed to the desired 

gas molecules until some coverage is reached. The gas molecules are desorbed with a linear 

increase in surface temperature over time. It is ensured that the surface is heated above the 

molecular desorption temperature of the adsorbate. The desorbed gas molecules are detected by a 

mass spectrometer to determine the desorption rates, as well as other parameters described 

above. TDS measurements are carried out by varying the surface coverage of the adsorbate. The 

gas exposures are given in Langmuir (1 L = 1 s gas exposure at 1x10
-6

 mbar). Surface 

temperature strongly influences the desorption behavior and this phenomenon can be described 

by the Polanyi-Wigner equation, derived below. 
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  Consider an adsorbate A which is adsorbed on a surface. It desorbs into the gaseous state  

on heating the surface. kd is the desorption rate coeficient. 

Aads    
 d

      Agas  (3) 

 The desorption rate (k) is expressed by a rate law of n
th

 order and is given by the negative 

rate of change of the coverage of adsorbate molecules. ΘA is the coverage of adsorbate molecules 

in monolayers.   

k = kd[Aads]
n
  (4) 

k = - 
    

  
 = kd ΘA

n
     (5) 

 An Arrhenius equation, describing the desorption rate coefficient kd, is given below, 

where υd is the frequency factor or the pre-exponential factor, Edes is the activation energy for 

desorption, R is the Universal gas constant, and TS is the surface temperature. 

kd = υd  
  

    
     (6)  

 By combining equations 5 and 6, the desorption rate law, which is usually referred to as 

the Polanyi-Wigner equation, can be obtained.  

- 
    

  
 = υd  

  
    
    ΘA

n 
 (7) 

 The surface temperature T is increased linearly in a TDS experiment according to the 

equation given below, where T0 is the initial temperature, β is the heating rate, and t is the time. 

T = T0 + βt       (8) 

 Heating rate β is the derivative of temperature with respect to time.  

⇒ 
  

  
 = β ⇒ dt = 

 

 
 dT     (9) 
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 By substituting the value of dt in equation 5, one arrives at  

k = - 
    

  
 = - 

   
 

 
   

 = - β 
    

  
          (10) 

 By substituting this term in the Polanyi-Wigner equation, one arrives at  

-β 
    

  
 = υd  

 
    
    ΘA

n ⇒ - 
    

  
 = 

 

 
  

 
    
    ΘA

n
 (11)  

 The pressure burst of desorbing gas in a TDS experiment is directly proportional to the 

derivative of adsorbate coverage with respect to temperature. The activation energy for 

desorption is calculated by determining the peak in pressure which corresponds to the maximum 

desorption rate or peak temperature (Tmax). Peak in pressure is determined by taking the second 

derivative of adsorbate coverage with respect to temperature and make it equal to zero.    

p   
    

  
 ⇒ 

  

  
 (
    

  
) = (

     

   ) = 0 (12) 

  

  
(- 

 

 
  

 
    
    ΘA

n
) = (

     

   ) = 0 (13) 

 One can use the product rule for differentiation to the left side of equation 13 to get the 

following equation:
 

⇒ 
 

 
 (nΘ

n-1
 
    

  
  

  
    

      + 
       

   
   

 
  

    
     ) = 0 (14) 

 By rearranging the terms in equation 14, one arrives at the following equation: 

⇒ nΘ
n-1

 
    

  
 = - 

       

   
   

 (15) 

 After substituting the value of 
    

  
 from equation 11 in the above equation and 

rearranging the terms, the following equation is created, which is usually referred to as the 

Redhead equation. 

 

 
 nΘ

n-1 
  

    
      = 

     

   
   

 (16) 
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 Redhead assumed that activation parameters are independent of surface coverage and  

estimated the desorption activation energy, Edes, for the first order desorption using the Redhead 

equation as follows: 

Edes = RTmax[ln(
     

 
) - 3.64]  (17) 

 The Redhead method is often used to determine the activation energy from a single 

desorption spectrum by choosing the pre-exponential factor value as 10
13 

s
-1

. Details of the 

desorption spectra, such as the shapes, number, and position of the peaks, help to understand the 

chemistry of the adsorbate-surface system. Redhead analysis methods are used to determine the 

order of desorption of the desorbing species as described below. 

2.2.1. Desorption of zero order 

 TDS curves corresponding to different surface coverages have a common leading edge 

which looks exponential. Tmax increases with an increase in surface coverage, and the peak 

intensity drops immediately after reaching the maximum. 

2.2.2. Desorption of fractional order 

 TDS curves corresponding to different surface coverages do not have a common leading 

edge. Tmax increases with an increase in surface coverage, and the peak intensity does not drop 

immediately after reaching the maximum. 

2.2.3. Desorption of first order 

 TDS curves corresponding to different surface coverages are asymmetrical about the 

maximum. The peak width at half maximum and Tmax are independent of the surface coverage.  

2.2.4. Desorption of second order 

 TDS curves corresponding to different surface coverages are symmetrical about Tmax and 

are bell shaped. Tmax decreases with an increase in surface coverage. Multiple peaks  
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corresponding to different biding sites on the surface are often observed in the second order  

desorption process. 

 The desorption spectra can be analyzed as a function of heating rate and coverage to 

determine the pre-exponential factor. The activation energy for desorption can be determined by 

using the Redhead equation. Two conditions have to be met  to use the Polanyi-Wigner equation  

to perform accurate spectral interpretation. The first condition is that the mass spectrometer 

signal is proportional to the rate of desorption. This condition is met if the pumping speed is high 

enough to prevent the re-adsorption of desorbed particles on the sample. The second condition is 

that the desorption process consists of at least one rate limiting elementary step. The activation 

parameters such as the pre-exponential factor, desorption order, and the activation energy 

generated by Polanyi-Wigner equation will only be applicable to such a rate limiting step. 

Activation parameters are dependent on the surface coverage and the sample temperature. 

However, the Polanyi-Wigner equation cannot be used for the analysis of complex desorption 

spectra due to the dynamic nature of the desorption process. Monte-Carlo simulations are 

considered as the alternatives to the interpretation by means of the Polanyi-Wigner equation.  

 An example of TDS spectra of benzene on metallic carbon nanotubes (m-CNTs) is shown 

in Figure 1. Four distinct peaks A, B, C, and D are observed in this TDS spectra. They indicate 

the presence of kinetically different adsorption sites. The peaks A, B, C refer to benzene 

adsorption on internal, external, and groove sites of  m-CNTs respectively. The low temperature 

edges of the TDS curves line up to form a peak D, an adsorption (and system) unspecific 

condensation peak of benzene. The Redhead equation can be used to calculate the binding 

energies of benzene on these sites, e.g., benzene has a binding energy of 70 kJ/mol on the 

internal sites (peak corresponding to 270 K) of  m-CNTS. 
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Figure 1. Benzene TDS on m-CNTs.
74

 The different 

curves represent TDS data at different initial surface 

coverages, χ. The TDS peaks A, B, and C correspond to 

the adsorption of benzene on internal, external, and groove 

sites of CNTs respectively. D is the condensation peak of 

benzene. The inset shows the TDS data for small 

exposures. 

  

 Adsorption kinetics experiments were conducted in an ultra-high vacuum (UHV) 

chamber (scattering chamber for the molecular beam system). A photograph of the scattering  

chamber at NDSU  is shown in Figure 2A. TDS experiments related to some projects were 

conducted in another TDS chamber shown in Figure 2B. The scattering chamber is pumped by 

two turbo molecular pumps (Varian), backed by a fore-line pump (Trivac), an ion pump (Gamma 

Vacuum Titan Ion Pump) with battery backup, and a titanium sublimation pump (Varian). It is 

estimated by the mass spectrometer that the Ti sublimation pump would reduce hydrogen 

background to 5x10
-11

 mbar.  

 An xyz manipulator (McAllister) with a differentially pumped rotary platform is also 

installed on the scattering chamber. A sample holder is mounted on the manipulator and can be 

rotated 360
o
 with a stepper motor. The rotary platform is pumped by a turbo molecular pump  
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(Leybold, NT 360) backed by a fore-line pump (Leybold). The vacuum system can be baked at 

150 
o
C using heating belts and surface heaters to achieve a base pressure of 3x10

-10
 mbar. The 

system is also equipped with UHV gate valves (VAT) to protect the vacuum in the event of 

power failure.  

 

Figure 2. Photographs of ultra-high vacuum chambers. (A) photograph of 

the scattering chamber and (B) photograph of the second TDS chamber 

used for kinetics experiments. Scales are shown to show the actual 

dimensions of the UHV chambers. 
 

 A schematic of the scattering chamber is shown in Figure 3. The scattering chamber is 

equipped with two mass spectrometers (SRS RGA 100): one of which is a time-of -flight (TOF) 

mass spectrometer aligned collinearly with the molecular beam for beam characterization, and 

the other is aligned perpendicular to the molecular beam for molecular beam and TDS 

experiments. In addition, the scattering chamber is equipped with a dual Mg/Al anode x-ray 

source for x-ray photoelectron spectroscopy and a double pass cylindrical mirror analyzer 
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(CMA) with coaxial electron gun for Auger electron spectroscopy (AES) measurements (all from 

Perkin-Elmer including an upgrade from RBD). Furthermore, the scattering chamber is equipped 

with an electron beam evaporator (McAllister), a home-built metal doser, an atomic hydrogen  

source (Tectra GmbH), and a sputter gun (SPECS, IGE 11). 

 

Figure 3. Schematic of the scattering chamber and its 

major components. 

 

 The sample holder consists of a stainless steel tube, one side of which is welded to a 

through-hole conflat flange to form a dewar tube, and the other is connected to a 4-pin 

molybdenum conductor CF 16 flange. The through-hole conflat flange is also equipped with two 

electrical feedthroughs for sample heating and simultaneous temperature measurement. A 

photograph of the body of the sample holder is shown in Figure 4A. Typically, the sample (1x1 

cm) is mounted on a tantalum plate which is spot-welded to two front pins of molybdenum, as 

shown in Figure 4B. A chromel-alumel thermocouple is spot-welded on the back of tantalum 
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plate for in situ measurement of sample temperature (Ts). A tungsten (W) filament (0.25 mm, 

Goodfellow) is mounted behind the tantalum plate by clamping it to the two back pins of  

molybdenum with tantalum pieces as shown in Figure 4C. The air-side of the stainless steel tube 

acts as a dewar and can be filled with liquid nitrogen for cooling the sample to low temperatures  

(~ 95 K). Sample temperature can be further lowered (~ 87 K) by blowing He gas into the dewar. 

An electron bombardment heating method is used for sample heating while performing TDS 

experiments on less conducting samples. 

 

Figure 4. Photographs showing (A) the sample holder, (B) 

mounted sample, and (C) rearview of the mounted sample. 

Scales are shown to show the actual dimensions of sample 

and sample holder. 

 

 A tungsten filament is resistively heated by means of a computer controlled power supply 

(HP 6433 B). The thermal electrons emitted from the filament are accelerated on to the sample 

by means of another computer controlled high voltage (HV) power supply (Gassman PS/G59). A 

homemade data acquisition program driven proportional-integral-derivative (PID) controller is 

used to control the total heating power and attain a linear heating ramp (Ts vs. time) over a wide 

range of temperatures. PID uses the real time clock of the computer as its primary source of time. 
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  The second TDS chamber, shown in Figure 2B, is equipped with two mass spectrometers 

(SRS RGA 100 and SRS RGA 300), a low energy electron diffraction (LEED) optics combined 

with an Auger electron spectroscopy system (SPECS, ErLEED 3000D), a home-built metal 

doser, an atomic hydrogen source (a capillary doser with a hot W filament at the end), and a 

sputter gun (SPECS, IGE 11). The system is pumped by three turbo molecular pumps (two 

Leybold, NT 360 and one Varian) backed by a fore-line pump (Leybold) and an ion pump 

(Varian) with battery backup. Sample mounting and experimental procedures are the same as 

described above for the scattering chamber.  

2.3. Molecular Beam Scattering 

 Adsorption of the gas phase species is the first step in heterogeneous catalysis. Gas- 

surface energy transfer processes occur under non-equilibrium conditions and have a profound 

effect on adsorption/desorption or reaction pathways. Molecular beam scattering is an effective 

technique to study such gas-to-surface energy transfer processes (adsorption dynamics) because 

it can simulate such non-equilibrium conditions. The photograph and schematic in Figure 5 show  

the triply differentially pumped supersonic molecular beam scattering system at NDSU. A close-

up photograph of the molecular beam system is shown in Figure 6A.  

 The first and second chambers of the molecular beam system  are respectively connected 

to Varian diffusion pumps  (a VHS-10 with a pumping speed of 6600 l/s and a VHS-6 with 3000 

l/s) backed by a D25B/WSU500 rotary/booster pump combination (Leybold). The third chamber 

is pumped by a turbo molecular pump (Leybold, NT 360) backed by a foreline pump (Leybold). 

The second and third chambers are separated by a screw valve. The nozzle is mounted on a xyz-

tilt-manipulator (McAllister) and is housed in the first chamber. The nozzle consists of a steel 

tube onto which Pt/Ir µm nozzle plate is press fitted. The nozzle heating element (up to 800 K) is  
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Figure 5. Photograph and schematic of the molecular 

beam scattering chamber. The molecular beam system 

with first (1), second (2), and third (3) chambers is 

connected to 4, the scattering chamber. First chamber 

houses the beam nozzle and a skimmer. In addition to a 

shutter, the second chamber houses a beam chopper and a 

light sensor for time of flight (TOF) experiments. 

Scattering chamber houses the sample and mass 

spectrometers. Scales are shown to show the actual 

dimensions of molecular beam scattering chamber. 
 

made of small ceramic beads strung on a nichrome wire. A conical skimmer (facing the nozzle) 

is mounted on the wall of the first chamber, as shown in Figure 6B.  A linear drive (Huntington) 
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combined with a tilter is used to adjust the second aperture of the beam chamber. A beam shutter 

driven by a miniature servo motor (Pololu) is mounted in the second chamber. The second 

chamber also houses a beam chopper and a light sensor for the time of flight (TOF) analysis of 

the supersonic molecular beam. The supersonic molecular beam system is attached to a 

scattering chamber. A description of the  scattering chamber is already given in the previous 

section on TDS. Molecular beam scattering experiments are  controlled by a homemade  

computer program in the "C" language.  

 

Figure 6. Close-up photographs of (A) the molecular beam 

system, (B) beam nozzle, skimmer, and the nozzle heater. 

Scales are shown to show the actual dimensions of the 

molecular beam system. Refer to Figure 5 for chamber 

labeling. 

 

 In a typical experiment, a molecular beam is formed by expanding a gas at high pressure  

(few bars) through a small nozzle diameter (few µm), as shown in Figure 5. The expanded gas is 

funneled through the small and collinear orifices located in three stages of differential pumping 
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to drop the pressure to 10
-10

 mbar. The gas undergoes adiabatic expansion, which results in a 

decrease in internal energy. The temperature of the gas decreases due to adiabatic cooling, and it 

corresponds to the speed of the gas molecules perpendicular to the beam direction. The internal 

energy is transformed into translational energy in the beam direction. A supersonic molecular 

beam has narrow speed distribution. The molecules undergo a large number of collisions before 

they exit the nozzle resulting in a decrease of the collisional mean free path leading to the narrow 

speed distribution. The central core of the supersonic molecular beam is screened by the conical 

skimmer, narrowing the angular distribution.       

 The so-called Knudsen number (Kn) is used to classify the type of beam formed. It is the 

ratio of the molecular mean free path length (λ) to the effusion hole/nozzle diameter (d). High 

pressure gas (small λ) and a µm nozzle (small d) combination produces a supersonic molecular 

beam. An effusive beam will be produced when the molecular mean free path length is 

comparable to the effusion hole size. The efficiency of the gas cooling during an adiabatic 

expansion can be characterized using the Mach number (M). The Mach number is the ratio of the 

average velocity of the expanding gas (u) to the local speed of sound of the expanding gas (a). 

The higher Mach number means narrow speed/energy distribution of the gas molecules and low 

beam temperature. Typical beam temperatures of ~ milli K can be achieved in supersonic 

molecular beam formation. The kinetic energy of the molecular beam can be changed by either 

changing the nozzle temperature or using a seeded gas, i.e., a gas mixture consisting of low 

concentrated heavy seed gas in a light carrier gas.  

 The method of King and Wells is used to measure initial adsorption probability, S0, 

which is the adsorption probability at zero coverage. The method is illustrated in Figure 7. The  

vacuum chamber has a base pressure (Pb) when the beam is off. Assuming the absence of a  
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Figure 7. Schematic illustration of the principle of King 

and Wells up-take experiment. Pb is the base pressure in 

the vacuum chamber. The molecular beam entering the 

vacuum chamber saturates the sample's surface with in 

time t1-t0. The initial adsorption probability (S0) is equal to 

the ratio of the initial pressure rise (P0) to the saturation 

pressure (Psat). 

 

sample in the vacuum chamber, the entering molecular beam will increase the pressure in the 

vacuum chamber to a saturation level (Psat). When a clean sample's surface is exposed to the 

beam at time t0, the sample acts like a small vacuum pump and adsorbs some gas molecules at 

time t0. The molecules fill up all the available adsorption sites and saturate the surface at time t1. 

The sample temperature is maintained just enough to adsorb a monolayer of molecules but not to 

condense them. The initial pressure rise in the vacuum chamber at time t0 is due to the back  

scattered gas molecules. The probability of adsorption of molecules can be quantified by  

measuring the adsorbed/backscattered ratio. The initial adsorption probability (S0) is equal to the  

ratio of the initial pressure rise (P0) to the saturation pressure (Psat). Mechanistic details about 

gas-surface energy transfer processes can be obtained from S0 measurements. The area above the  

pressure transient between t0 and t1 and below the saturation level quantifies the amount of  
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molecules adsorbed. Coverage (Θ) dependent adsorption probability S(Θ) can be obtained by 

integrating the pressure transient between t0 and t1.  

 The King and Wells type uptake curves for CO on SiO2 (Silica) and 63 nm Cu clusters 

supported on silica are shown in Figure 8. The pressure transient for CO on silica indicates no  

adsorption of CO. However, the pressure transient of CO on Cu clusters approaches the 

saturation level much slower when compared to bare silica. This indicates the adsorption of CO 

on Cu clusters. The area above the pressure transient and below the saturation coverage can be 

integrated to calculate the number of molecules of CO adsorbed, provided the beam flux is  

known. The shape of coverage dependent adsorption probability curves reveal many important  

details about the process of adsorption. 

 

Figure 8. Sample King and Wells experiment showing the 

adsorption transients of CO on clean silica and 63 nm Cu 

clusters supported on silica.
48

 Ts is the sample 

temperature and Ei is the impact energy of CO. The initial 

adsorption probability (S0) is equal to the ratio of the 

initial pressure rise (P0) to the saturation pressure (Psat). 

 

 The Langmuirian model is the first among the basic models proposed to describe the 

adsorption and related processes. In the Langmuir model, the initial adsorption probability 
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decreases linearly with surface coverage. This model assumes that the gas molecules will only 

adsorb on vacant adsorption sites and not on the molecules adsorbed on the surface and is 

depicted in Figure 9A. In some systems, the initial adsorption probability remains almost 

constant and drops quickly to zero in approaching the saturation coverage, as shown in Figure 

9B. Such phenomenon is explained by the Kisliuk model. Gas molecules can become either 

intrinsic or extrinsic precursors after impinging upon a surface. An intrinsic precursor state is 

formed on a vacant active site; whereas, the extrinsic precursor state is formed on an occupied 

chemisorption site. According to the Kisliuk model, the molecules get trapped temporarily in a  

mobile precursor state before they become chemisorbed. In some systems, the initial adsorption 

probability increases with an increase in surface coverage and drops rapidly to zero when the 

adsorption approaches saturation, as shown in Figure 9C. Such phenomenon is explained by 

adsorbate-assisted adsorption model. In this case, the incoming molecules stick better to the pre-

adsorbed molecules than to the vacant adsorption sites due to a better mass-match leading to an 

efficient energy transfer. Adsorbate-assisted adsorption is more distinct at high impact energies 

but less distinct at high surface temperatures.  

 

Figure 9. Schematic showing the coverage dependent adsorption probability, S(Θ) 

curves depicting the (A) Langmuirian, (B) Kisliuk, and (C) adsorbate-assisted 

adsorption. The coverage is expressed in monolayers (ML). When a surface is covered 

with exactly a single layer of adsorbate, the resultant surface coverage is called a 

monolayer. 
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 The coverage dependent adsorption probability of CO on Cu clusters is shown in Figure 

10. At low impact energies (Ei), S(Θ) remains constant up to the saturation coverage, where it 

drops to zero obeying the Kisliuk-like dynamics. This curve shape also indicates the effect of 

precursor states with  the extrinsic precursor being predominant. At high impact energies, S(Θ) 

decreases linearly with Θ obeying the Langmuirian-like dynamics. A crossover from precursor-

mediated Kisliuk-like dynamics to Langmuirian-like dynamics is seen for CO. This crossover is 

due to the decrease in the trapping probability of CO in the precursor state with increasing Ei. 

Thus, these adsorption models can be used to explain the experimental observations in molecular 

beam scattering.  

 

Figure 10. A set of coverage dependent adsorption 

probability, S(Θ) curves at different impact energies (Ei) 

for CO adsorption on 63 nm Cu clusters supported on 

silica.
48

 Ts is the sample temperature. The coverage of CO 

is expressed in monolayers (ML). 
  

2.4. Auger Electron Spectroscopy 

 Auger electron spectroscopy (AES) is the most important and popular chemical surface 

analysis tool used in surface science. The Auger process was described for the first time by 



 

27 

Pierre Auger in 1923,
75

 when he observed the emission of  β electrons during the ionization of 

gases by  x-rays. The Auger process is based on the excitation of so-called 'Auger electrons' 

either by electrons or photons. Primary electrons in the energy range 3-5 keV are typically used 

in surface analytical AES. AES can analyze the elemental composition of the first 2-10 atomic 

layers of the matter. The process of Auger electron emission is briefly described below with the 

help of Figure 11.  

 

Figure 11. Schematic describing the Auger transitions.  

Transitions involving (A) three core levels and (B) a core 

level and the valence band, (C) Coster-Kronig transition.  
 

 Figure 11A describes Auger transition involving three core levels. As shown here, an 

incident radiation (electrons or x-rays) with energy larger than the binding energy of an electron 

in some core level, say the K shell, can displace an electron from the K shell to create a hole. A 

higher lying electron in either the core shell or valence shell tries to fill that hole. For example, if 

that higher energy shell is L1, then the excess energy EK-EL1 can be released as x-rays or given to 

an electron, say in the L2 shell. The latter process emits an Auger electron with an energy equal 

to EK-EL1-EL2-ϕ  from the L2 shell (ϕ is the work function of the surface). The electron must 
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overcome ϕ to get ejected into the vacuum. This Auger transition is labeled as KL1L2 transition 

because the Auger electron energy is a characteristic of the energy levels involved and hence of 

the parent atom.  

 AES can identify any element, apart from H and He. For surface analysis using AES, 

Auger transitions in the energy range 50-1500 eV are preferred. The types of Auger transitions in 

this energy range depend on atomic number, Z as shown Table 1. Figure 11B depicts Auger 

transition involving a core level and the valence band and is denoted as L3VV transition, where 

V is the valence band electron. Figure 11C shows the Coster-Kronig transition, a special case of 

Auger process in which the initial hole is filled by an electron from the same shell. Several final 

state energies and electron effects make it difficult to accurately measure the energy of an Auger 

transition. Auger electron energy is independent of the energy used for excitation.  

Table 1. Table showing the effect of atomic 

number (Z) on the type of shell ionized in 

the Auger process. 

 

Atomic number (Z) Shell ionized 

Li(3) - Al(13) K 

Mg(12) - Br(35) L 

Br(35) - Yb(70) M 

Y(39) N 

 

 Figure 12A shows a typical AES spectrum of Mo clusters supported on silica. This shows 

a plot of count rate N(E) against electron energy. The sloping background in the spectrum is due 

to the secondary electron background. Auger peaks are superimposed on the secondary electron 

background and appear as sharp peaks. The signal is differentiated to minimize such secondary 

electron background.  
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Figure 12. AES spectra of silica-supported Mo clusters. 

(A) plot of  N(E) against energy and (B) plot of dN(E)/dE 

against energy. N(E) represents the number of electrons 

that possess an energy E. 

 

 Figure 12B shows the differentiated spectrum. Here, the derivative peaks are detected on 

a flat background.  The Auger spectrum in Figure 12B provides three kinds of information. 

Auger peak positions give the qualitative information about the elemental composition in the 

surface and near surface region. The peak-to-peak height of the Auger peak is directly 

proportional to the atomic concentration and can be used to get quantitative information on 
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surface concentrations. Chemical state information can be obtained from Auger peaks that arise 

from transitions involving the valence electron states.  

 AES has four modes of operation: point analysis, line scan, mapping, and profiling. The 

typical survey spectrum shown in Figure 12A is a result of point analysis. AES can also be used 

for depth profile analysis. This is done by combining AES with ion beam sputtering. The process  

of bombarding the surface with ions to remove material from the surface is called sputtering. 

This method can be applied for layers of thickness ≤ 200-1000 nm. AES spectra are taken after 

each sputtering cycle. The sputter time is converted into depth and the peak-to-peak height  

of the derivative feature of each element is converted into elemental concentration. Thus, how 

the elemental composition varies with depth in thin layers can be studied. AES can be used to 

perform angular resolved analysis for layers of thickness ≤ 2-3 nm, which is non-destructive. 

 

This method involves the measurement of Auger intensity as a function of the emission angle, θ 

of the Auger electrons with respect to surface normal.  

 Line scan can be used to analyze the layers of large thickness (~ few µm). A typical 

example of a sample covered with a layer of other material is shown in Figure 13. While doing  a  

line scan, an electron beam is scanned across a tapered section or a crater edge produced by ball 

cratering before reaching the substrate. Displacement of the electron beam (x), depth (z), radius 

of the ball used for cratering (R), and diameter of the crater (d) are related by the following 

equation:  

z = 
 

 
 [(4R

2
 - d

2
 - 4x

2
 + 4dx)

1/2
 - (4R

2 
- d

2
)
1/2

]  (18) 

 The variation of atomic concentration with the displacement of the electron beam using a 

line scan can be studied. Scanning or mapping is another working mode of AES. While making 

the Auger map of a sample, an electron beam of very small spot size of ~ 1 µm diameter is 



 

31 

scanned over a selected area of the surface of the sample using a rastering power supply. It is 

possible to map the elemental distribution at the sample surface by correlating the position of the 

electron beam with the emitted Auger electrons. Several AES scans are taken with different 

Auger peak energy settings of the analyzer. Thus, while scanning for an element x, bright spots 

indicating the high concentration of an element x will appear in the Auger map. AES has some 

advantages, such as good spatial resolution (< 1 μm) and surface sensitivity (~ 20 A
o
), when 

compared to other surface analysis techniques. Moreover, it can easily detect light elements. 

 

Figure 13. Schematic showing the Auger line scan process.  

Auger line scan of a sample covered with a layer of another 

material with x being the displacement of the electron 

beam; z being the depth; R being the radius of the ball used 

for cratering, and d being the diameter of the crater. 

 

 Almost all the projects covered in this dissertation utilize AES for the surface analysis. 

For example, the morphology and cleanliness of supported metal clusters of Mo and Cu were 

characterized by AES. AES was also crucial to monitor the cleaning processes for catalyst     

supports, nano HDS catalysts, model array nanocatalysts, and CNTs.  
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2.5. X-ray Photoelectron Spectroscopy 

 X-ray photoelectron spectroscopy (XPS), also known as electron spectroscopy for 

chemical analysis (ESCA), is a widely used technique to investigate the chemical composition of 

surfaces. XPS was developed in the mid-1960s by Kai Siegbahn and co-workers at the 

University of Uppsala, Sweden.
76

 The XPS technique is based on the photoelectric effect. The 

principle of photoelectric effect and the important observations associated with it are given 

below.   

 When a photon impinges upon an atom and transfers its total energy to an atomic orbital  

electron, it causes the photoemission. Photoelectrons will be ejected  from an atom only if the 

frequency of the excitation photon is greater than or equal to the characteristic threshold energy 

for each element. The number of photoelectrons emitted will be proportional to the intensity of 

incident light. The kinetic energy of the photoelectrons will be independent of light intensity, but 

linearly proportional to the frequency of the incident photons. Time between excitation and  

emission is extremely small (10
-16

 s). The process of photoemission can be described by 

Einstein's equation: 

EB = hυ-KE  (19) 

where EB is the binding energy of the electron and KE is the kinetic energy of the emitted 

photoelectron. The energy of the excitation x-ray photon is hυ, where h is Planck's constant, and 

υ is the photon frequency.   

 The process of photoemission is shown in Figure 14A. Here an atom in n-electron initial 

state is considered. The incident x-ray photon transfers its total energy to a core-level electron 

and causes photoemission. As shown in Figure 14B, the atom that is in (n-1)-electron state 

undergoes a reorganization by dropping an electron from a higher level to fill core-level vacancy.  
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Figure 14. Schematic showing the process of (A) 

photoemission and (B) Auger emission when x-rays 

interact with matter. 

 

The atom uses this excess energy either to eject an electron from the higher level (Auger 

emission) or emitting an x-ray photon (x-ray fluorescence). The EB of the photoelectron is the 

energy difference between the initial (i) and final (f) states and is written as: 

 EB = Ef(n - 1) - Ei(n)  (20) 

where Ei(n) is the energy of the initial state and Ef(n - 1) is the energy of the final state. EB will 

be equal to the negative orbital energy (- εk) for the ejected photoelectron, provided there is no 

electronic rearrangement after photoemission. This approximation is derived from Koopmans' 

theorem and is written as: 

EB ≈ - εk (21) 

 Typically, εk values are within 10-30 eV of the EB values and are calculated by the 

Hartree-Fock method. However, the other electrons in the sample will undergo rearrangement to 

minimize the energy of the ionized atom. Such energy reduction is called the 'relaxation energy.' 

Relaxation is a final state effect, and that can occur in two ways: atomic relaxation or extra-
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atomic relaxation. A more complete description of EB is given by considering relaxation, 

electron correlation, and relativistic effects and is written as:   

EB = - εk - Er(k) - δεcorr - δεrel  (22) 

where Er(k) is the relaxation energy and δεcorr and δεrel are corrections for the differential 

correlation and relativistic energies. A calibrated and suitably referenced x-ray photoelectron  

spectrometer is required to determine EB accurately.  

 Electrically conducting samples, such as metals, are electrically contacted with the 

spectrometer and grounded as shown in Figure 15. Then, the Fermi levels (Ef) of the sample 

(  
   and the spectrometer (  

  
) will be aligned (  

     
  

) so that the binding energy (EB) is 

referenced with respect to Ef.  

 

Figure 15. The energy level diagram for an electrically 

conducting sample that is grounded to the spectrometer. Ef 

is the Fermi level;     
  and     

  
 are respectively the 

vacuum levels of the sample and the spectrometer; ϕs and 

ϕsp are respectively the work functions of the sample and 

the spectrometer;   
  is the binding energy (EB) referenced 

with respect to Ef; hυ is the energy of the excitation x-ray 

photon, and KE is the kinetic energy of the emitted 

photoelectron. 
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 The work function (ϕ) is the minimum energy required to remove an electron from the 

highest occupied level into vacuum and  is given by: 

ϕ = Ef - Evac   (23) 

where Evac is the vacuum level. The Einstein equation is then modified as: 

  
    hυ - KE - ϕsp   (24) 

Here,   
  means EB is referenced to Ef. The measurement of EB is independent of sample work 

function (ϕs) but dependent on the spectrometer work function (ϕsp). Gold (Au) can be used as a 

standard to calibrate ϕsp.  

 Materials with low electrical conductivity (insulators) cannot be electrically contacted 

with the spectrometer. These samples acquire positive charge after the emission of 

photoelectrons. This positive charge can be compensated by an external source of monoenergetic 

(< 20 eV) electrons, such as a flood gun. Then, the vacuum level of the sample (    
 ) and the 

energy of the charge neutralization electrons (ϕe) are aligned, as shown in Figure 16 so that the 

binding energy (EB) is referenced with respect to ϕe. The measured EB depends on the sample 

work function (ϕs) and the energy of the charge neutralization electrons (ϕe) and is given by: 

  
        

  + ϕs = hυ - KE + ϕe (25) 

where   
    is the binding energy (EB) referenced with respect to Evac. 

 It is difficult or impossible to measure accurate values of EB for insulators, as is 

referenced to Evac and ϕe. An internal reference is typically used to accurately determine the 

value of EB.  

 XPS analysis is typically performed by first collecting a survey scan spectrum with a 

binding energy range of 0-100 eV. Later, high-resolution spectra of specific features observed in 

the survey scan spectrum are collected. 
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Figure 16. The energy level diagram for a sample that is 

electrically insulated from the spectrometer.   
  and   

  
are 

respectively the Fermi levels of the sample and the 

spectrometer;     
  is the vacuum level of the sample; ϕs 

and ϕsp are respectively the work functions of the sample 

and the spectrometer; ϕe is the energy of charge 

neutralization electron;   
    is the binding energy (EB) 

referenced with respect to Evac;   
  is the binding energy 

(EB) referenced with respect to Ef; hυ is the energy of the 

excitation x-ray photon,  and KE is the kinetic energy of the 

emitted photoelectron. 

 

 The survey scan spectrum of silica is shown in Figure 17. As shown in Figure 17, the 

intensity (counts) of photoelectrons is plotted against the binding energy. The "stepped" 

background  in the spectrum is due to inelastic scattering. The background increases with 

increasing binding energy. Photoemission peaks and x-ray induced Auger electron emission 

peaks rise above the background. A high-resolution spectrum of Si 2p XPS peak is shown in the 

inset of Figure 17. If binding energy referencing is properly performed, the peaks can be easily 

compared to the reference data. Auger peak positions are not altered with a change in the x-ray 

source.  
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Figure 17. XPS spectra of clean silica.
39

 XPS peaks of 

O, Si, and N (impurity) are observed in the XPS survey 

spectrum of clean silica. AES peaks (KLL) of O are also 

observed. The inset shows the high-resolution spectrum 

of Si 2p XPS peak. 

 

 For  the orbitals with l > 0 (p, d, or f ), two energetically equivalent final states 'spin up' 

or 'spin down' are possible after photoemission. A coupling between the magnetic fields of spin 

(s) and angular momentum (l) then occurs. This coupling can split the degenerate state into two 

components. This process is called spin-orbit coupling and is an initial state effect. Spin-orbit 

coupling often results in the splitting of photoemission peaks into subpeaks. 

 Methanol synthesis model nanocatalysts project utilizes XPS for the surface analysis. For 

example, the cleanliness and chemical state of silica-supported Cu clusters were characterized by 

XPS. 

2.6. Gas Chromatography 

 Gas chromatography (GC) is the most widely used separation technique in analytical 

chemistry. Chromatography is a method of separation in which different components of a sample 

partition between stationary phase (bed with large surface area) and mobile phase (gas), where 
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the sample is vaporized and carried by mobile phase. Ramsey
77

 used charcoal as an adsorbent to 

separate gaseous mixtures and vapors. Michael Tswett
78-79

 used liquid chromatography (LC) to 

separate plant pigments. He introduced the term chromatography (color writing) and explained 

the process. Martin and James
80

 introduced the technique of GC. GC is used to separate and 

analyze volatile materials. It can analyze solids (dissolved in volatile solvents), liquids, and 

gases. GC is so versatile that it can be used to analyze both organic and inorganic compounds. 

Automated systems with efficient capillary columns and sensitive detectors make GC the best 

analytical instrument. 

 Depending on the physical state of the mobile phase, column chromatography is mainly 

divided into gas chromatography (GC) and liquid chromatography (LC). GC is further divided 

into gas-solid chromatography (GSC) and gas-liquid chromatography (GLC), depending on the 

physical state of the mobile phase. Columns contain a stationary phase and are named after these 

phases. GC is schematically illustrated in Figure 18, and its simple description is also given. 

 

Figure 18. Schematic illustration of working of a gas 

chromatograph. 
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 Carrier gas (He, Ar, or N2, and sometimes H2) flows continuously through the sample 

port, the column, and the detector. Inert carrier gas is used to avoid any interaction with the 

sample and stationary phase. A flow controller is used to control the flow of carrier gas. 

Retention time depends on the flow rate of carrier gas. A very small volume of the sample (µL) 

is injected into the heated sample inlet (sample port). The sample is vaporized in the sample port. 

Solid samples may be dissolved in volatile liquids and injected. Gaseous samples can be directly 

introduced, but they need special gas sampling valves. The vaporized sample is carried through 

the capillary column by the carrier gas. Capillary column length is typically in meters. High 

boiling liquid, which acts as a stationary phase, is coated like a thin film (0.2 µm) on the inside 

of capillary columns. Sometimes, capillary columns are enclosed in an oven and maintained at 

constant temperature. Each analyte of the sample partitions between stationary and mobile 

phases inside the column. The component with greater distribution in mobile phase is carried 

faster by the mobile phase through the column and reaches the detector first. The detector 

measures the quantity of each analyte and generates the corresponding electrical signal. It sends 

these signals to a data system. The data system generates the chromatogram. It also integrates the 

peak areas and gives details about retention times of analytes present in the sample.  

 An atmospheric flow reactor coupled to a GC was used to characterize the kinetics of  

thiophene HDS on the powder catalysts. A photograph and schematic of the experimental set up 

is shown in Figure 19. GC was used for the separation and detection of HDS products. Hydrogen 

gas (20 ml/min, 99.999%, Praxair), one of the reactants in HDS, was bubbled through 20 ml of 

liquid thiophene (≥ 99%, Sigma–Aldrich) contained in a 250 mL three neck flask. The 

temperature of thiophene was maintained at 30 
o
C using a saturator (Lauda Class RA 120). The  

flow rates of gases were measured and regulated using a flow regulator (Brooks SLA-5850S).   
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Figure 19. Photograph and schematic of an ambient 

pressure flux reactor that is coupled to a GC. 

 

 The HDS experiments were carried out in a mini reactor, consisting of a U-shaped quartz 

tube (Robinson Scientific, UK) inside a vertical split-hinge tube furnace (Carbolite VST 12/300). 

Typically, 27.5 mg of the catalyst powder was supported on 330 mg of glass wool plugs (Quartz 

Scientific, Inc.). These catalyst bearing glass wool plugs were gently inserted into the lower end 

of the glass tube. The catalyst was presulfided before the experimental runs at 600 K for 30 

minutes in a flow of  thiophene/hydrogen mixture. Gas lines were heated high enough using 
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heating belts to avoid condensation of thiophene. The reactor was heated to a desired 

temperature and  the thiophene/hydrogen mixture was passed through the reactor. A 15-minute 

thermal equilibrium time was maintained. After this, the reaction products were sampled and 

analyzed by the gas chromatograph (GC) (Varian CP-4900) equipped with CP-Sil-5CB-4 m 

column and a thermal conductivity detector. Nitrogen (99.999%, Praxair) was used as the carrier 

gas. Agilent-Big Universal Traps were mounted in the N2 and H2 gas lines for the removal of 

moisture, oxygen, and hydrocarbons. HDS experiments with an empty reactor and one that 

contained only the glass wool were conducted. No reaction products were detected in those 

experiments. 
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CHAPTER 3. HYDRODESULFURIZATION MODEL NANOCATALYSTS 

 The hydrodesulfurization model nanocatalysts project is comprised of five interrelated 

sub projects. The main objective of this project is the characterization of the catalytic activity of 

novel nanomaterials towards HDS. The first project is concerned with the study of adsorption 

kinetics of thiophene on inorganic fullerene-like MoS2 nanoparticles (IF-MoS2).
57

 The second 

project focuses on the adsorption and reaction kinetics of thiophene on inorganic nanotubes of 

WS2 (INT-WS2).
58

 The third project is concerned with the fabrication of silica-supported Mo 

clusters and the adsorption kinetics and dynamics of thiophene on Mo clusters.
61

 The fourth 

project focuses on the characterization of HDS catalytic activity of cobalt coated INT-WS2 by 

UHV and ambient pressure kinetics experiments.
59

 The fifth project primarily focuses on the 

characterization HDS catalytic activity of nickel coated INT-WS2 by UHV and ambient pressure 

kinetics experiments, together with the first HDS catalytic screening of pristine and Re doped IF-

MoS2; pristine and Co, Ni, and Au coated INT-WS2, and three other commercial catalysts: 

CoMo and NiMO (Haldor Topsoe, Denmark), and “nano MoS2” (Impex Corp., USA).
60

  

3.1. Adsorption of Thiophene on Inorganic Fullerene-like MoS2 Nanoparticles 

 A brief introduction to inorganic fullerene-like MoS2 nanoparticles (IF-MoS2 NP) is  

presented first, followed by the fabrication of silica and sapphire-supported IF-MoS2 NP. A 

combined results and discussion section is presented next. A summary of experimental results 

obtained in this study is given at the end.  

3.1.1. Introduction  

 Inorganic fullerene-like MoS2 nanoparticles (IF-MoS2 NP) have been widely used for 

applications, such as solid lubricants and high-strength nanocomposites.
81-82

 Exploring 

nanomaterials for applications in hydrodesulfurization (HDS) is a growing new field of research, 
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as evidenced by relevant research on CNTs,
83-85

 IF-WS2,
86

 and MoS2/WS2 nanotubes.
87-88

 This 

necessitates a study to investigate the possible application of IF-MoS2 in HDS catalysis.
57

 

 Thiophene (C4H4S) is typically used as a probe molecule for this study to get insights into 

HDS process. This is because it is the smallest sulfur containing compound in crude oil. A 

number of proposed HDS mechanisms
89-91

 assume the formation of sulfur vacancy (metallic) 

sites on MoS2 catalyst in the presence of hydrogen. Desulfurization of thiophene at these sulfur 

vacancy sites fill the sulfur vacancies and form sulfur-free hydrocarbons. Thus, HDS can be 

interpreted as creation/filling of sulfur vacancies on the catalysts surface. Therefore, the present 

study on IF-MoS2 aims to distinguish/characterize metallic and sulfur like adsorption sites on the 

catalyst by performing adsorption kinetics (TDS) experiments on fully sulfided (pristine) and 

hydrogen/oxygen annealed samples. Quasi-steady state HDS experiments were also conducted to 

test the catalytic activity of IF-MoS2. HDS activity of fully sulfided edges of triangular single-

layer MoS2 nanoclusters has been recently observed.
92

 Such unusual activity is attributed to the 

presence of brim sites with a metallic character. Cluster-support interactions also play a vital role 

in determining the catalytic activity of MoS2 nanoclusters.
93

 Therefore, two different materials -  

silica and sapphire are used as supports for the IF-MoS2 in this study to understand/evaluate 

possible cluster-support interactions. Silica is used as a conventional support in nanoscience and 

sapphire (Al2O3) is typically used as a catalyst support material in industrial HDS process. 

 IF-MoS2 synthesized at ApNano Materials
94-95

 were used in this study. Aberration-

corrected high-resolution transmission electron microscopy (HRTEM) backed by advanced 

modeling has recently been used to characterize the structure of IF-MoS2.
96

 Structural 

characterization showed that the IF-MoS2 have a typical size of 50–70 nm and  consist of closed 

MoS2 layers. Each shell consists of  a Mo layer sandwiched between two sulfur layers. Each Mo 
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atom has a sulfur coordination number of 6. Optical-absorption spectroscopy of IF-MoS2 showed 

that they exhibited semiconductor behavior with a small band gap when compared to the 

corresponding bulk (2H) material.
97

 MoS2 nanooctahedra, the smallest closed hollow structures 

of IF-MoS2 synthesized by LASER ablation,
98

 have a typical size of 3–6 nm and consist of 3–5 

MoS2 stacked layers with weak inter-planar van der Waals forces. Bulk quantity production of 

such IF-like nanoparticles (IF-WS2, NanoLub) is already made possible. Thus, fundamental 

studies that characterize the HDS catalytic activity of IF-MoS2 are required for exploring their 

potential application in HDS.  

 Thiophene (99+%, Sigma-Aldrich) used in this study was cleaned by freeze-pump-thaw 

cycles. H2/H (5.0, Praxair, USA) was dosed on the surface by a home-built, hot tungsten filament 

hydrogen doser. Unless specifically mentioned, a heating rate of 2 K/s was used for TDS 

experiments. The exposures, χ, were given in Langmuir (1L = 1 s gas exposure at 1x10
-6

 mbar). 

3.1.2. Sample fabrication 

 IF-MoS2 suspension was prepared by suspending IF-MoS2 powder (~ 2 mg) in 20 mL 

isopropanol, followed by mild sonication at room temperature with a bench top sonicator.
99

 Two 

50 µL aliquots of the suspension were dropped-and-dried on each of the supports, silica   

[SiO2/p-Si(111), MEMS nanotechnology Exchange, VA, USA]
100-101

 and sapphire [Al2O3(0001) 

from Crystal lab. Inc., FL, USA]. Scanning electron microscopy (SEM) and energy-dispersive  

x-ray spectroscopy (EDX) characterization was provided by R. Tenne’s group at Weizmann Inst. 

(Israel). 

3.1.3. Results and discussion  

 Figure 20 shows the SEM images of silica-supported IF-MoS2 NP at different 

magnifications. SEM images clearly show that the surface of silica support is entirely covered 
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with the nanoparticles. As evident from the figure, the total surface area of the IF  may be an 

order of magnitude greater than for the support. 

 

Figure 20. SEM images of silica-supported IF-MoS2 

NP at different magnifications.
57

 The silica support 

is entirely covered with NP and the total surface 

area of NP is at least an order of magnitude greater 

than the support. 
 

  Figures 21A and B depict thiophene TDS data for IF-MoS2 supported on (A) silica and 

(B) sapphire. The insets depict the data for small exposures. Figure 21C depicts the results of 

thiophene TDS on clean silica (control experiments).
101

 The silica/sapphire-supported IF-MoS2 

samples were UHV annealed for 5 minutes at 800 K (labeled as pristine or as-received, 

hereafter). As evident from the figure, the three TDS peaks, labeled T, S, and Mo, appeared for 

both silica/sapphire-supported IF-MoS2 samples. The peak positions for the two samples agree 

within ± 10 K, supporting the minimal effect of support on the adsorption kinetics of thiophene.   
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Figure 21. Thiophene TDS as a function of exposure, χ, 

in Langmuir (L) on (A) silica and (B) sapphire-supported 

IF-MoS2 NP,
57

 and (C) a clean silica support.
101

 The S 

and Mo TDS peaks correspond to the adsorption of 

thiophene on S- and Mo/MoOx-like adsorption sites on 

IF-MoS2 NP. The insets indicate the data for small 

exposures. T is the condensation peak of thiophene.  
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In addition, a single peak appeared in the blind experiments, and this ruled out the effect of non- 

covered areas of the support on the adsorption kinetics of thiophene. The lined up low  

temperature edges of the T peaks indicate thiophene condensation obeying 0th-order kinetics.  

The condensation peak appears only at low temperatures and large exposure. The position of the 

S and Mo TDS peaks are approximately independent of the thiophene exposure, indicating 1st-

order kinetics and small effects of lateral interactions. This is further supported by the perfect 

match between the gas-phase fragmentation pattern of thiophene and the one obtained in multi-

mass TDS experiments as shown in figure 22. Therefore, assuming a standard pre-exponential of 

1x 10
13

/s, the binding energies for the S (at ~ 180 K) and Mo (at ~ 200 K) TDS peaks were 

measured to be of 46 and 52 kJ/mol, respectively. Slightly larger binding energies (60 kJ/mol) 

were recently reported for thiophene adsorption on silica-supported IF-WS2.
86

  

 
 

Figure 22. Thiophene multi-mass TDS experiment on    

IF-MoS2 NP. Comparison of thiophene TDS peak 

intensities (open bars) on silica-supported IF-MoS2 NP 

with the mass spectrometer signals (solid bars).
57

 The 

intensity of peaks are normalized to m/e 84. A close match 

between the TDS and gas phase data indicates molecular 

adsorption of thiophene on IF-MoS2 NP. 
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 The samples were UHV annealed in H2, O2, and H2S to identify the TDS peaks. The data 

of thiophene TDS experiments on these annealed samples are presented in Figure 23. As evident 

from Figure 23A, the TDS curves dominated by Mo TDS peak appeared for both the UHV 

annealed and hydrogen (H2/H) annealed samples. It is important to note that H2S was detected in 

the UHV chamber after annealing the samples in hydrogen. Interestingly, the Mo TDS peak 

shifted to lower desorption temperatures with increasing thiophene exposure. This peak shift is 

related to the repulsive lateral interactions of thiophene. However, no peak shift for Mo TDS 

peak was observed for the pristine sample. Therefore, the thermal annealing of IF-MoS2 samples 

in hydrogen ambient (H2/H) reduced the samples and formed kinetically distinct adsorption sites 

(S & Mo). 

  Similarly, as evident from Figure 23B, the thermal annealing of samples in oxygen 

ambient led to an enhancement in the intensity of Mo TDS peak when compared to the S TDS 

peak. In contrast, as evident from Figure 23C, the thermal annealing of samples in H2S converted 

the reduced sample back to the pristine state. This observation is further supported by the similar 

TDS data obtained for H2S annealed and pristine sample; cf. Figures 21A and B with Figure 

23C. Thus, the reduction of the samples enhanced the Mo TDS peak intensity; whereas, 

sulfidation reduced the Mo TDS peak intensity compared to the S TDS peak.  

 AES data obtained for reduced/oxidized (H2/O2 annealed) and sulfided (H2S annealed) 

samples provided further evidence supporting the peak assignments (Mo, S). Thermal annealing 

of samples in hydrogen (800 K, 2x10
-6

 mbar, 30 min) reduced the S AES peak intensity by 20% 

while subsequent H2S annealing led to an increase in the intensity of S AES (compared to the 

pristine sample). Thus, it is reasonable to assign the S TDS peak to sulfur-like and the Mo TDS 

peak to Mo/MoOx-like adsorption sites on the IF-MoS2 samples.  
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Figure 23. Thiophene TDS as a function of exposure, χ, 

in Langmuir (L) on (A) vacuum annealed, (B) oxygen 

annealed, and (C) H2S annealed silica-supported IF-MoS2 

NP.
57

 Annealing conditions are indicated in each case. 

Refer to Figure 21 for peak labeling.  
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 Pressure jump experiments simulating the quasi-steady state conditions were also 

performed to characterize the HDS activity of the supported IF-MoS2 samples. Typical pressure  

jump transients for the sapphire-supported IF-MoS2 samples are summarized in Figure 24. It is 

therefore important to note that similar results were obtained for both the silica and sapphire-

supported IF-MoS2 samples.  

 
 

Figure 24. Pressure jump experiments at 350 K for 

reduced and sulfided IF-MoS2 NP samples.
57

 The 

formation of alkanes (m/e = 43) is monitored. Different 

sections in the plot indicate different experimental 

conditions: (A) valves closed, (B) 2x10
-6

 mbar H2/H, (C) 

2x10
-6

 mbar H2/H and 1x10
-6

 mbar thiophene, (D) 1x10
-6

 

mbar thiophene, and (E) valves closed. 

 

 Different sections in Figure 24, labeled A, B, C, D, and E, correspond to different 

experimental conditions. In section A (0-200 s) of the transient, UHV conditions were 

maintained. In section B (200-400 s), H2/H was dosed at a pressure of 2x10
-6

 mbar starting at 

200 s. In section C (400-600 s), thiophene was additionally dosed at 1x10
-6

 mbar starting at    

400 s. In section D (600-800 s), the hydrogen flow was stopped right away at 600 s. In section E 

(800-1000 s), the thiophene flux was stopped right away at 800 s. Five different transients are 
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shown in Figure 24: two for the pristine samples, two for the reduced samples, and one for the 

sulfided sample, as indicated. The formation of alkanes (m/e = 43) and H2S (m/e = 34)  were 

monitored in situ using a mass spectrometer.  

 As evident from the results, IF-MoS2 samples exhibited HDS activity at high pressure in 

a UHV chamber. As shown in section A, no HDS activity was observed in the absence of 

reactants. In section B, some HDS activity was observed in spite of dosing only H2/H. This is 

due to an unavoidable background of thiophene in the UHV chamber. In section C, HDS activity 

was observed while simultaneously dosing H2/H and thiophene. In spite of stopping the H2/H 

flow, some HDS activity was observed in section D. This is due to a slow decrease in the 

background pressure of H2/H in the UHV chamber. It is important to note that the reversal of the 

exposure order (first thiophene, next H2/H) also led to some HDS activity mainly due to the 

background of hydrogen in the UHV chamber. Hydrogen is difficult to pump and therefore 

remains as the largest component of the residual gas in every UHV chamber. Moreover, some 

atomic hydrogen is always generated by the hot filaments used in sample heating, pressure 

gauges, and mass spectrometer.  

 Pristine samples showed distinct HDS activity. However, the hydrogen annealed samples 

formed approximately double the amount of alkanes when compared to pristine samples. H2S 

annealed samples (sulfidation) showed a decreased HDS activity that is similar to pristine 

samples. Thus, it is evident that Mo/MoOx sites enhanced the HDS activity that is consistent with 

traditional HDS mechanisms. Pristine samples (supposedly fully sulfided) also exhibited some  

catalytic activity. There was no evidence of catalyst poisoning in these experiments. However, as 

evident from the two different pressure transients for the pristine sample, some variation in the 

intensity was observed.  
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3.1.4. Summary 

 The catalytic activity of a novel nanomaterial, IF-MoS2, towards thiophene HDS is 

characterized at UHV conditions. Thiophene adsorbed molecularly on IF-MoS2 at low 

temperatures. Besides a condensation peak (150 K), two TDS peaks corresponding to binding 

energies of 46 and 52 kJ/mol (1x10
13

/s pre-exponential) are observed in TDS experiments. TDS 

and AES data concerning the reduced and sulfided samples were utilized to assign the TDS 

peaks to S- and Mo/MoOx-like adsorption sites. Quasi steady state experiments suggest that both 

reduced and sulfided samples exhibit HDS activity, with reduced samples being highly active.  

3.2. Adsorption of Thiophene and Other Small Organic Molecules on WS2 Nanotubes 

 A brief introduction to inorganic nanotubes of WS2 (INT-WS2) is presented first, 

followed by the fabrication of silica and indium-supported INT-WS2. A combined results and 

discussion section is presented next. A summary of experimental results obtained in this study is 

given at the end.  

3.2.1. Introduction 

 The synthesis of nanocatalysts utilizing novel nanofabrication techniques have received 

increased attention in catalysis and surface science.
102-103

 Among the nanotubes synthesized so 

far, CNTs have been extensively investigated. However, few UHV model studies are available 

focusing on inorganic nanotubes. Conventional HDS catalysts consist of micro-sized Mo and W 

sulfide particles.
90-91

  

 This project is concerned with the study of adsorption kinetics (TDS) of thiophene and 

other small organic molecules on INT-WS2, as well as the characterization of possible adsorption 

sites on INT-WS2. Hollow nanoparticles and nanotubes clearly have interesting properties, such 

as enhanced surface area, confinement effects, and defects that make them interesting as 
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 potential HDS catalysts. It is known from studies on single crystals that the catalytically active  

edges of metal clusters and surface defects are vital for HDS activity.
90-91, 93

 A few recent studies 

indicate related effects for inorganic hollow nanoparticles
87

 and nanotubes.
88

 NTs can be 

considered as quasi one-dimensional systems with intriguing properties, such as confinement 

effects and unusual diffusion properties. In addition, NTs with chiral structure, functionalized 

NTs, and  metal cluster deposited NTs are reported to have potential applications in catalysis. 

 The INT-WS2 used in this study were synthesized at NanoMaterials Ltd. (Israel) 

according to published procedures.
94, 104

 INT-WS2 were very well characterized.
96, 104-105

 

According to the characterization, INT-WS2 are multi-walled NTs with an empty core and are 

fully sulfided.  INT-WS2  have a purity of  90%. INT-WS2 have a length of 10-50 µm with inner 

(~ 5 nm) and outer (20-180 nm) diameters.  

 As per Gaussian estimates, the maximum sizes of the probe molecules: n-pentane, 

thiophene, and benzene were estimated to be 0.7, 0.5, and 0.5 nm, respectively. So these probe 

molecules are also expected to adsorb inside INT-WS2.  

3.2.2. Sample fabrication 

 INT-WS2 suspension was prepared by suspending two micro spatula tips of the INT-WS2 

powder in thiophene (1.8 mL), followed by mild sonication at room temperature with a bench 

top sonicator (PC 3, L& R Ultrosonics).
99

 Ten 50 µL aliquots of the suspension were dropped-

and-dried on silica (SiO2/p-Si(111) from MEMS nanotechnology Exchange, VA, USA).
100-101

 In 

addition, solvent-free samples were fabricated by pressing the INT-WS2 powder into a clean 

indium foil.
106

 SEM characterization was provided by Tenne’s group at Weizmann Inst. 

(Rehovot, Israel) and by M. Lu at Argonne National Laboratories (Chicago, USA). 
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3.2.3. Results and discussion  

  Similar results were obtained for both the silica and indium supported INT-WS2, and 

therefore, only the results obtained for the silica-supported sample are presented. Figure 25 

depicts a SEM image of the silica-supported INT-WS2. The SEM image clearly shows that the 

surface of silica support  is entirely covered with INT-WS2. As evident from the figure, the total 

surface area of the INT-WS2 may be an order of magnitude greater than for the support. 

Therefore, the TDS data will not be obscured by the non-covered areas of the support. Groove 

sites typically form between adjacent NT. Energy-dispersive x-ray spectroscopy (EDX) data of 

INT-WS2 did not indicate any impurities. Figures 26–28 summarize the TDS data characterizing 

the adsorption kinetics of small organic molecules on the INT-WS2 .  

 

Figure 25. SEM image of silica-supported INT-WS2.
58

 The 

silica support is entirely covered with NT and the total surface 

area of NT is at least an order of magnitude greater than the 

support. 
 

 Alkanes are typically considered as prototype probe molecules in adsorption kinetics 

experiments on NTs at UHV conditions, as evident from several detailed studies conducted on 

CNTs.
107

 Therefore, the adsorption kinetics experiments of n-pentane are presented here.  
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 Figure 26A depicts the TDS data of n-pentane. The inset depicts the data for small 

exposures. Four distinct peaks, labeled A-D, are identified. The adsorption sites with the largest 

binding energy, e.g., A are typically first populated, followed by the sites with lower binding 

energy. This filling sequence (A-D) is clearly observed for some probe molecules when the TDS 

data is collected for small exposures, e.g., benzene TDS data in Figure 28.  

 

Figure 26. n-pentane TDS as a function of exposure, χ, 

in Langmuir (L) on silica-supported (A) INT-WS2
58

 

and (B) CNTs.
74

 The TDS peaks A, B, and C 

correspond to the adsorption of n-pentane on internal, 

external, and groove sites of nanotubes respectively. 

The insets show the data for small exposures. D is the 

condensation peak of n-pentane. 
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 In the case of n-pentane, the intensity of A and B peaks increased simultaneously with 

exposure. This effect might be related to the molecular mobility and/or steric effects. The lined 

up low temperature edges of the D peaks indicate surface and adsorption site unspecific 

condensation of n-pentane. The condensation peak appears only at low temperatures and large 

exposures. The shape of the TDS peaks did not change when the TDS data was collected on H2S 

annealed (1x 10
-6

 mbar, 50 min) samples. This rules out the possibility of TDS peaks arising due 

to the adsorption/desorption of n-pentane on defects in the side walls of the NT. The diffusion of 

the probe molecule is fast relative to the time scale of the experiment. This could rule out the 

adsorption/readsorption effects and Knudsen diffusion. Furthermore, as evident from Figure 25, 

the pore sizes between adjacent NT bundles are much larger than the NT diameters. Multi-mass 

TDS experiments concluded the molecular adsorption/desorption of probe molecule. Multiple 

TDS runs on the same sample give rise to similar TDS features and peak intensities, Therefore, 

no deactivation or poisoning of the catalyst is observed.  

 Interestingly, the TDS curves obtained on INT-WS2 are very similar to those on CNTs;
74, 

99, 108
 cf. Figure 26A with 26B. It is important to note that the TDS data presented here is the 

first-of-its-kind for an inorganic nanotube system. Figure 26B depicts n-pentane TDS on silica-

supported CNTs, collected in one of the previous projects on CNTs.
74

 The similarity of the TDS 

data obtained on INT-WS2 and CNTs is quite interesting. The TDS peak assignment for CNTs 

involved several measurements: infrared spectroscopy, filling factors measurement, coadsorption 

experiments, and the comparison studies on closed and open ended CNTs.
74, 99, 106, 109-110

 

Accordingly, the TDS peaks A, B, and C for CNTs were assigned to the adsorption/desorption of 

the probe molecule from the interior, exterior, and groove sites. It is therefore reasonable to have 

similar peak assignment for the TDS peaks obtained for INT-WS2.   
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 Some of the inorganic NTs may be close ended. In addition, some INT-WS2 with much 

smaller diameters do not allow the probe molecule to enter inside the tubes. This assumption 

possibly explains the relatively small intensity of the A peak (internal sites) when compared to 

the B peak (external sites). The relatively small intensity of peak C (groove sites) could be due to 

steric effects that hinder the adsorption of the linear alkanes along the grooves of the NT. 

Relevant experiments on TiO2 NT revealed only a monolayer peak.
111

 TiO2 NT have a relatively 

larger diameter but smaller aspect ratio when compared to INT-WS2. Therefore, capture effects, 

as evident by the A TDS peak obtained for WS2 NT, were not observed for TiO2 NT. The TiO2  

NT walls consist of many nanocrystallites, which make the NT walls' surface areas larger than  

the highly crystalline INT-WS2.  

 The adsorption  kinetics data for thiophene, which is relevant for HDS studies on        

INT-WS2, is depicted in Figure 27A. As evident from the figure, thiophene TDS on silica-  

supported INT-WS2 reveals four different TDS peaks (A-D). However, these peaks do not 

appear in the TDS data collected on silica-supported IF-WS2 NP.
86

 In this case, a single TDS 

peak appears in the monolayer adsorption region (α peak) besides a condensation peak (D peak). 

This result further supports the conclusion that the distinct A-C TDS peaks (corresponding to 

different sites) are an intrinsic property of the NT. The same UHV system, including identical 

sample holder, has been used for all experiments. The C TDS peak (groove sites) for thiophene 

(Figure 27A) is more distinct when compared to n-pentane data (Figure 26A), which can be 

attributed to steric effects.  

 Benzene TDS on INT-WS2 is depicted in Figure 28.  Again, the characteristic features of 

the NT are present in the TDS curves. When the TDS data for all the probe molecules is 

analyzed, it becomes evident that the A (internal sites) and B peaks (external sites) have similar 
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intensity for thiophene and benzene; whereas, A peak has relatively small intensity when  

compared to B peak for n-pentane. This could be due to the sterical hindrance caused to             

n-pentane.    

 

Figure 27. Thiophene TDS as a function of exposure, χ, in 

Langmuir (L) on silica-supported (A) INT-WS2
58

 and (B) 

IF-WS2 NP.
86

 The TDS peaks A, B, and C correspond to 

the adsorption of thiophene on internal, external, and 

groove sites of INT-WS2 respectively. The insets show the 

data for small exposures. D is the condensation peak of 

thiophene. A single TDS peak (α) is observed in the 

monolayer region in the case of IF-WS2 NP. 
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Figure 28. Benzene TDS as a function of exposure, χ, in 

Langmuir (L) on silica-supported INT-WS2.
58

 Refer to 

Figure 27 for peak labeling. The inset shows the data for 

small exposures.  
 

 HDS reactivity screening of INT-WS2 NT was conducted  by performing reactive TDS 

experiments. However, industrial HDS conditions cannot be simulated in UHV experiments. 

Large gas exposures typically lead to unavoidable/uncontrollable background effects. As a 

preliminary test, the  sample temperature was increased while simultaneously leaking 2x10
-6

 

mbar H2/H and 1x10
-6

 mbar thiophene into the UHV chamber and the possible HDS fragments 

were detected with a mass spectrometer.  

 Figure 29 depicts the reactive TDS experiment. As evident from the figure, alkanes    

(m/e = 43) and H2S (m/e = 34) formed well below room temperature. However, the reactive TDS 

experiments on WS2 NP reveal HDS activity only above 500 K.
86

 From a number of blind 

experiments conducted, it is concluded that a distinct HDS catalytic activity is exhibited by INT-

WS2 only when H2/H and thiophene are simultaneously dosed. However, the intensity of reaction 

products is close to the detection limit of the mass spectrometer. These results led to a 

speculation that the HDS experiments conducted on Ni/Co coated INT-WS2 at ambient pressures 
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would reveal greater catalytic activity. This speculation was indeed proved to be correct as 

evident from the studies conducted on Co and Ni coated INT-WS2
59-60

 and will be presented as 

the next subprojects. 

 

Figure 29. Reactive TDS experiments on silica-supported 

INT-WS2. Reactive TDS experiments with the reactants 

at ambient pressure (2x10
-6

 mbar H2/H and 1x10
-6

 mbar 

thiophene) indicating the formation of alkanes (m/e = 43) 

and H2S (m/e = 34) well below room temperature.
58

  

 

3.2.4. Summary 

 Adsorption kinetics of thiophene on INT-WS2 reveal the well-known characteristic TDS 

patterns observed for CNTs. Thiophene, n-pentane, and benzene adsorbed on internal, external, 

and groove sites of INT-WS2. INT-WS2 exhibit some HDS activity well below room 

temperature.  

3.3. Adsorption of Thiophene on Silica-supported Mo Clusters 

 An introduction to hydrodesulfurization (HDS) process and Mo-based HDS catalysts is 

presented first, followed by the fabrication of silica-supported Mo clusters. A combined results 

and discussion section is presented next. A summary of experimental results obtained in this 

study is given at the end.  
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3.3.1. Introduction 

 Industrial HDS process involves the removal of sulfur from the sulfur-containing 

compounds present in the crude oil by treating them with hydrogen in presence of catalysts to 

obtain sulfur-free hydrocarbons.
89-91, 112-118

 Molybdenum and tungsten-based catalysts with 

Ni/Co promoters are conventionally used in industrial HDS process. Recently, alumina-

supported molybdenum carbide and nitride,
119

 and molybdenum carbide single crystal
120

 HDS 

catalysts have been considered. Thiophene (C4H4S) has been widely used as a probe molecule 

for HDS studies under UHV conditions to obtain mechanistic information which can constitute 

the basis for design of new catalysts. Extensive research comprising the HDS studies on single 

crystals was conducted in the 1980s and 1990s with regard to the development and 

commercialization of high-activity HDS catalysts. The renewed interest in HDS studies is related 

to the importance of studies focusing on the so-called model catalysts (supported metal clusters), 

as well as the development of nanofabrication techniques.
93, 121-122

 However, very few studies  

have been devoted to HDS surface science kinetic studies on cluster systems and nanotubes.
57-58, 

83-88, 123-124
 Previous studies showed that the sulfur-terminated MoS2 basal plane was fairly 

inactive;
125-126

 whereas, the sputtered/annealed samples were fairly active.
125-139

 Several different 

mechanisms were proposed for thiophene bond activation on sulfur vacancy sites (direct 

thiophene–Mo interaction).
89-91, 140

 HDS activity of fully sulfided nanosized MoS2 clusters was 

confirmed by recent scanning tunneling microscopy (STM) studies.
92-93, 116, 121-122

 This activity 

was attributed to one-dimensional metallic states located at the perimeter of the MoS2 

nanoclusters (no direct thiophene interaction with Mo). Such fully sulfided model catalysts 

should be highly resistant to poisoning when compared to previously studied model catalysts. 

STM studies also confirmed the distinct catalytic activity of nanosized MoS2 clusters, when 
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compared to the single crystal model systems. This necessitates an extension of HDS studies on 

single crystals to more realistic model systems, such as inorganic fullerene-like particles,
57-58, 86, 

141
 inorganic nanotubes, and nanosized clusters.

116, 123-124, 142
 Despite the  large number of STM 

studies concerning some cluster systems, only a limited number of studies concerning the 

reaction kinetics and dynamics on these novel systems are available. It is therefore important to 

characterize the catalytic activity of MoS2 nanoclusters and compare it with Mo single crystal, an 

important model system for HDS studies. Accordingly, this study was aimed at investigating the 

adsorption kinetics/dynamics of thiophene on vapor-deposited Mo clusters supported on silica.  

 Thiophene adsorption, bond activation, and HDS on Mo single crystals were extensively 

studied by a variety of techniques. Thiophene decomposed completely on Mo(100) forming C 

and S impurities on the surface, which could be cleaned by annealing in oxygen.
143

 TDS 

experiments revealed H2 as the only product that desorbed from the surface.
143

 High-resolution 

electron energy loss spectroscopy (HREELS) studies indicated the up-right thiophene adsorption  

(S-bonded) at small exposures. Different mechanisms for molecular decomposition were  

proposed based on the initial coverages of thiophene. At low coverage, the ring adsorbed parallel 

to the surface, and the molecular decomposition involved the C-S bond fission preceding the 

complete dehydrogenation in the 100-340 K temperature range. After saturation coverage, 

thiophene chemisorbed perpendicular to the surface, and the molecular decomposition involved 

stepwise dehydrogenation starting with a C-H bond activation at 230 K, followed by complete 

dehydrogenation until above 700 K. Even at saturation coverage, almost 20% of the molecules 

decomposed through the mechanism observed at low coverage. Some studies reported 50-66%  

decomposition of thiophene on Mo(100).
144

 Based on TDS results, the  binding energies between 

16 and 22 kcal/mol were determined for molecularly adsorbed thiophene, depending on coverage 
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and adsorption site. Similar TDS features were observed in presence of sulfur. However, sulfur 

prevented further bond activation of thiophene. HDS studies at atmospheric pressure were also 

conducted on Mo(100)  and  high surface area MoS2 powder, and the results were compared.
145

 

In this study, the single crystal exhibited a higher catalytic activity than the powder catalyst. The 

initial reaction step involved the C-S bond fission with the formation of butadiene, which was 

subsequently hydrogenated to form butenes and butane. The observed differences in the catalytic 

activity were attributed to the catalytic inactivity of the MoS2 basal plane. Very recent XPS 

studies on Mo clusters supported on Au(111) revealed thiophene decomposition below 300 K.
123

 

STM and TDS studies on gold-supported Mo nanoparticles revealed the thermodynamic 

instability of Mo particles on Au(111) surface, and that gold encapsulated the Mo clusters above 

300 K.
10, 124

 Gold encapsulated Mo nanoparticles were relatively inert towards thiophene 

decomposition. Very recent electrocatalytic activity measurements for hydrogen evolution 

reaction on Au (111) supported MoS2 nanoparticles revealed the correlation between hydrogen 

evolution and the number of edge sites on the MoS2 catalyst.
146

 The MoS2 system has recently 

attracted great interest in theoretical studies.
147-152

 Density functional theory (DFT) based bond 

activation energies for thiophene decomposition on Mo(100),
152

 as well as the theoretical binding 

energies of thiophene on MoC nanoparticles, were also available.
138

 Although the MoS2 clusters 

are used in the industrial HDS process, the metallic Mo clusters are typically used as a 

preliminary system due to their simplicity. Moreover, it would  be  experimentally challenging to 

directly deposit the MoS2 clusters. In addition, the experimental results detailing the effect of Mo 

cluster sulfidation on the adsorption kinetics and dynamics of thiophene are included in the  

present study.  
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3.3.2. Sample fabrication 

 Several supports of SiO2/Si(111) (MEMS Nanotechnology Exchange, VA, USA) were 

used in this project. The supports were cleaned according to the published procedure.
153-154

 AES 

was used to monitor the cleanliness of the support, as well as Mo clusters. Mo metal was dosed 

by a home-built metal doser by resistively heating a Mo wire (d = 0.25 mm). Photographs and  

schematic of the home-built metal doser is given in Figure 30.  

 

Figure 30. Photographs and schematic of the home-built metal doser. Photographs of 

(A) metal doser, (B) metal filaments, (C) nickel can, and (D) schematic of the metal 

doser. 
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 The Mo coverage was calibrated by AES. Possible carbon contamination of Mo clusters 

were  reported in the literature.
124

  Carbon contamination was also expected in this project 

because of the nature of Mo to dissolve carbon to form carbides. In fact, industrial HDS catalysts 

contain a mixture of MoSx and MoCx during the catalytic process.
119-120

 It is important to note 

that the carbon content of the sample used in this study was below 10% of a monolayer (ML). 

The Mo-to-S AES peak ratio, x,  indicates the stoichiometry (MoSx) of the clusters.  

 The TDS setup is described elsewhere.
109

  The thermocouple reading was calibrated       

(± 5 K) in situ by TDS measurements of condensed hydrocarbons. A heating rate of 1.5 K/s was  

used in TDS experiments. Adsorption transients were collected by quickly (0.2 s) opening a leak 

valve to dose thiophene (Ei = 0.04 eV). The noise levels observed for the mass spectrometer 

reading and AES spectra were used to determine the uncertainties of individual measurements. 

3.3.3. Results and discussion 

 The characterization of silica-supported Mo clusters is presented first, followed by the 

adsorption kinetics of thiophene on silica-supported Mo clusters. The kinetics of catalyst 

poisoning and activation is presented next, followed by the adsorption dynamics of thiophene on 

silica-supported Mo clusters.    

3.3.3.1. Characterization of the Mo cluster sample 

 AES was used to characterize the morphology and cleanliness of the silica-supported Mo 

clusters. Figure 31A depicts a set of AES spectra of the Mo region as a function of Mo 

deposition time, χMo. The inset depicts the oxygen AES region of the silica support. As evident 

from the Figure 31A, the Mo AES peaks (at 120, 148, 161, 186, and 221 eV) were very well 

resolved. The maximum carbon (peak at 273 eV) contamination was estimated to be less than 

10% of a monolayer, taking into account the sensitivity factors
155

 of the elements detected.   
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Figure 31. AES Mo coverage calibration. (A) AES 

spectra of Mo as a function of Mo deposition time (χMo). 

The inset depicts the oxygen AES region.
61

 (B) AES 

peak intensities as a function of χMo, as indicated.
61

 
 

 Figure 31B depicts the Mo-to-O AES peak intensity ratio (left hand scale, open circles) 

and the Mo AES peak intensity (right hand scale, solid squares), as a function of Mo deposition 

time, χMo. As typically observed for other model catalysts,
153-154

 the AES peak intensity increased 

linearly with χMo until a critical Mo coverage was reached, after which the AES intensity further 

increased linearly, but at a slower rate. This effect may be attributed to a change in the cluster  
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growth mode from two-dimensional (2D) clusters to three-dimensional (3D) clusters. While the  

3D clusters being formed, the AES signal of the first Mo layer was shielded by the upper layers. 

This decreased its AES electron yield and resulted in a decrease of the slope of AES peak 

intensity vs. χMo curve. These results concluded the 2D cluster formation for χMo < 5 min (labeled 

hereafter as “small clusters”) and 3D cluster growth for χMo > 5 min (labeled hereafter as “large 

clusters”). As evident from the Figure 31B, the surface was saturated with 2D Mo clusters at   

χMo = 5 min. χMo = 5 min was considered as the equivalent of a monolayer (ML), and it was used 

to calibrate the Mo coverage in equivalent monolayer. SEM characterization of the cluster 

samples was not possible because of charging effects. However, an SEM image of the used 

sample showed the typical size of the smallest sulfided Mo clusters as ~ 10 nm. 

3.3.3.2. Thiophene adsorption kinetics 

 The molecular adsorption of thiophene is discussed first followed by thiophene 

decomposition kinetics. The adsorption kinetics of thiophene on cleanest Mo clusters and 

sulfided Mo clusters (MoSx) is presented next. Industrial HDS catalysts consist of MoS2 particles 

and therefore thiophene adsorption kinetics on MoSx is relevant for HDS catalysis. 

3.3.3.2.1. Molecular adsorption of thiophene  

 Contamination of  Mo/silica sample by S and C was unavoidable. So a typical TDS 

example for a used and partially poisoned catalyst is depicted in Figure 32A. Thiophene was 

adsorbed at 100 K. Thiophene TDS on a partially sulfided sample (x > 0.2 in MoSx) revealed 

three distinct TDS peaks and a shoulder. The parent mass of thiophene (m/e = 84) was monitored 

in the TDS experiments. So, a fraction of thiophene was molecularly adsorbed/desorbed. The 

lined up, low temperature edges of the low temperature peaks (at ∼150 K) indicate surface and 

adsorption site unspecific condensation of thiophene (labeled as multilayer peak). This peak       
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Figure 32. Thiophene TDS on silica-supported Mo 

clusters and clean silica. (A) Thiophene TDS as a 

function of exposure (χ) in Langmuirs (L) on silica-

supported Mo clusters.
61

 The S and Mo TDS peaks 

correspond to the adsorption of thiophene on sulfided 

Mo clusters/support and metallic clusters respectively. 

(B) Thiophene TDS on clean silica.
101

 The inset depicts 

the data for large exposures.  
 

shifted to higher temperatures with increasing thiophene exposure, χthiophene. The other two  

distinct TDS peaks were labeled as sulfur (S peak) and molybdenum peaks (Mo peak), 

corresponding to the desorption of thiophene from sulfur-covered (S) and metallic (Mo) sites.  
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None of these TDS peaks were developed due to the desorption of thiophene from a clean 

silica support and is evident from Figure 32B.  In this case, a single TDS peak appeared below 

190 K.
101

 It is important to note that similar thiophene TDS peaks were observed for IF-MoS2 

NP.
57

 It is reasonable to assign the two TDS peaks to Mo-like and S-like adsorption sites. By 

comparing the areas of the multi layer and the S peak,  it was concluded that the S peak 

originated from thiophene adsorbed on both the sulfided support and the sulfided Mo clusters. 

The Mo TDS peak was less intense compared to the S peak. In addition, the intensity of S peak 

was clearly correlated with the S AES signal. These observations further supported the TDS peak 

assignment. The weak shoulder at 190 K could be due the desorption of  thiophene from either 

the support or the carbon covered adsorption sites.  

3.3.3.2.2. Thiophene bond activation 

 The bond activation of thiophene was characterized by performing multi-mass TDS 

experiments which are summarized in Figure 33. A few examples of multi-mass TDS 

experiments are depicted in Figure 33A. Evidently, H2, H2S, and molecular thiophene desorbed 

in the same temperature range. The bond activation started at ∼ 220 K. The hydrogen TDS signal 

was rather broad compared to the TDS peaks of other fragments. This is because of multiple 

decomposition reactions (with different activation energies) that occur during thiophene 

decomposition. 

 A histogram diagram depicting the peak areas of multi-mass TDS curves is shown in 

Figure 33B. The masses corresponding to the fragmentation pattern of gaseous thiophene in the 

mass spectrometer was subtracted. The observed fragmentation pattern could not be uniquely 

assigned to any one product due to the overlapping fragmentation patterns of different possible 

products. However, the detected masses m/e = 2 and 28 were not related to gaseous thiophene, 
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Figure 33. Thiophene decomposition on silica-supported 

Mo clusters. (A) TDS curves of major thiophene 

decomposition products. Thiophene bond activation 

started at ~ 220 K.
61

 (B) Histogram depicting the 

integrated TDS intensities obtained from  multi-mass 

TDS curves.
61

 The observed multi-mass pattern mostly 

suits the fragmentation pattern of alkynes.   

 

and that confirmed the decomposition of thiophene. In addition, AES spectra collected after the 

TDS experiments confirmed the presence of  S and C impurities on the sample's surface. The 

observed multi-mass TDS pattern mostly suited the fragmentation pattern of alkynes
156

 because 
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alkyne mass patterns contain m/e = 26 and 39 as the dominant peaks. A theoretical study 

supporting such a conclusion is available.
157

  

3.3.3.2.3. Cleanest Mo clusters 

 As already described, the silica-supported Mo clusters were highly active toward 

thiophene bond activation, which resulted in catalyst poisoning by sulfur and carbon. Such 

catalyst poisoning prevented the characterization of pure Mo clusters. To overcome this problem, 

the experimental conditions were selected to keep the catalyst poisoning small. Small exposures 

of thiophene were used, and cleaning cycles were done in order to have low catalyst poisoning.  

 Thiophene TDS on χMo = 10 min (2 ML Mo, large 3D Mo clusters) clusters is depicted in 

Figure 34. Thiophene was dosed at 190 K to avoid its condensation (cf., Figure 32). The data 

depicted in Figure 34A corresponds to the cleanest Mo clusters obtained (x = 0.10-0.14). Very 

similar data was obtained for small 2D clusters (e.g. χMo = 2 min, 0.4 ML Mo). As depicted in 

Figure 34A, a broad peak centered at about 300 K was observed for clean Mo clusters. It is 

plausible to assign this peak to the adsorption of thiophene on Mo clusters or along the Mo/silica 

interface. This peak slightly shifted from 340 K to 274 K with increased thiophene exposure. 

Assuming first order desorption and a pre-exponential of 1×10
13

/s, the activation energy of 

desorption (Ed = 90–76 kJ/mol) for thiophene was determined. The peak shift could be due to 

repulsive lateral interactions and/or different adsorption sites on the Mo clusters. Thiophene is a  

slightly polar molecule (0.51 Debye), and this could cause repulsive lateral interactions. Metal 

clusters typically have different adsorption sites (terrace sites, edges, and rim sites).  

 The Mo TDS peak shifted to higher temperatures with decreasing Mo exposure by about 

50 K (ΔEd = 14 kJ/mol) for 2.0–0.4 ML Mo, confirming the cluster size effects. It is concluded 

that the smaller clusters were more reactive than larger clusters for molecular adsorption of 
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thiophene. As depicted in Figure 34A,  the stoichiometry of the clusters changed from x = 0.10 

(for χthiophene = 0.1 L) to x = 0.14 (for χthiophene = 20 L).   

 

Figure 34. Thiophene TDS as a function of exposure (χ) 

in Langmuirs (L) on (A) the cleanest
61

 and (B) strongly 

sulfided silica-supported Mo clusters.
61

 The label "x" 

shown in the figure denotes the stoichiometry (x in MoSx) 

of the sample, as determined by AES. Refer to Figure 32 

for peak labeling. 

 

 Binding energies for molecular thiophene on Mo single crystals (16–22 kcal/mol)
144

 are 

smaller than those obtained for Mo clusters (90–76 kJ/mol). This could be due to the large 
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number of defect sites present on the Mo clusters. The binding energy increases with an increase 

in the number of defect sites. As per DFT calculations, the  binding energies of thiophene on 

Mo8C12 are below 57 kJ/mol.
138

 So it is concluded that MoCx does not have a dominant effect in 

the kinetics experiments.    

3.3.3.2.4. Sulfided Mo clusters 

 Thiophene TDS on strongly sulfided Mo clusters (x up to 1.36) is depicted in Figure 34B. 

The clusters were sulfided by dosing larger amounts of thiophene on the surface. Evidently, two 

peaks appeared in the TDS spectra. The position of the high temperature tail (Figure 34B) was in 

agreement with the Mo peak (Figure 32A) observed for the cleanest Mo clusters. It is plausible 

to assign that peak to thiophene adsorption on Mo sites. The low-temperature peak was only 

observed for sulfided samples (x > 0.2). In addition, the position of the S peak (∼ 250 K, 66 

kJ/mol) was independent of the Mo exposure within ± 10 K; whereas, the peak position of Mo 

depended on χMo (cf. Figures 34 and 35).  

 The TDS peak assignment was supported by the experimental results summarized in 

Figure 35. The sample was annealed in oxygen after each TDS run and the data are depicted in 

Figure 35A. χoxygen denoted the oxygen annealing time. Thiophene exposure (χthiophene = 2 L), as 

well as the Mo coverage (χMo = 2 min), was kept constant. A sulfided sample was used for the 

first experiment where χoxygen = 0. Therefore, both Mo and S peaks were initially present. When 

the sample was annealed in oxygen, the Mo peak almost entirely disappeared. The intensity of 

the S peak dropped by 50% for χoxygen = 30 min, and its position also shifted to lower 

temperatures. Sulfur burned off while annealing the sample in oxygen. Therefore, the intensity of 

S peak (mostly related to the sulfur-covered support) decreased. However, the Mo clusters were 

oxidized due to oxygen annealing. Mo oxide formation was previously reported in the  
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literature.
158

 Therefore, the decrease in the intensity of Mo peak was attributed to the formation 

of MoOx. The Mo peak also decreased at a greater rate than the S peak. This was attributed to the 

difference in the coverages of S (entire support) and Mo (~ 0.4 ML). No TDS peak related to the 

adsorption of thiophene on MoOx appeared in the TDS curves. This was expected because  

 

Figure 35. Thiophene TDS on oxygen and H2/H annealed 

silica-supported MoSx clusters. TDS of thiophene on a 

used catalyst annealed in (A) oxygen (at 600 K in 1x10
-5

 

mbar for different times as indicated)
61

 and (B) H2/H (at 

500 K in 1x10
-7

 mbar for a total of 2 hours).
61

 Refer to 

Figure 32 for peak labeling. 
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oxides are usually less reactive toward thiophene adsorption than metals. It is also important to 

note that thiophene started to condense at 150 K and no additional peaks were observed up to 

500 K. 

 The shift in the S peak with increasing oxygen exposure was attributed to the overlapping 

of S and Mo TDS peaks. The intensity of S peak increased while annealing the sample in H2/H 

generated by an atomic hydrogen doser (Figure 35B). In addition, the AES measurements 

indicated an increase in the stoichiometry (x in MoSx) of the sample due to H2/H annealing. It is 

important to note the intensity of  C AES peak remained relatively unchanged when compared to 

S AES peak. Therefore, the S peak was assigned to thiophene adsorption on sulfur sites.   

3.3.3.3. Kinetics of catalyst poisoning and activation 

 The term "poisoning" in surface science studies typically refers to the blocking of 

adsorption (or active) sites on a surface. From a fundamental perspective, a better 

characterization and understanding of poisoning effects on a catalyst is pertinent to many 

applications. Results of a systematic kinetics study are depicted in Figures 36 and 37. 

3.3.3.3.1. Poisoning/site blocking by sulfur 

 The changes in the stoichiometry (x) of the sample with thiophene exposure (χthiophene) 

(lower scale) are depicted in Figure 36 A. It is important to note that the thiophene exposures  

used in subsequent TDS runs were added to get total χthiophene. The data for small (open circles) 

and large (solid squares) Mo clusters are included. Evidently, x increased more slowly with 

χthiophene for large Mo clusters. Small and large Mo clusters were able to decompose thiophene. 

The yield of the gaseous reaction products as a function of the amount of deposited sulfur (x) is  

depicted in Figure 36B.  
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Figure 36. Catalyst poisoning and the effect of H2/H 

annealing in the case of silica-supported Mo clusters. (A) 

uptake of sulfur (x) as a function of thiophene exposure 

for small (open circles) and large (solid squares) Mo 

exposures.
61

 Exposures of thiophene (lower scale) and 

H2/H (upper scale) are indicated. Adsorption/annealing 

temperature is 500 K. (B) catalyst poisoning as a function 

of sulfur uptake. The formation of H2 and H2S was 

monitored.
61

 

 

 As shown in figure 36B, the TDS peak areas of H2 and H2S obtained in subsequent multi-

mass TDS experiments are displayed as a function of the MoSx stoichiometry. It is evident from 

this figure that the yield of gaseous reaction products decreased with increasing x. Therefore, it is 

concluded that the strongly sulfided cluster catalyst is much less reactive than the metallic Mo 

cluster catalyst at UHV conditions.  
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3.3.3.3.2. Hydrogen annealing 

 Molecular hydrogen was inefficient to clean off sulfur at UHV conditions. When atomic 

hydrogen was used to clean off sulfur, it unexpectedly increased the amount of sulfur (x) 

significantly. A typical example is shown in Figure 36A (see upper scale, solid triangles). A 

partially sulfided sample was annealed in H2/H, and the AES data was later collected. As evident 

from Figure 36A, the amount of sulfur (x) increased with H2/H annealing time. A mechanism 

such as H + S → H2S and H2S + Mo → MoSx could possibly explain the increase in the amount 

of sulfur.  

3.3.3.3.3. Oxygen annealing 

 Some  prior studies on Mo single crystals reported that oxygen annealing was efficient to 

clean off sulfur at UHV conditions.
143

 The effect of oxygen annealing is illustrated in Figure 37. 

The amount of sulfur (x in MoSx) increased with an increase in the total thiophene exposure 

(Figure 37A, solid squares, lower scale). When the sulfided sample was annealed in oxygen, it 

decreased the amount of x to a value that is similar to the one obtained for the fresh sample 

(Figure 37A, open circles, upper scale).  

 The carbon contamination that was  produced by thiophene decomposition was also 

efficiently removed by oxygen annealing, as depicted in  Figure 37B. A change in the O AES 

peak intensity with oxygen annealing time was not observed. This is because the total amount of 

Mo deposited was small (χMo = 2 min) and the presence of oxygen in silica. However, the oxygen 

annealing of samples not only removed the S and C contaminants, but also oxidized the clusters 

as evident from Figure 35A. The formation of oxides was not observed in previous studies on 

Mo single crystals. However, nano-sized metal clusters are often very reactive toward oxide 

formation.
159
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Figure 37. Catalyst poisoning and the effect of oxygen 

annealing in the case of silica-supported MoSx clusters. 

(A) solid squares: change of x with χthiophene (lower scale). 

Open circles: change of x with oxygen annealing/exposure 

(upper scale).
61

 (B) solid squares: change of C-to-Mo AES 

peak intensity ratio with χthiophene (lower scale). Open 

circles: change of C-to-Mo AES peak intensity ratio with 

oxygen annealing/exposure (upper scale).
61

 

 

3.3.3.4. Thiophene adsorption dynamics 

 The adsorption dynamics of thiophene was studied by measuring the adsorption 

transients. A typical example is depicted in Figure 38. This figure depicts the pressure of                                           

thiophene (m/e = 84) in the vacuum chamber, P, as a function of thiophene exposure time, t.  
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Thiophene (1×10−
8 

mbar) dose started at t = 0 s and it was dosed by quickly (< 0.2 s) opening a  

leak valve. At low temperatures (Ts = 200 K), P increased slowly until a saturation level was 

reached. The area above the transient and below the saturation level is equal to the amount of 

molecularly adsorbed thiophene. At high surface temperatures (Ts = 380 K), a step like structure, 

indicating negligible thiophene adsorption was observed.  Such transients were used to determine 

the initial adsorption probability, S0, which is a measure of the reactivity of Mo clusters toward 

thiophene adsorption/decomposition in the limit of small thiophene coverage. 

 

Figure 38. Thiophene adsorption transients on silica-

supported Mo clusters (χMo = 2 min).
61

 Adsorption 

transients at two different sample temperatures, Ts are 

shown. The pressure of thiophene is 1x10
-8

 mbar. 

 

 Initial adsorption probability (S0) of thiophene, as a function of Mo deposition time (χMo), 

for a constant sample temperature (Ts) is depicted in Figure 39. A cluster size effect was evident. 

S0 increased with χMo, as expected, and was consistent with the capture zone model.
154, 160-161

 S0, 

as a function of Ts for small and large Mo exposures, is depicted in Figure 40A. Evidently, S0 

was independent of Ts for low temperatures (section I), indicating molecular and nonactivated 

adsorption of thiophene. The value of S0 started to decrease with the initiation of bond activation  
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Figure 39. Initial adsorption probability of molecular 

thiophene as a function of Mo deposition time in the 

case of silica-supported Mo clusters.
61

 
 

of thiophene on Mo clusters. In this temperature range (section II), S0 is an apparent adsorption 

probability (i.e., a kinetic parameter). S0 started to decrease above 240 K. This temperature was 

almost in agreement with the onset of H2 and H2S desorption (Figure 33A). Although the exact 

mechanism for thiophene decomposition on Mo clusters was not known, the C-S bond scission 

was assumed to be the first step by considering prior studies on single crystals.
162

 Based on a 

methodology developed for analyzing the decomposition kinetics of alkanes,
163-165

 the rate, r, of 

C-S bond fission was given by  

r = Fξ kC-S /(kC-S + kd)  (26) 

where F is the thiophene flux, and ξ (= 0.43 = S0 for Ts < 240 K) is the probability for molecular 

adsorption. The initial decomposition probability was simply r normalized by the flux. Arrhenius 

form of the reaction rate coefficients for the C-S bond cleavage, kC-S, and the thermal desorption 

of thiophene, kd, were considered, and the apparent bond activation energy, Eapp = Ed - EC-S, was 

calculated from an Arrhenius type plot of S0 vs. Ts (Figure 40B). Ed and EC-S are the activation  
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Figure 40. Thiophene reaction pathways on silica-

supported Mo clusters and kinetic analysis. (A) Initial 

reactivity of thiophene adsorption/decomposition as a 

function of reaction temperature. Temperature ranges 

indicating  molecular adsorption (Section I) and 

decomposition (section II) of thiophene are shown.
61

    

(B) Kinetic analysis of the data to measure the activation 

energy for the first elementary step in thiophene bond 

activation.
61

 

 

energies for thermal desorption of thiophene and C-S bond activation, respectively. The slope of 

the Arrhenius plot equals negative Eapp/R (R is the universal gas constant). Accordingly, apparent 
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activation energies, Eapp, amounted to (11 ± 1) and (24 ± 3) kJ/mol for small (0.4 ML Mo) and  

large (2 ML Mo) clusters, respectively. Ed was determined from the TDS data on clean Mo 

clusters. Thus, the true activation energies, EC-S, amounted to (79 ± 2) and (54 ± 4) kJ/mol for 

small and large Mo clusters, respectively. The experimental value was quite close to the energy 

barrier (46 kJ/mol) computed for C-S bond cleavage on Mo(100) by DFT.
152

 Small clusters were 

more reactive for molecular thiophene adsorption than large clusters; whereas, the opposite held 

true for the bond activation. A similar trend was observed in a previous study.
145

 Accordingly, 

the crystal structure of Mo clusters was more important than the small size of the clusters for 

thiophene decomposition. The molecular adsorption of thiophene may be favored on defect sites 

(kinks, steps). However, the relative number of these defects decrease with an increase in cluster 

size. Therefore, a decrease in Ed with increasing Mo exposure (cluster size) appears plausible. 

3.3.4. Summary 

 The catalytic activity of silica-supported Mo clusters towards thiophene adsorption/bond 

activation was characterized by collecting TDS, AES, and adsorption transients. Two reaction 

pathways were evident: molecular adsorption and decomposition. Thiophene adsorbed 

molecularly at low adsorption temperatures but decomposed into H2, H2S, and small organic 

compounds (primarily alkynes) above 220 K. By assuming a pre-exponential of 1×10
13

/s, the 

binding energies (Ed) for molecular adsorption of thiophene were calculated to be in the range of 

90–76 kJ/mol, depending on Mo coverage and adsorption site. Thiophene bond activation 

energies were determined by collecting adsorption transients. The activation energies measured 

for the first bond scission (C-S) were in the range of 79–54 kJ/mol, depending on Mo cluster 

size, and were reasonably consistent with the theoretical values.
152

 Thiophene bond activation led 

to the sulfidation of the Mo clusters (MoSx), as well as carbon contamination. The S and C  



 

83 

contaminations poisoned the catalyst. The sulfided catalyst was found to be less reactive toward  

thiophene decomposition than the pristine system. The stoichiometry (x) of the sulfided clusters 

was controlled to some extent by changing the exposure of thiophene. H2/H annealing of the 

sulfided sample significantly increased the amount of sulfur. In spite of efficiently removing the 

S and C contaminations, the oxygen annealing process led to the formation of Mo oxides, which 

further poisoned the catalyst. Mo clusters were highly reactive toward thiophene bond activation 

leading to S and C contamination, which made it difficult to characterize the intrinsic properties 

of clean (metallic) Mo clusters. The cleanest Mo clusters obtained had a stoichiometry of x < 0.1. 

The molecular adsorption/desorption pathway of thiophene resulted in two TDS peaks (Mo and 

S). The Mo peak was assigned to thiophene adsorption on metallic clusters; whereas, the S peak 

was assigned to thiophene adsorption on sulfided Mo clusters/sulfur covered support. Thiophene 

adsorbed more strongly on Mo sites than on S sites. The position of S TDS peak was 

approximately independent of the Μο coverage; whereas, the Mo TDS peak was shifted. Finally, 

the small (2D) Mo clusters were more reactive for molecular thiophene adsorption than the large 

(3D) clusters. The apparent activation energies decreased with an increase in cluster size; 

whereas, the true activation energy was smallest for the large clusters. The initial adsorption 

probability for molecular thiophene increased with Mo cluster size and was consistent with the 

capture zone model. 

3.4. Characterization of Co Coated WS2 Nanotubes for Hydrodesulfurization Catalysis 

 An introduction to hydrodesulfurization (HDS) process and industrial HDS catalysts is 

presented first, followed by the fabrication and characterization of Co coated WS2 nanotubes 

(Co/INT-WS2). A combined results and discussion section is presented next. A summary of 

experimental results obtained in this study is given at the end. 
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3.4.1. Introduction  

 Hydrodesulfurization (HDS) is a widely used industrial catalytic process for the removal 

of sulfur from organosulfur compounds present in crude oil feedstocks. These sulfur-containing 

compounds mainly consist of thiophenes, benzothiophenes, dibenzothiophenes, and their 

substituted derivatives, together with sulfides and thiols and several other complex molecules. 

Transition metal sulfide (TMS) catalysts
166-167

 together with promoters such as Co and Ni are 

conventionally used as HDS catalysts. Co and Ni exhibit a strong promotion effect on HDS 

catalysis, when compared to the other first row (3d) transition metals.
168-169

  

 Nanoparticles of TMS with layered structure are known to form inorganic fullerene-like 

(IF) particles and inorganic nanotubes (INT). In the case of IF- MoS2, the atoms within a layer 

are covalently bonded (S–Mo–S); whereas, the stacked layers are held together by weak van der 

Waals forces.
170-171

 Among these novel nanomaterials, in view of their special structural 

properties and high surface area, IF-MoS2, INT-WS2, and polyhedral nanostructures were 

proposed as promising catalytic materials for the HDS process. MoS2 nanotubes decorated with 

Ni nanoparticles were recently reported to be very effective for HDS of  thiophene and thiophene 

derivatives at relatively low temperatures.
172

  

 As reported in the previous projects, thiophene adsorption kinetics (TDS) experiments on 

IF-MoS2 NP
57

 and INT-WS2
58

 revealed only low catalytic reactivity at UHV conditions. 

Therefore, in order to promote the catalytic activity of INT-WS2 towards thiophene HDS, they 

were coated with Co nanoparticles using the electroless deposition process.
59

 Cobalt NP were 

coated on INT-WS2 by a surface activation process, followed by electroless plating. The catalytic 

activities of both the pristine and Co coated INT-WS2 (Co/INT-WS2) were characterized by 

UHV and atmospheric pressure kinetics experiments.  
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3.4.2. Sample fabrication and characterization 

 The fabrication of silica-supported Co/INT-WS2 is described first, followed by the 

characterization of Co/INT-WS2. 

3.4.2.1. Sample fabrication 

 Co/INT-WS2 synthesis was described elsewhere.
59

 Co/INT-WS2 suspension was prepared  

by suspending one micro spatula tip of Co/INT-WS2 powder in benzene (2 mL), followed by 

mild sonication at room temperature with a bench top sonicator. A few 50 mL aliquots were 

dropped-and-dried on a silica support (SiO2 with 1 mm thermal oxide layer from University 

Wafer, MA, USA). 

3.4.2.2. Co/INT-WS2 characterization 

 The morphology and topography of the synthesized Co/INT-WS2 were analyzed by 

scanning electron microscopy (SEM) (LEO model Supra 7426). Transmission electron 

microscopy (TEM) (Philips CM-120) in conjunction with energy dispersive spectroscopy (EDS) 

(EDAX Phoenix Microanalyzer) were employed to determine the atomic-scale structure and 

chemical composition. Other instrumental details included: a high resolution transmission 

electron microscope (HRTEM) with a field emission gun (FEI Technai F-30) equipped with a 

parallel electron energy loss spectroscopy (EELS) detector (Gatan imaging filter, GIF; Gatan), 

TEM and scanning transmission electron microscope (STEM) equipped with high angle annular 

dark field (HAADF) detector (FEI Tecnai G2 F20). Phase analysis was performed by x-ray 

powder diffractometry  (XRD) (Ultima III, Rigaku, Japan). 

3.4.3. Results and discussion 

 The characterization of Co/INT-WS2 morphology is presented first, followed by the 

ambient pressure kinetic experiments, i.e., thiophene hydrodesulfurization experiments. A  
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method to calculate the turnover frequency from the flow rates of reactants are explained next,  

followed by the adsorption and reaction kinetics of thiophene on Co/INT-WS2 at UHV 

conditions. A summary of experimental results obtained in this study is given at the end. 

3.4.3.1. Characterization of the sample’s composition and morphology 

 Multiwall INT-WS2 were coated with cobalt NP by electroless plating method. SEM  

image of  the Co/INT-WS2 is depicted in Figure 41A. As evident from Figure 41B, the surface of 

the nanotube was not entirely/uniformly covered by the cobalt NP. The incomplete coverage was 

attributed to the formation of nonhomogeneously distributed catalytic sites on the surface of 

nanotubes during the surface activation process. Subsequent nucleation of Co nanoparticles on 

these catalytic sites produced a non-uniform layer of Co nanoparticles on INT-WS2 surface.  

 

Figure 41. SEM and HRTEM images of Co/INT-WS2. SEM images of 

(A) Co/INT- WS2 and (B) close-up view of a single coated nanotube. 

HRTEM micrographs of (C) cobalt nanoparticles covering the nanotube 

and (D) a close-up of the image showing lattice spacings of Co, CoO, 

and Co3O4. Ref.
59
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Despite the rinsing process, non-attached agglomerates of cobalt nanoparticles were present in 

the final product. The crystalline structure of the cobalt NP was analyzed by HRTEM (Figures 

41 C and D). The size of the Co nanoparticles was in the range of 10-20 nm. As evident from 

Figure 41C, cobalt NP were covered by a partially amorphous thin layer of cobalt oxide. As 

shown in Figure 41D, the cobalt NP exhibited hcp crystal structure with d-spacing of 0.191 nm 

corresponding to the (1 0 1) main peak of the hcp cobalt structure. The partially amorphous layer 

present on the cobalt NP consisted of two different sets of fringes: CoO d(2 0 0) = 0.213 nm and 

Co3O4 d(3 1 1) = 0.243 nm.  

 Elemental mapping of the surface of the Co/INT-WS2 was performed by energy filtered 

TEM (EFTEM). As evident from Figure 42, an oxidation layer of few nm thickness covered the 

metallic cobalt particles. Cobalt oxide film was probably formed due to the open-air conditions  

during the reaction and the final drying (100 
o
C). 

 

Figure 42. EFTEM elemental mapping of INT-WS2. (A) 

image of a zero loss signal of single nanotube, (B) Co map, 

(C) O map, and (D) combined elemental map of Co and O. 

Ref.
59
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 EDS analysis of Co/INT-WS2 was carried out by STEM (Figure 43). STEM images of 

Co/INT-WS2 are shown in Figure 43A, and the corresponding EDS line scan analysis is shown 

in Figure 43B. The red line and the cross indicated the location and the direction of the EDS line 

scan. As evident from Figure 43B, the cobalt peak rised at the edges of the nanotube and 

decreased at the center of the nanotube, confirming the nonuniform distribution of cobalt. The 

oxygen peak intensity almost remained constant while scanning across the coated nanotube. The 

HRTEM result was in good agreement with the XRD analysis.  

 

Figure 43. STEM/EDS analysis of Co/INT-WS2 and XRD patterns of CO/INT-WS2 

and WS2. STEM/EDS analysis of (A) Co/INT-WS2 with the red line and cross 

indicating the location and direction of EDS analysis, (B) line scan analysis on the line, 

(C) XRD patterns of Co/INT-WS2 (black) compared with that of WS2 powder (red), 

(D) magnified Co diffraction peaks. Ref.
59
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 The diffraction patterns of pristine INT-WS2 (bottom curve) and Co/INT-WS2 (top 

curve) are depicted in Figure 43C. Co/INT-WS2 consisted of WS2 (2H phase) and cobalt. Figure 

43D shows a clear distinction between the two curves. The coated Co nanoparticles had hcp 

crystal structure probably due to the low deposition temperatures (70 
o
C), which favored 

predominantly the hcp phase.  

 Cobalt oxide did not give rise to any XRD peaks due to its amorphous nature. The weight 

percentage of Co (1.7 %)  calculated from the diffractogram (inset of Figure 43C) included both 

the deposited Co nanoparticles and the residual Co agglomerates. Therefore, the weight 

percentage of coated cobalt particles would be less than 1.7%. Residual W18O49 remaining from 

the synthesis was also detected.
104, 173

 It is important to note that the BET specific area increased 

from 7.78 to 10.08 m
2
g

-1
 after cobalt deposition, which would probably enhance the catalytic 

properties of Co/INT-WS2. The relatively low BET areas were attributed to the inherent 

tendency of nanotubes to agglomerate and to the high atomic mass of WS2. 

3.4.3.2. Ambient pressure experiments 

 The catalytic activity of Co/INT-WS2 toward thiophene desulfurization was characterized 

using an atmospheric pressure flow reactor. The experimental procedure for the ambient pressure 

catalytic experiments is detailed in the experimental section of this dissertation.  

 A typical survey spectra of GC transients for Co/INT-WS2  is depicted in Figure 44A. The 

reactant gas mixture in HDS gave rise to the observed H2 and thiophene peaks. H2S and 

hydrocarbons were formed as the reaction products. The observed reaction products were 

consistent with the proposed HDS mechanism
174

 for thiophene, as shown in Figure 45. 

Accordingly, HDS of thiophene occurred via two parallel pathways: hydrogenolysis and 

hydrogenation. The hydrogenolysis pathway involved the direct removal of sulfur atom from  
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thiophene. The hydrogenation pathway involved the  removal of sulfur atom from thiophene by  

the hydrogenation of the aromatic ring. It was proposed that these two reactions occurred 

simultaneously using different active sites of the catalyst surface.        

 

Figure 44. GC transients of Co/INT-WS2 and reference compounds. (A) GC survey scan 

for Co/INT-WS2, (B) GC transients of reference compounds, as indicated, (C) GC 

transients of Co/INT-WS2, (D) H2S and hydrocarbon regions of GC scans as a function 

of retention time at different reaction temperatures. Ref.
59

 

 

 In order to correctly identify the  reaction products, GC transients of a number of 

reference compounds were collected. Reference compounds included H2S, 1-butene, 

1,3-butadiene, butane, trans-2-butene, and cis-2-butene and the corresponding data are depicted 

in  Figure 44B. Figure 44C depicts a typical GC transient of the Co/INT-WS2 sample showing 

only the HDS reaction products. Four GC peaks corresponding to the hydrocarbons,                
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1,3-butadiene, butane, trans-2-butene, and cis-2-butene appeared in the reaction products. 

Evidently, 1,3-butadiene was the predominant product; whereas, trans-2-butene and cis-2-butene 

were minor products. A trace amount of butane was also formed. It is therefore clear that sulfur-

free reaction products were formed during the HDS reaction. 

 
 

Figure 45. HDS mechanism for thiophene on Co/INT-WS2. Ref.
59

 

 The GC transients of  H2S and hydrocarbons, as a function of  reaction temperature, are 

depicted in Figure 44D. Evidently, H2S dominated the product formation. Comparison of  the  

GC peak areas of products (from the transients collected at 627 
o
C)  revealed that the H2S peak 

area was 7.6 times larger than the total hydrocarbon peak area. The dominance of H2S in the 

products was attributed also to the hydrogenation of the less strongly bonded sulfur atoms from 

the edges of INT-WS2. It was expected that hydrogen reacted with surface sulfur atoms to form 

H2S and created sulfur vacancies at the edges of nanoparticles.
175

 However, WS2 nanotubes are 

very stable in the presence of hydrogen and their decomposition was not expected at the reaction 

temperatures used.
176

 In spite of being catalytically active, these sites are not preferable for 

thiophene adsorption. The decrease in the formation of hydrocarbons was attributed to the 

depression in hydrogenolysis activity caused by the presence of H2S.
177

 Furthermore, the peak 

intensities of products increased with an increase in reaction temperature (Figure 44D).           
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 The turnover frequency of the catalyst for thiophene conversion was calculated according 

to the procedure detailed by Sajkowski et al.
178

 Figure 46 depicts an analysis of the GC traces 

obtained at different reaction temperatures.  The conversion rate, r, of thiophene as a function of 

reaction temperature is depicted in this figure. The HDS conversion rates were calculated 

following the procedure outlined by Leliveld et al.
179

 Accordingly, the conversion rate, r, is given 

by 

r = 
                                 

                                                            
 x 100 (27) 

using the background corrected GC peak areas. H2S was also included in the products to 

calculate thiophene conversion rates. Data for the Co coated and pristine INT-WS2 were 

summarized. Two sequential experimental runs were conducted to evaluate the catalyst 

deactivation and the data is depicted. 

 

Figure 46. Thiophene conversion rates of Co/INT-WS2 

and INT-WS2 as a function of temperature. Two 

sequential runs for Co/INT-WS2 are shown. Ref.
59

  
 

 Thiophene conversion rates increased with the reaction temperature, indicating a 

thermally activated process. Thiophene conversion rate of 12% was obtained for Co/INT-WS2 at 
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627 
o
C. Evidently, Co/INT-WS2 catalyst was more reactive than the pristine INT-WS2, which 

exhibited a conversion rate of ~ 2%. This result proved the promotion effect of cobalt in 

increasing the HDS catalytic activity. The prismatic (h k 0) edges of WS2(MoS2) and corners are 

catalytically more active than the basal (0 0 0 1) plane. Therefore, the low HDS reactivity of 

INT-WS2 could be due to its high basal plane to edge area ratio.
180

 But the coated cobalt NP 

increased the thiophene conversion rates by a factor of ~ 6. This suggested that the interface 

between cobalt NP and INT-WS2 played a role in promoting the catalytic reaction.  

 A number of models explaining the  promotion effect of cobalt were proposed. One 

model suggested that the promotion effect was due to the formation of catalytically active centers 

on WS2 surface by the hydrogen spillover generated by segregated cobalt sulfide (Co9S8) 

phase.
181-182

 Another model suggested that the promotion effect took place at ‘‘Co–Mo–S’    

(Co–W–S) interaction phase. According to this model, the increased HDS activity was attributed 

to the low metal–sulfur bond energy that facilitated the formation of a large number of 

catalytically active sulfur vacancies.
168, 183-184

 The "spillover" model does not explain the 

promotion effect of Co in Co/INT-WS2, as the formation of cobalt sulfide phase needs very high 

temperatures and a long time.
167

 Moreover, the catalyst consisted of only the metal cobalt NP but 

not the segregated cobalt sulfide phase. Therefore, the mechanism proposed in the second model 

was thought to be responsible for the increased HDS catalytic activity of Co/INT-WS2. The size 

effect of the cobalt NP on the reactivity and selectivity of the catalyst was not investigated in the 

present study. Several studies explaining the size effects of the metal nanoparticles on the 

catalytic activity were available.
185

  

 As evident from Figure 46, there were small variations of the catalyst activity of   

Co/INT-WS2 over time (compare 1st and 2nd run). It is important to note that the catalysts were  
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preserved under high vacuum conditions after the synthesis. However, several long time tests  

would be required to quantify the catalyst deactivation.  

3.4.3.3. Turnover frequency as a function of thiophene conversion (%) 

 The turnover frequency (in molecules of thiophene converted per surface Co site per 

second) was calculated following the procedure detailed by D. J. Sajkowski et al.
178

 According to 

this procedure, the turnover frequency (TOF) can be determined from the flow rate using the 

following equation: 

N = (FR/AS)α  (28) 

where N is the number of molecules of thiophene converted per surface Co site per second 

(TOF); FR is the flow rate of thiophene in molecules per second; AS is the number of Co atoms 

on the surface of the catalyst; and α is the fraction of thiophene converted in the reaction. 

 The fraction of thiophene converted (α) was obtained from thiophene conversion, e.g., 

11.44%  thiophene conversion was obtained at 592 
o
C. So α = 11.44/100 = 0.1144. The number 

of Co atoms on the surface of the catalyst (AS) was calculated using the weight percentage of 

cobalt and the weight of the catalyst. The weight percentage of Co in the catalyst was 1.7% and 

the weight of the catalyst used was 27.5 mg. Therefore, the total amount of Co present in the 

catalyst was equal to (1.7/100)27.5x10
-3

 g = 4.675x10
-4

 g. Accordingly, the number of moles of 

Co was equal to (4.675x10
-4

/58.93) = 7.933x10
-6

 moles. Finally, AS = 7.933x10
-6

 x 6.023x10
23

 = 

4.778x10
18 

atoms (where 6.023x10
23

 is the Avogadro number).  

 The flow rate of thiophene (FR) was obtained indirectly from the flow rate of hydrogen. 

FR was obtained from its partial pressure. The partial pressure of thiophene was calculated using 

the Antonie equation given below. 

log P
sat

 =    
 

   
  (29) 
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where P
sat

 is the vapor pressure of thiophene in mmHg; and T is the saturator temperature in 
o
C  

(30 
o
C in the current project). The constants A, B, and C are 7.06944, 1296.79, and 225.437, 

respectively. The partial pressure of thiophene obtained from the Antonie equation was equal to  

98.33 mmHg. Assuming that the hydrogen gas was at atmospheric pressure (760 mmHg), the 

mole fraction of thiophene was calculated to be equal to 98.33 mmHg/760 mmHg = 0.12938. 

Accordingly, the number of molecules of thiophene was equal to 0.12938 x 6.023x10
23

 = 

7.793x10
22

 molecules. Hydrogen gas was bubbled through thiophene with a flow rate of           

20 mL/min. Therefore, FR = (20/60) x 7.793x10
22

 = 2.5976x10
22

 molecules/sec.  

 Finally, the turnover frequency in molecules of thiophene converted per surface Co site 

per second at 592 
o
C was calculated N = (2.5976x10

22
/4.778x10

18
) x 0.1144 ≈ 622. The turnover 

frequency of Co/INT-WS2 as a function of reaction temperature is depicted in Figure 47.  

 

Figure 47. Turnover frequency ( in molecules of 

thiophene converted per surface Co site per second) of 

Co/INT-WS2 as a function of reaction temperature. Ref.
59

 

 

 Future studies concerning the HDS catalysis of Co/INT-WS2 would investigate the size 

effects of Cobalt NP on catalytic activity to elucidate the catalytic mechanism. In addition, the 

effect of cobalt oxide film on the catalytic activity needs future investigation. 
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3.4.3.4. Adsorption and reaction kinetics 

 The adsorption and reaction kinetics of thiophene on Co/INT-WS2 were studied using 

ultrahigh vacuum thermal desorption spectroscopy. A heating rate of 2 K/s was used in the TDS 

experiments. TDS data of thiophene on silica-supported Co/INT-WS2 is depicted in Figure 48. 

As evident from the figure, four TDS peaks (labeled A-D) appeared in the TDS data. The lined 

up low temperature edges of the D peak indicated surface and adsorption site unspecific  

 

Figure 48. Thiophene TDS as a function of exposure (χ) 

in Langmuirs (L) on silica-supported Co/INT-WS2.
59

 

The TDS peaks A, B, and C correspond to the 

adsorption of thiophene on internal, external, and 

groove sites of Co/INT-WS2 respectively. The inset 

shows the data for small exposures. D is the 

condensation peak of thiophene.   
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condensation of thiophene. The condensation peak appeared only at low temperatures and large 

exposures and obeyed 0th-order kinetics. The A, B, and C peaks were similar to the   

characteristic adsorption features observed for the nanotubes. It is important to note that only two 

peaks, A and D were observed for thiophene TDS on clean silica.
61

 In addition, only two TDS 

peaks were observed for thiophene TDS on IF-WS2 nanoparticles.
86

 TDS spectra were similar to 

those observed for CNTs
99, 108

 and INT-WS2.
58

 Therefore, the A, B, and C TDS peaks were 

assigned to the adsorption of thiophene on internal, external, and groove sites of the         

Co/INT-WS2 bundles. Interstitial sites would be too small to encapsulate thiophene. However, 

thiophene could be encapsulated in the interior of INT-WS2 due to its smaller size (0.5 nm), 

when compared to INTs diameter (~ 5 nm).  

 By applying Redhead analysis and assuming a standard pre-exponential factor of 1x10
13

/s 

for 1st-order kinetics, the (low exposure/ coverage) binding energies were calculated: 74 kJ/mol 

(A peak, 11 
o
C), 52 kJ/mol (B, - 71 

o
C), and 39 kJ/mol (C, - 120 

o
C). Very similar TDS data 

were seen for thiophene TDS on INT-WS2.
58

 Therefore,  it was concluded that the 1.7% Co 

coating did not have a significant effect on the molecular binding energies of thiophene.  

 The multi-mass TDS experiments for thiophene were also conducted on Co/INT-WS2. 

The multi-mass TDS data for Co/INT-WS2 deviated from the fragmentation pattern of gaseous 

thiophene, thus indicating a bond activation of thiophene by the catalyst. However, due to the 

overlapping fragmentation patterns in the mass spectra of possibly formed hydrocarbons, the 

products could not be identified. It is important to note that multi-mass TDS data obtained for 

pristine INT-WS2 matched the fragmentation pattern of gaseous thiophene, thus indicating 

molecular adsorption of thiophene.
58

 Therefore, thiophene adsorbed molecularly on pristine   

INT-WS2, but decomposed on Co/INT-WS2, even under UHV conditions. 
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Figure 49. Thiophene multi-mass TDS experiment on 

Co/INT-WS2. Comparison of thiophene TDS peak 

intensities (open bars) on silica-supported Co/INT-WS2 

with the mass spectrometer signals (solid bars). The 

intensity of the peaks are normalized to m/e 84. Ref.
59

 The 

mismatch between the multi-mass TDS data and the gas 

phase fragmentation pattern of thiophene indicates 

thiophene bond activation on Co/INT-WS2. 

 

3.4.4. Summary 

 In the current project, Co/INT-WS2, a novel HDS nanocatalyst was synthesized and its  

HDS catalytic activity was characterized. INT-WS2 were coated with cobalt nanoparticles by the 

electroless plating method. The coated cobalt NP had hcp crystal structure and were covered by a 

thin cobalt oxide layer. The Co/INT-WS2 catalyst was six times more reactive toward thiophene 

HDS than the pristine INT-WS2, but ~ 4 times less active than commercial catalysts (CoMo from 

Haldor Topsoe). The adsorption kinetics of thiophene on Co/INT-WS2 indicated the adsorption 

of thiophene on internal, external, and groove sites. Higher thiophene conversion rates were 

thought to be achievable with further optimization of the nanofabrication process.  
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3.5. Characterization of Ni Coated WS2 Nanotubes for Hydrodesulfurization Catalysis 

 An introduction to the use of novel nanomaterials, such as nickel coated WS2 nanotubes 

(Ni/INT-WS2) for hydrodesulfurization (HDS) catalysis is presented first, followed by the 

fabrication and characterization of Ni/INT-WS2. A combined results and discussion section is 

presented next. A summary of experimental results obtained in this study is given at the end. 

3.5.1. Introduction 

 This project is concerned with the characterization of the HDS catalytic activity of novel 

nanocatalysts and their related surface chemistry, with the main focus  being concerned with the 

nickel coated WS2 nanotubes (Ni/INT-WS2). It would be more advantageous to use Ni as a 

promoter due to its low cost and non-toxicity. However, very few studies concerning the HDS 

over novel nanocatalysts are available.
57-58, 83-88, 123-124, 141, 186

 

 Nanocatalysts consist of special adsorption sites and electronic structure that make them 

significantly different from their corresponding bulk materials, such as single crystals or micro-

sized catalyst particles. Many HDS mechanisms were proposed,
89-91, 112-117, 187

 mostly assuming a 

bond activation in thiophene on the S-vacancy sites of MoS2 systems. However, according to 

UHV surface science studies on Mo clusters,
61, 93, 121-122, 188

 fully sulfided Mo clusters exhibited 

high catalytic activity due to the formation of one-dimensional metallic edge states along the rim 

of the Mo clusters. Density functional theory calculations (DFT) suggested a more general 

effect.
116, 189-190

 Therefore, it is suggested that the HDS mechanism for nanoclusters is different 

from single crystals. 

 In the current project, the HDS catalytic activity of ten powder catalysts was tested. The 

catalysts included seven new nanomaterials synthesized at the Weizmann Institute (Israel) and 

three commercial catalysts from Haldor Topsoe (Denmark)
191

 and M K Impex Corp. (USA)
192

.  
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3.5.2. Sample fabrication and characterization 

 The fabrication of silica-supported Ni/INT-WS2 is described first, followed by the 

characterization of Ni/INT-WS2. 

3.5.2.1. Sample fabrication  

 The clean multiwall INT-WS2 were synthesized according to published procedures
104, 171, 

173, 193-194
 and were supplied by NanoMaterials Ltd. (Israel).

195
 These nanotubes were 1-20 

microns in length with 30-100 nm diameter.  The IF-MoS2 NP were prepared by R. Rosentsveig 

(Weizmann Inst.).
95

 The INT-WS2 were coated with nickel NP using electroless plating method. 

The same method was used to make Co/INT-WS2 that were used in one of the prior projects.
59

 

The synthesized Ni/INT-WS2 were  annealed at 400 °C for one hr under a pressure of 1x10
-5

 torr. 

 Materials such as INT-WS2, commercial HDS catalysts CoMo and NiMO (Haldor 

Topsoe, Denmark), and “nano MoS2” (Impex Corp., USA) were studied as reference systems. In 

addition, the HDS catalytic activity of Au and Co-Ni coated INT-WS2, un-doped IF-MoS2 NP,
101

 

and Re-doped IF-MoS2 NP (Re@IF-MoS2 NP)
100

 was also investigated.  

 The synthesis of the Au/INT- WS2 was described in ref.
196

 The catalyst loadings in 

weight percentage were 0.39%, 1.7%, 23%, 0.74%-0.63%, and 7.94% for Re, Co, Ni, Co-Ni, and 

Au functionalized catalysts, respectively. The composition of the commercial catalyst materials 

was not known. An amount of 27.5 mg of catalysts was typically used for catalytic experiments 

except for INT-WS2 (200 mg) and Re@IF-MoS2 NP (90 mg).  

3.5.2.2. Ni/INT-WS2 characterization  

 The synthesized Ni/INT-WS2 were characterized using SEM, HRTEM, and XRD at the 

Weizmann Institute (Israel).  
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3.5.3. Results and discussion 

 The characterization of Ni/INT-WS2 composition and morphology is presented first, 

followed by the ambient pressure HDS catalytic experiments on Ni/INT-WS2. The promotion 

effect of Ni on the HDS activity of Ni/INT-WS2 is presented next, followed by the catalyst 

screening of ten nanocatalysts towards thiophene HDS. The adsorption kinetics and reaction 

kinetics of thiophene on Ni/INT-WS2 at UHV conditions is presented next. A summary of the 

experimental results obtained in this study is presented at the end.  

3.5.3.1. Characterization of the sample’s composition and morphology 

  Figures 50A and B depict the SEM images of Ni/INT-WS2. As evident from Figure 50B, 

the surface of the nanotube was not entirely/uniformly covered by the nickel NP. The incomplete  

 

Figure 50. SEM and HRTEM images of Ni/INT-WS2. SEM images of 

(A) INT-WS2 decorated with Ni nanoparticles (B) close-up view of a 

single coated nanotube. HRTEM micrographs of nickel NP coated on 

INT-WS2 (C) before and (D) after annealing. Ref.
60
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coverage was attributed to the formation of nonhomogeneously distributed catalytic sites on the 

surface of nanotubes during the surface activation process and was also observed in the case of 

Co/INT-WS2.
59

  

 The crystalline structure of the Ni NP was studied by HRTEM. Figures 50C and 50D 

depict the HRTEM micrographs of the Ni NP. As evident from these figures, the size of Ni NP  

was in the range of 10-20 nm. Annealing of the synthesized Co/INT-WS2 at 400 °C changed                               

the crystalline structure of Ni NP from amorphous (Figure 50C) to crystalline (Figure 50D). As 

per previous studies,
197

 nickel existed only in two stable phases (Ni and Ni3P) at temperatures 

higher than 350 °C. 

 The results of XRD analysis of Ni/INT-WS2 are depicted in Figure 51. Figure 51A shows 

the XRD pattern of Ni/INT-WS2 before (bottom curve) and after (upper curve) the annealing 

 

Figure 51. XRD patterns of Ni/INT-WS2 before and after annealing at 400 °C. (A) XRD 

pattern of a nickel coated NT before (bottom curve) and after (upper curve) annealing (B) 

enlarged area of main peaks of Ni and Ni3P phases. Ref.
60
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process. As evident from the figure, the diffraction peaks of the as-synthesized Ni/INT-WS2 

correspond only to the 2H-WS2, indicating the amorphous phase of Ni. The diffraction peaks of 

the annealed Ni/INT-WS2  correspond not only to the 2H-WS2, but also to fcc Ni and Ni3P 

 phases. The diffraction peaks corresponding to Ni and  Ni3P phases are sharp (Figure 51B), 

confirming the crystalline nature of the annealed coating. 

3.5.3.2. Ambient pressure experiments 

 Figure 52 depicts a typical GC survey scan for the NiMo catalyst (Haldor Topsoe) 

collected at 600 °C. As evident from the figure, the reaction products appeared in the retention 

time range of 0.2-0.45 min. Reference GC spectra of several compounds (Figure 53) were 

collected and were used to identify the products formed in HDS of thiophene.   

 

Figure 52. GC survey scan for NiMo powder sample 

(Haldor Topsoe). Ref.
60

 

 

 Figure 53A summarizes the GC scans of 1-butene, 1,3-butadiene, butane, trans-2-butene, 

and cis-2-butene which were used as reference compounds. Figures 53B and C depict the GC  

data collected at different reaction temperatures for the NiMo and Ni/INT-WS2, respectively. 
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Figure 53. GC transients of reference compounds,  

NiMo, and Ni/INT-WS2. (A) GC transients of reference 

compounds as indicated. H2S and hydrocarbon region 

of GC scans as a function of reaction temperature for 

(B) NiMo (Haldor Topsoe) and (C) Ni/INT-WS2. Ref.
60

 
  

 Quite similar GC scans were obtained for NiMo and Ni/INT-WS2. In the case of   

Ni/INT-WS2, the reaction products were dominated by H2S formation. Four product GC peaks 

appeared in the case of Ni/INT-WS2 catalyst; whereas, three GC product peaks appeared for the 

commercial catalyst (NiMo). The HDS products formed were recognized by comparing their GC 

peak retention times (Figures 53B and C) with that of reference compounds (Figure 53A).  
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Similar data for the other nanomaterials is depicted in Figure 54 and the HDS products formed 

for all the catalysts are summarized in Table 2. The percentage of H2S in the HDS reaction 

products (Figure 53) amount to 53% and 87% for NiMo and Ni/INT-WS2 at 627 
o
C, 

respectively. Thus, NiMo, the commercial catalyst, forms about 34% less H2S than Ni/INT-WS2. 

The total hydrocarbon yield increases with reaction temperature for all the catalysts studied, 

indicating an activated HDS process.  

 

Figure 54. H2S and hydrocarbon region of GC scans for 

commercial and novel nano HDS catalysts, as indicated. Ref.
60
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Table 2. Products formed by the commercial and novel nano HDS catalysts in thiophene HDS. 

Retention times in minutes for different products are indicated. Ref.
60

 

 
 

Catalyst 

 

H2S 
0.218 

 

1-butene 
0.348 

 

1,3-butadiene 
0.357 

 

Butane 
0.366 

 

trans-2-butene 
0.385 

 

cis-2-butene 
0.41 

 

NiMo (Haldor Topsoe) 

 
 

 
 

   
 

 
 

 

CoMo (Haldor Topsoe) 

 
 

 
 

   
 

 
 

 

Nano MoS2 (M K Impex Corp) 

 
 

  
 

 
 

 
 

 
 

 
IF-MoS2 NP 

 
 

  
 

 
 

 
 

 

 
Re@IF-MoS2 NP 

 
 

 
 

  
 

 
 

 
 

 

INT-WS2 

 
 

  
 

 
 

 
 

 
 

 

Co/INT-WS2 

 
 

  
 

 
 

 
 

 
 

 

Ni/INT-WS2 

 
 

  
 

 
 

 
 

 
 

 

Co-Ni/INT-WS2 

 
 

  
 

 
 

 
 

 
 

 
Au/INT-WS2 

 
 

  
 

 
 

 
 

 
 

 

3.5.3.3. Effect of Ni functionalization of the INT-WS2 

 The total HDS conversion rates were calculated according to the procedure described in a 

prior project on Co/INT-WS2.
59

 

 The pristine and Ni coated INT-WS2 decomposed thiophene into the same reaction 

products (Table 2). The catalytic activity of INT-WS2 was increased by a factor of 4 with Ni NP  

deposition as depicted in Figure 55. 

 Catalyst deactivation of Ni/INT-WS2 was evaluated by repeating the experimental runs.  

The data for two subsequent experimental runs are shown in Figure 55A. Catalyst deactivation  

was not observed in the duration of HDS experiments. Long duration experiments would be 

required to correctly evaluate catalyst deactivation.  

 The TOF values, shown in Figure 55B, were calculated according to the procedure 

described by D. J. Sajkowski, et al.,
178

 which was discussed in detail in a  prior project on  
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Co/INT-WS2. As evident from the figure, the temperature dependence of TOF follows the trend 

observed for thiophene conversion rates. 

 

Figure 55. Thiophene conversion rates of INT-WS2 and 

Ni/INT-WS2, TOF data for Ni/INT-WS2. (A) Thiophene 

conversion rates of Ni/INT-WS2 (first and second runs) 

and pristine INT-WS2 as a function of temperature (B) 

turnover frequency of Ni/INT-WS2 as a function of 

reaction temperature. Ref.
60
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3.5.3.4. Catalyst screening 

 Figure 56 depicts the temperature dependence of the thiophene conversion rate for all ten 

powder catalysts studied. As evident from Figure 56A, NiMo and CoMo (Haldor Topsoe) have 

high thiophene conversion  rates up to 50% and exhibit the highest HDS activity among all the 

catalysts studied. The next best systems are the Ni/Co coated INT-WS2 catalysts with 

approximately similar thiophene conversion rates of ~ 11% at 650 °C. Ni and Co coated         

INT-WS2 catalysts form the same products (Table 2). The rest of the catalysts show smaller  

conversion rates below 4% (Figure 56B). Despite the prominent promotion effect of Ni in the   

 

Figure 56. Thiophene conversion rates of (A) highly 

active and (B) less active HDS catalysts as a function 

of reaction temperature. Ref.
60
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case of Co/Ni coated INT-WS2, the Re doped IF-MoS2 NP
198

 does not exhibit high thiophene 

conversion rates when compared to pristine IF-MoS2 NP. Similarly, Au deposition on INT-WS2 

does not enhance the thiophene conversion rates, when compared to pristine INT-WS2. 

 H2S is a toxic and undesirable product in HDS reactions, and its formation has to be 

minimized by optimizing the catalyst's selectivity. Accordingly, the ratio of the GC peak areas of 

non-sulfur containing hydrocarbons (HC) to H2S for different catalysts in the temperature range 

of 227-652 
o
C are depicted in Figure 57. HC to H2S ratio of greater than 1 indicates the 

dominance of hydrocarbons in the HDS products; whereas, the ratio below 1 indicates the 

dominance of H2S in the reaction products. Among the catalysts studied, only the commercial  

catalysts from Haldor Topsoe exhibit a HC to H2S ratio of approximately 1:1. The rest of the 

catalysts form more H2S than hydrocarbons, except Re and Au systems; however, their HDS  

activity was very small.  

 

Figure 57. Average HC/H2S peak area ratio for the 

commercial and novel nano HDS catalysts in the 

temperature range 227-652 
o
C. Ref. 

60
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 Finally, the thiophene conversion rates calculated by excluding H2S in the reaction 

products for all catalysts are depicted in Figure 58. As expected from the data already discussed, 

the Ni/INT-WS2 and Co/INT-WS2 exhibit similar and greater performance among the novel 

nanocatalysts studied. Although Re is an uncommon promoter used in HDS, Re@IF-MoS2 NP 

exhibits the next best performance. Unexpectedly, the prominent Au/INT-WS2 exhibits very low 

catalytic activity. The low catalytic activity of Co-Ni/INT-WS2, when compared to either Co  

or Ni coated INT-WS2, is also similarly unexpected.  

 

Figure 58. Thiophene conversion rates of the commercial 

and novel nano HDS catalysts at 627 
o
C calculated by 

excluding H2S in the reaction products. Ref.
60

 

 

3.5.3.5. UHV kinetics data 

 Ni and Co coated INT-WS2 exhibit good HDS catalytic activity among the nanocatalysts 

studied. Therefore, additional UHV kinetics experiments on Ni/INT-WS2 were conducted. 

Thiophene TDS data on silica-supported Ni/INT-WS2 together with the TDS data for clean   

INT-WS2
58

 and IF-WS2 NP
86

 is depicted in Figure 59. Thiophene adsorption on clean silica and 

the silica-supported IF-WS2 NP sample (Figure 59A) reveal only two TDS peaks, one of these  
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Figure 59. Thiophene TDS on (A) IF-WS2 NP,
86

 (B) 

INT-WS2,
58

 and (C) Ni/INT-WS2.
60

 The peaks A 

through C are assigned to thiophene adsorption on 

internal, external, and groove sites of INT-WS2 bundles; 

the D peak refers to thiophene condensation. The insets 

show the data for small exposures. 
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( D peak) was only detectable at large exposures. In contrast, the TDS data for silica-supported 

INT-WS2 shows four TDS peaks (A-D), depending on the thiophene exposure (χ). UHV kinetics 

data for the Co/INT-WS2 catalyst can be found also in ref.
59

 

 The parent mass of thiophene (m/e = 84) is detected in the TDS experiments (Figure 59). 

Thus, the molecular adsorption/desorption pathway is monitored. The lined up low temperature 

edges of the D peaks indicates the condensation of thiophene. The remaining peaks (A, B and C) 

are unique adsorption features of NT (Figures 59B and C) and are also seen for CNTs.
99, 107-108, 

199
 Therefore, the A, B, and C peaks are assigned to the adsorption of thiophene on internal, 

external, and groove sites of the Ni/INT-WS2 bundles. Thiophene is weakly bonded to the 

Ni/INT-WS2 than to the pristine INT-WS2. By applying Redhead analysis and assuming a 

standard pre-exponential factor of 1x10
13

/sec for 1st-order kinetics, the binding energies (low 

exposure/coverage) of thiophene on the pristine INT-WS2 are calculated to be 62, 51, and 43 

kJ/mol for the A, B, and C adsorption sites, respectively. The binding energies of thiophene on 

Ni/INT-WS2 are ~10 kJ/mol smaller, when compared to pristine INT-WS2 (Table 3).  

Table 3. Binding energies of thiophene on pristine INT-WS2
58

 and Ni/INT-WS2.
60

  

 INT-WS2 Ni/INT-WS2 

 A 

internal 

B 

external 

C 

grooves 

A 

internal 

B 

external 

C 

grooves 

Tmax (K) 239 199 169 200 170 144 

Tmax (
o
C) -34 -74 -104 -73 -103 -129 

BE (kJ/mol) 62 51 43 51 43 37 

 

 The multi-mass TDS experiments are summarized in Figure 60. Multi-mass TDS scans  

(open bars) for the IF-WS2 NP,
86

 INT-WS2,
58

 and Ni/INT-WS2 are depicted in panels A, B, and  
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C of Figure 60, respectively. The fragmentation pattern of the gaseous thiophene is additionally  

depicted (solid bars). 

 

Figure 60. Thiophene multi-mass TDS experiments on    

IF-WS2 NP, INT-WS2, and Ni/INT-WS2. Comparison of 

thiophene TDS peak  intensities (open bars) on (A) IF-WS2 

NP,
86

 (B) INT-WS2,
58

 and (C) Ni/INT-WS2
60

 supported on 

silica with the mass spectrometer signals (solid bars). The 

intensity of the peaks is normalized to m/e 84. 
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 The deviation of the multi-mass TDS data from the gas phase fragmentation pattern of 

thiophene indicates the bond activation of thiophene during TDS experiments at UHV 

conditions. Molecular adsorption of thiophene on IF-WS2 NP (Figure 60A) and INT-WS2 (Figure 

60B) is clearly evident. Bond activation of thiophene on Ni/INT-WS2 is clearly observed (Figure 

60C) below room temperature (Figure 59C) at UHV conditions. This is in contrast to the ambient 

pressure catalytic experiments, where the HDS products formed only by the simultaneous 

presence of  hydrogen and thiophene over the catalyst. No reaction products are evident when 

HDS experiments are conducted with an empty reactor or a reactor with glass wool.

 Pressure and material gaps were extensively discussed in the catalysis and surface science 

literature.
11, 200-201

 However, some recent studies proposed the non-existence of pressure  

gap for some catalysts.
202

 In the current study concerning the HDS nanocatalysts, the 

discrepancy between the ambient pressure and UHV kinetics can be explained by one or more of 

the following factors: (1) Ni NP were covered by a thin oxide layer that resulted from 

synthesis.
59

 The oxide might have been reduced at high temperature in presence of ambient 

pressure hydrogen gas used in the  HDS experiments. (2) The difference in the degree of 

sulfidation of the catalyst. (3) Catalysts are typically contaminated by carbon when exposed to 

air. However, AES data of Co/INT-WS2 did not indicate significant amount of carbon. The 

catalyst was preserved under high vacuum conditions in sealed glass vials after the synthesis.   

(4) Same catalyst material was used for UHV and ambient pressure experiments. However, the 

catalyst was supported on silica for UHV kinetics experiments; whereas, unsupported catalysts 

were used in ambient pressure kinetics experiments. (5) Water dissolved in liquid thiophene is 

removed by freeze-pump-thaw cycles for the use in UHV experiments. However, water 

contamination was unavoidable at ambient pressure catalysis experiments. 
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 The thin oxide film would likely be present also at UHV. Unfortunately, AES cannot 

distinguish between the oxygen present in the silica support and oxygen in the oxide layer.  

The thin oxide layer might be reduced at high temperature in presence of ambient pressure 

hydrogen in the ambient pressure catalysis experiments. Although unlikely, the oxide phase 

might be more reactive than the metallic phase. The degree of sulfidation of the metal surface did 

not affect the catalytic reactivity and was evident in the sequential HDS experiments. In spite of 

annealing the samples in H2, H2S, and O2, the Co and Ni coated INT-WS2 catalysts decomposed 

thiophene at UHV conditions. It is important to note that similar experiments done on pristine 

INT-WS2 did not reveal any thiophene decomposition. Therefore, neither the oxide formation 

nor the degree of sulfidation has a significant effect on the observed catalytic activity at UHV 

conditions. AES and EDS data of the samples does not reveal any impurities. Catalyst-support 

interactions are typically present. However, our previous studies on similar materials supported 

on sapphire and silica as supports did not indicate support effects on kinetics.
57, 86

 Water might 

dissociate and hydroxylate the catalyst at ambient pressure and have a significant influence on 

the HDS catalytic activity. This hypothesis needs further investigation. Unfortunately, no in-situ 

spectroscopy experiments were done to support this hypothesis.  

3.5.4. Summary 

 A first HDS catalytic screening of WS2 and MoS2 nanomaterials with nanotube (INT) 

and fullerene-like (IF) structure was done.  Catalysis, surface science, and kinetics techniques 

were used in this study. The INT are crystalline and the NP have fullerene-like structures.
171, 193-

194
 IF and INT-WS2 are already commercially available, making this study more relevant for 

possible catalytic applications, such as HDS. They are being used as lubricants
100-101

 and for 

reinforcing various polymer nanocomposites.
203

 NiMo, a commercial catalyst (Haldor Topsoe), 
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exhibited 4.5 times higher thiophene conversion rates than the best HDS nanocatalyst used in 

this study. Nickel and cobalt exhibit similar promotion effects on the HDS catalytic activity of  

INT-WS2.
59, 204

 

 Sulfur free hydrocarbons and H2S were formed as the products in the HDS reaction. 

Commercial catalyst is less than a factor of 2 better than the novel HDS catalysts in the 

formation of H2S, which is an undesirable product. It is speculated that the Ni decorated        

INT-WS2 with Re-doping or Au nanoparticle deposition could possibly have higher thiophene 

conversions with lower H2S formation. 

 The UHV kinetics experiments indicate that thiophene adsorbed more weakly on   

Ni/INT-WS2 than on pristine INT-WS2. This result might provide a clue for possible 

mechanisms in thiophene HDS on this catalyst. Interestingly, thiophene did not decompose on  

Ni/INT-WS2 in ambient pressure catalytic experiments, but it decomposed below room 

temperature at UHV conditions. This could be due to the change in the chemical composition of  

the catalyst under different experimental conditions. 

 

 

 

 

 

 

 



 

117 

CHAPTER 4. METHANOL SYNTHESIS MODEL NANOCATALYSTS 

  The methanol synthesis model nanocatalysts project is comprised of two interrelated sub 

projects. The main objective of  this project is to characterize the catalytic activity of silica-

supported Cu nanoclusters towards the adsorption of CO and CO2. The first project is concerned 

with the fabrication of physical vapor deposited (PVD) Cu clusters on silica and characterize 

their catalytic activity towards CO adsorption.
39

 The second project is focused on the 

characterization of the catalytic activity of electron beam lithography (EBL) fabricated silica-

supported Cu nanoclusters towards CO and CO2.
48

 In addition, the results of CO adsorption on 

Cu PVD clusters are also compared to those obtained on silica-supported Au PVD clusters in 

order to understand the cluster size effects.
72

  

4.1. Adsorption Dynamics of CO on Silica-supported Cu Clusters 

 An introduction to the supported Cu model catalysts is presented first, followed by the 

experimental details that include the fabrication and characterization of silica-supported Cu 

clusters. A combined results and discussion section is presented next. A summary of 

experimental results obtained in this study is given at the end.  

4.1.1. Introduction 

 The use of nanoparticles for promoting catalytic processes is an active area of 

research.
102-103, 205-206

 Several studies have been devoted to understand the effect of particle size, 

rim, shape, and chemical composition of metal clusters on the catalytic activities of metal 

clusters.
16, 21, 201, 207

 Silica-supported PVD Cu clusters is studied as a reference system to 

characterize the catalytic activity of EBL fabricated Cu nanoclusters.
40, 153, 208

 Supported Cu 

model catalysts are of practical interest for water gas shift reaction and methanol synthesis 

reactions.
28, 154, 209-212

 Furthermore, metal coated silica has applications in microelectronics.
213
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 Among the silica-supported systems, amorphous silica-supported PVD Cu clusters were 

studied with a variety of techniques, such as Cu TDS,
213-214

 XPS,
215

 Fourier transform infrared 

spectroscopy (FTIR),
216-217

  and on-air scanning tunneling microscopy (STM).
8
 Chemical vapor 

deposition (CVD) was often used to grow thin films of copper.
218

 Despite a large number of 

studies available on Cu/silica model catalyst,
8
 no molecular beam scattering studies on Cu/silica 

are available. Cluster-support interactions were also reported for the Cu/silica system.
213, 219

 The 

adsorption probability of Cu on silica, SCu, at room temperature is only ~ 0.2 in the monolayer 

deposition range. However, the adsorption probability of Cu on the Cu clusters (near saturation 

of the support with Cu clusters) may approach one.
216, 220

 The growth of Cu clusters on silica was 

studied using FTIR and STM. Briefly, low temperature deposition of copper resulted in the 

formation of highly dispersed 2D Cu clusters that were characterized by a single CO TDS peak 

and a single IR band. When the sample was annealed at 300 K, the 3D clusters formed. In the 

case of annealed Cu/silica, at least two TDS peaks and several IR absorption bands were 

observed, indicating the presence of different copper surfaces on clusters.
216

 A typical cluster 

size of  10-30 Å was observed for low Cu coverages; whereas, a continuous Cu grain structure 

(∼200 Å) was observed for high Cu coverages.
8, 216

  

4.1.2. Experimental procedures, sample fabrication, and characterization  

 Experimental details of AES, XPS, molecular beam scattering, and TDS are presented 

first, followed by the fabrication of silica-supported Cu clusters and blind experiments.  

4.1.2.1. AES/XPS 

  Mg Kα line (1253.6 eV) was used for XPS measurements with an analyzer pass energy 

of 100 eV (survey spectrum) and 50 eV (individual peaks). The XPS spectra were referenced 

with respect to the O 1s XPS line at a binding energy (BE) of 532.9 eV.
221

 XPS peak shift of 2.6 
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eV occurred due to charging. The electron energy used for AES measurements was 2 keV with a 

modulation voltage of 2 eV. Signal-to-noise ratio of the AES spectra was used to measure the 

uncertainties in the AES peak intensities.  

4.1.2.2. Adsorption transients  

 The impact energy (Ei) of CO molecules was varied in the range of 0.09-0.98 eV by  

using pure and seeded (3% CO in He) CO gases and controlling nozzle temperature (300-700 K). 

Ei was determined using time of flight spectroscopy (TOF).  Initial adsorption probabilities (S0) 

and coverage dependent adsorption probabilities, S(Θ), were measured using the King and Wells 

uptake technique. Signal-to-noise ratio of the transients were used to measure the uncertainties in 

S0, which amounted to   0.05 in the current project. Several individual measurements were also 

averaged for certain experiments to minimize the statistical error, which amounted to   0.02.  

4.1.2.3. UHV kinetics data  

 CO was dosed onto the sample's surface with the supersonic molecular beam. The 

reading of the thermocouple was calibrated in situ within   5 K by recording the condensation 

peaks of the alkanes. The heating rate of 1.7 K/s was used for TDS measurements.  

4.1.2.4. Cu deposition and sample cleaning  

 Silica supported Cu clusters sample was prepared by depositing copper on a clean silica 

support, using physical vapor deposition.  

4.1.2.4.1. Cleaning of silica 

 A Si(111) wafer with a 1 μm thick thermal oxide layer (MEMS nanotechnology 

Exchange, VA, USA) was used as the support. The silica sample was cleaned with several Ar
+ 

sputtering cycles (2 μA, 2 keV, 20 h). As per prior studies,
40

  sputtering also reduced Si
4+

 to Si
0
. 

Therefore, the sample was annealed in oxygen (2x10
-5

 mbar, 8 h) to oxidize the support.  
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4.1.2.4.2. Copper deposition 

 Copper was deposited at room temperature on silica by a home-built Cu metal doser. 

However, Cu filaments were not directly used due to the low melting point of Cu. In this case, a 

tungsten wire (d = 0.15 mm) wrapped around a high purity copper wire (d = 0.25 mm, 99.9%, 

Goodfellow)  was resistively heated to evaporate copper. Several different silica supports were 

used in this project. It is important to note that the flux of Cu metal doser changes with filament 

(W/Cu) replacement. The Cu clusters were never annealed above 350 K. 

4.1.2.5. Blind experiments 

  Blind experiments were done by recording the adsorption transients on clean silica 

supports.
40, 100

 Both the fully oxidized and partially reduced supports were used for blind 

experiments. No significant uptake of CO by the support was observed  in molecular beam 

scattering experiments at the lowest sample temperature (Ts) achievable.  

4.1.3. Results and discussion 

 A characterization of silica support and silica-supported Cu cluster growth is presented 

first, followed by the CO initial adsorption probability measurements and its dependence on Cu 

cluster size, sample temperature, CO impact energy, and CO initial coverage.     

4.1.3.1. Characterization of the silica support  

 The prime objective of this study is to characterize the adsorption dynamics of CO on 

silica-supported Cu clusters. However, the surface cleanliness and the growth of the Cu clusters 

were monitored with AES and XPS. Figure 61A depicts the AES survey scans of silica 

before/after cleaning. Several different silica supports used in this study were characterized using  

AES and XPS. However, very similar AES and XPS data were obtained. As evident from Figure 

61A, the impurities (C, N), initially present in silica support were reduced to a level below the 



 

121 

detection limit of AES due to sputtering/annealing cleaning cycles. However, N AES peak of 

very low intensity (N to O AES peak intensity ratio of 0.02) was present even after extensive 

cleaning. The inset of Figure 61A shows AES silicon region of silica and partially reduced silica. 

Evidently, the absence of AES peak at 92 eV,
222

 corresponding to Si
0
, indicates a fully oxidized  

silica support.  

 

Figure 61. AES and XPS spectra of silica. (A) AES 

spectra of the silica support. The inset shows the AES 

silicon region of silica and partially reduced silica. (B) 

XPS survey spectrum of clean silica. The inset shows Si 

2p XPS peak. Ref.
39
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 This result is very important because fully oxidized silica is chemically inert; whereas,  

partially reduced silica (Si
0
) is reactive towards certain compounds. CO does not adsorb on fully 

oxidized silica, and its adsorption is not significant, even at 90 K on partially reduced silica.
100-101

 

Figure 61B depicts an XPS survey spectrum of clean silica that shows an excellent agreement 

with the reference spectra.
223

 Again, a very low intensity N 1s XPS peak was present. N 1s XPS 

peak's intensity was larger than it actually was, because of the sensitivity factors (0.477 for N 1s 

and 0.283 for Si 2p).
223

 The inset of Figure 61B shows the silica 2p XPS region. Evidently,  Si 

2p XPS peak appears as a single peak, corresponding to a fully oxidized silica sample. In 

addition, the peak position also supports this conclusion. XPS and AES data collected for the 

clean silica support are in good agreement. 

4.1.3.2. Characterization of the supported Cu cluster growth 

 Figure 62A summarizes the AES data collected as a function of Cu deposition time, χCu 

(lower scale). Cu-to-O AES peak intensity ratio as a function of χCu is depicted. Examples of the 

corresponding Cu AES spectra are depicted in Figure 62B. The inset of Figure 62B depicts the  

oxygen AES peaks originating from the silica support. The results of two independent 

experiments are depicted in Figure 62A. Different silica supports and Cu dosers were used in 

these experiments. As mentioned earlier, Cu flux depends on the metal doser. The inset of Figure 

62A depicts the original Cu exposure time scale for the second Cu doser. The Cu exposure time 

scale for the first Cu doser is depicted in the main panel. The Cu flux of the first Cu doser was 10 

times larger than the second. Therefore, a scaling factor was used to match the Cu exposure 

times for two different dosers and compensate the flux differences. As evident, the calibration 

curve shapes are identical. Therefore, the exact Cu flux is unimportant for the deposition of Cu 

clusters. Cu-to-O AES peak intensity ratio as a function of χCu, is depicted in Figure 62A. 
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Figure 62. AES Cu coverage calibration. (A) Cu-to-O 

AES peak intensity ratio as a function of Cu exposure. 

Two dosers, high flux (open squares) and low flux (solid 

circles) have been used for dosing Cu. The Cu exposure 

time of the low flux doser is increased by a factor of 10 

for comparison with that of  high flux doser. Cu 

coverage in monolayers (ML) is indicated on the upper 

scale. (B) AES spectra of copper and oxygen (inset) as a 

function of Cu exposure. Ref.
39

  

 

 Initially, the Cu-to-O AES peak intensity ratio, increased linearly until a critical exposure 

(Section I) and then, suddenly, increased (section II) to a saturation level (section III). This type 
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of calibration curve shape is uncommon for supported cluster systems. An abrupt change in the 

slope of AES vs. χCu was not observed on metal oxides
40, 224

 and metal supports.
225

 Two linear 

segments in AES growth curves are typically expected,
154

 but not a step-like shape. AES spectra 

(Figure 62B) collected during Cu deposition does not reveal any unusual features. All peaks 

shown in Figure 62B are assigned to copper.
226

 As evident from the inset of Figure 62B, the O 

AES peak intensity decreases with increasing χCu. Similarly, the XPS spectra of Cu clusters 

collected for different χCu (Figure 63) also look normal. 

 

Figure 63. Cu 2p XPS region for different Cu exposures 

at 300 K as indicated. Ref.
39

 
 

 Therefore, neither AES nor XPS provides an explanation for the uncommon shape of the 

AES growth curve. Cu 2p XPS region for different χCu is depicted in Figure 63. As evident from 

the Cu 2p XPS peak shapes, the Cu clusters are metallic for all the Cu exposures. In contrast, 

copper oxides give rise to distinct XPS shake-up satellite peaks.
227

 Thus, the formation of CuOx 

can be ruled out. However, certain metal nanoclusters have a distinct affinity for oxide 

formation.
159
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 Several XPS studies on Cu systems indicated the difficulty in interpreting the Cu XPS  

core-level shifts. Cu 2p XPS peak shift of 1 eV (939-940 eV) is typical for supported clusters. 

However, the 2.6 eV XPS peak shift observed in the present study could be due to charging. 

Intermixing and alloy formation were also safely ruled out by considering the low adsorption 

temperatures used during Cu deposition. Unusual growth behavior of Cu on silica was reported 

earlier in a study concerning the TDS of Cu on silica.
213

 Cu had a very low adsorption 

probability (SCu) on silica; whereas, the adsorption probability of Cu on Cu was equal to one.
213

 

It is therefore concluded that the step-like feature observed in the AES data (Figure 62A) is due 

to the variations in the adsorption probability of Cu on silica. The conclusion is that the silica 

support was decorated with Cu atoms for χCu < 60 min. According to previous studies, a very low 

adsorption probability (SCu = 0.2) was observed for the room-temperature deposition of copper. 

All the nucleation sites were filled (section I) prior to the growth Cu clusters (section II). At this  

instance, Cu started to adsorb on Cu islands and resulted in a sudden increase in the adsorption  

probability of Cu (S0
Cu

 = 1) and corresponding AES intensity.  

 The spectroscopic (AES and XPS) data obtained is consistent with a standard cluster 

growth of Cu on silica (nucleation → 2D/3D cluster growth → film formation). This conclusion 

is also supported by the TDS data of CO on small (Figure 64A) and large (Figure 64B) Cu 

clusters. Consistent with prior studies,
216

 the CO TDS on Cu clusters (Figure 64) reveal two TDS 

peaks at 150 and 200 K.
216

 The observed peak temperatures are close to the TDS peaks (160 and 

180 K) reported earlier.
216

  

 Different TDS peaks indicate chemically distinct adsorption sites and Cu cluster growth. 

Unfortunately, neither STM nor TDS data are available for the silica-supported Cu clusters of 

submonolayer coverage. The presence of different adsorption sites (rim, corner, and terrace sites) 
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in the nucleation regime were also expected. For example, different CO TDS peaks, independent 

of Cu exposure, were also present in the case of Cu/ZnO(0001).
154

 Thus, the CO TDS data are 

consistent with the cluster growth of copper.  

 

Figure 64. CO TDS on silica-supported Cu clusters with 

Cu exposure times (A) 2.5 min and (B) 110.5 min. CO 

was dosed with the molecular beam. Ref.
39

  

 

 CO TDS peak shifts were only observed in the case of large clusters. This is expected for 

large Cu clusters because they lead to high coverages of CO that cause the repulsive lateral  



 

127 

interactions, which decrease the binding energies. In fact, the integrated CO TDS peak areas for 

large clusters were about a factor of 3 greater than the small clusters (Figure 64). Therefore, 

different sections of the AES growth curve (Figure 62A) were assigned different stages of the Cu 

cluster growth: section I to the nucleation regime, section II to the cluster growth regime, and 

section III to the formation of a film that consists of large 3D clusters. Accordingly, 60 min of 

Cu deposition (χCu = 60 min) was considered equivalent to one monolayer (ΘCu = 1 ML) of 

copper, i.e., the nucleation phase of the Cu growth was completed and SCu → 1. Accordingly, a 

Cu coverage scale was added to Figure 62A (upper scale). Cu coverage estimation will be further 

explained.  

 As per prior studies
220

 concerning the adsorption of Cu on silica, the change from low 

(S0
Cu

 ∼ 0.35) to high (S0
Cu

 ∼ 1.0) adsorption probabilities of Cu correspond to a Cu coverage of 

∼ 7.8x10
15

 Cu atoms/cm
2
. It is therefore concluded that the step feature in Figure 62A 

corresponds to 1 ML Cu = ΘCu ∼ 7.8x10
15

 atoms/cm
2
. S0

Cu
 is assumed to remain constant at 0.35 

until the coverage corresponding to Δt = 60 min is reached. The Cu flux (F) is given by the 

following equation: 

F = Θ/ (S0
Cu

 Δt) (30)  

Flux (F) =  6.2x10
12

 Cu atoms/cm
2
 s. The estimated Cu flux is consistent with prior studies

213, 215, 

220
 that used a similar Cu metal doser. However, some studies

213, 215
 estimated S0

Cu
 to be 0.2 that 

would result in a Cu flux of 1.1x10
13

 Cu atoms/cm
2
 s. The Cu flux was constant, but beyond the 

step feature, S0
Cu

 ∼ 1.0. Therefore, the Cu coverage corresponding to χCu = 120 min is estimated 

to be ∼ 4.0 ML according to the following equation. 

Θ = (F x S0
Cu

 x Δt) + 1 (31) 

where F = 6.2x10
12

 Cu atoms/cm
2
 s, S0

Cu
 = 1.0 and Δt = 60 min. No carbon was detected by  



 

128 

AES/XPS after dosing CO on silica-supported Cu clusters, indicating the molecular adsorption/ 

desorption of CO.
228

 

4.1.3.3. Typical adsorption transients  

 The adsorption dynamics of CO on silica-supported Cu clusters was characterized by 

collecting adsorption transients with molecular beam scattering.
229

  Typical adsorption transients 

of CO on silica, partially reduced silica, and silica-supported Cu clusters (χCu = 60 min, i.e., 

1ML) is depicted in Figure 65. CO pressure, as a function of CO exposure time (t), is depicted.  

 

Figure 65. King and Wells up-take curves of CO on bare 

supports and Cu/silica (χCu = 60 min). Ref.
39

 
  

 As evident from the figure, CO adsorbed on silica-supported Cu clusters but not on clean 

supports. The beam flag was opened at t = 0 s to start dosing CO onto the surface of the sample. 

A step-like function was observed in the adsorption transient of CO that were collected on clean 

supports.  However, in the case of model catalyst, the CO pressure initially increased at t = 0 and 

then gradually increased until the saturation level was reached. The pressure increase was 

delayed due to the adsorption of CO on the catalyst surface. After filling all the adsorption sites 

available, all CO molecules were backscattered. Thermal desorption and condensation of CO 
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were neglected at the chosen sample temperature (∼ 90 K). The data is depicted such that the 

adsorption transient corresponded to 1-S, with S being the coverage (time) dependent adsorption 

probability. Therefore, the initial adsorption probability (S0) could be directly read from the 

transients at t = 0. The area which is above the transient and below the saturation level 

corresponded to the total number of adsorbed CO molecules. Therefore, it is evident that the CO 

coverage on the clean supports is very small/negligible, since the adsorption transient is a step-

like function. This conclusion is consistent with a prior study
215

 that used different measuring 

techniques. Coverage dependent adsorption probability, S(Θ),  was obtained by integrating the 

adsorption transient. The coverage of CO obtained at the lowest surface temperature is typically 

considered to be one monolayer, and that is used to calibrate the saturation coverage at higher 

surface temperatures.  

4.1.3.4. Initial adsorption probabilities of CO: Cluster size effect 

 Initial adsorption probability (S0) of CO, as a function of χCu, for constant surface 

temperature (Ts), and CO impact energy (Ei) is depicted in Figure 66.  

 

Figure 66. S0 of CO on Cu/silica as a function of Cu 

exposure. Ref.
39
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 S0 initially increased linearly and then leveled out at S0 = 0.6 for χCu ∼ 20 min (0.33 ML). 

This is typically observed for supported cluster systems. This result can be explained by the  

so-called capture zone model (CZM).
160

 CZM was introduced early on by Boudart et al.
160

  and 

was also used by others
154, 230

 to account for such kinetic effects. Molecular beam scattering 

experiments were conducted at a surface temperature (Ts = 90 K) that favors only negligible 

coverage of CO on the clean support (cf., Figure 65). However, even in such a case, the probe 

molecules (CO) have a life time long enough to diffuse from the support to the metal clusters. 

CZM is used to explain the catalytic activities of various supported cluster systems.
154, 231-232

 

CZM takes the effect of the supported clusters into account and provides information about the  

precursor lifetime. Accordingly, several adsorption/desorption pathways were considered: (1) 

direct adsorption of probe molecules on the support or the metal deposits, (2) thermal desorption 

of probe molecules from the deposits or the support, (3) trapping of the adsorbates on the 

deposits and subsequent diffusion to the support (spillover), and (4) trapping of the adsorbates on 

the support and subsequent diffusion to the deposits (inverse spillover). The desorption pathway 

can be neglected due to low surface temperatures used (Ts < 100 K, cf., Figure 64). The inverse 

spillover path way was mostly expected because the coverage of Cu was small.   

 The size of the capture zone around a metal cluster is given by the ratio of the surface 

residence time of adsorbates to their characteristic diffusion time. In the case of a cluster 

ensemble, the capture zones of different clusters overlap with each other. The size of the capture 

zone decreases with increasing surface temperature.  

 Initial adsorption probability (S0) of CO, as a function of Cu exposure time, is depicted in 

Figure 66. The S0 of CO initially increased with Cu coverage. This is due to an increase in the 

total capture zones formed around all Cu clusters. After reaching a critical coverage, the capture 
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zones of different Cu clusters overlapped with each other and caused no further increase in S0, 

i.e., reactivity. As evident from Figure 66, a model catalyst with χCu = 10 min (0.17 ML) has 

nearly the same reactivity towards CO adsorption as the one consisting of large 3D Cu clusters. 

However, the steps observed in Figure 62A and Figure 66 do not coincide. The step-like feature 

in Figure 62A is related to the variations in the adsorption probabilities of Cu on Cu/silica. The 

step-like feature in Figure 66 is related to the kinetics effect caused by the diffusion and inverse 

spillover of CO molecules.  

 In contrast to the CZM, a small but decreasing trend in S0 is observed for large Cu 

exposures (see the solid line in Figure 66). This might be due to a dynamics effect caused by the 

variations in gas-surface energy transfer processes that depend on the morphology of Cu layer. 

According to the AES data presented in Figure 62A, dispersed clusters for χCu > 50 min (0.83 

ML) and a thick film of copper for χCu > 90 min (2.5 ML) formed. The thick Cu film is typically 

smoother (less corrugated) than dispersed clusters. Considering a simple hard sphere model, an  

efficient gas-surface transfer (higher S0) is expected for a corrugated surface, when compared to 

a less corrugated surface (lower S0).
233

 This could possibly explain the decreasing trend observed 

in S0 (Figure 66).  

 S0 vs. Cu exposure time curves (“growth curves”, Figure 66) were also obtained for other 

supported cluster systems. However, the shape of growth curve obtained for Au/silica system 

was different from the one obtained for Cu/silica.
40, 153, 208

  In the case of Au/silica, the reactivity 

of the clusters dramatically changed with their size, resulting in more complex growth curves. 

Thus, the growth curves would reflect the differences in cluster growth morphologies and 

reactivity trends. 
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4.1.3.5. Initial adsorption probabilities of CO: Temperature effect 

 In the case of nonactivated adsorption of CO, the initial adsorption probability (S0) of CO 

would  be unaffected with the changes in surface temperature (Ts).
225

 However, the capture zones 

surrounding the Cu clusters generate the temperature dependence of S0.  Both the surface 

residence time and diffusion time decrease with an increase in Ts. Therefore, even for 

nonactivated molecular adsorption, an increase in Ts reduces the size of the capture zones and 

leads to a decrease in S0. This is indeed observed from the data depicted in Figure 67. S0 vs. Ts 

curves at constant Ei and parametric in Cu deposition time are depicted .  

 

Figure 67. S0 of CO as a function of surface temperature, 

Ts for different Cu exposures. Impact energy of CO, Ei 

was kept constant. Ref.
39

 

 

 S0 of CO decreases (for constant χCu) with Ts due to the decrease in the size of the capture 

zone.  As described earlier, cluster size effects are evident while varying χCu. S0 initially 

increases with an increase in χCu [see curves for 2.5 min (0.04 ML) and 60.5 min (1 ML) 

deposition time]. This is attributed to an increase in the capture zone that results from increased 

dispersion and increased number of Cu clusters. A small but decreased trend in S0 is observed for 
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large Cu coverages [see curves for 60.5 min (1 ML) and 110.5 min (3.7 ML) Cu deposition 

time]. As discussed earlier, this trend is attributed to a dynamic effect caused by variations in Cu 

cluster morphology.  

4.1.3.6. Initial adsorption probabilities of CO: Impact energy effect  

 The impact energy (Ei) dependence of S0 at low Ts is depicted in Figure 68 for different  

Cu deposition times. Two independent measurements conducted on two different samples that 

have the same coverage [χCu = 110.5 min (3.7 ML)] are depicted. However, a different Cu doser 

was used for the second sample. The data of these two measurements match perfectly. The 

corresponding single crystal [Cu(111)]
234

 data is also depicted.  

 The decrease in S0 with Ei is clearly evident. This is typical for nonactivated molecular 

adsorption of CO.
235

 In simple terms, the gas-surface energy transfer is not efficient in the case 

of probe molecules with large Ei due to their short interaction times with the surface. Therefore, 

S0 decreases with an increase in Ei.    

 

Figure 68. S0 of CO on Cu/silica as a function of impact 

energy for different Cu exposures
39

 and Cu(111).
234

 The 

surface temperature, Ts was kept constant. 
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  At constant Ei, the observed changes in S0 for clusters with different χCu are within (or 

close to) the experimental uncertainties. However, larger effects are observed for other 

supports.
154

 At low Ei (slow-moving CO), similar S0 values are obtained for clusters with 

different χCu because the gas-surface energy transfer details are not important in gas-surface 

interaction. At large Ei (fast-moving CO) , the differences in S0 are larger because the details of 

the gas-surface energy transfer processes become crucial in determining the fate (adsorption vs. 

desorption) of CO molecules. The variation in S0 for clusters with different χCu at Ei = 0.85 eV 

were due to the cluster size effects. S0 initially increases with χCu due to an increase in the 

number and size of Cu clusters. This results in an increase of the total capture zone and S0. 

However, S0 decreases with the formation of a thick Cu film. This is attributed to the smoothness 

of Cu film. The conclusion is further supported by a close match between the S0(Ei) values 

obtained for clusters with large χCu and Cu(111) single crystal.
234

  

4.1.3.7. Coverage dependence of CO adsorption probabilities 

 Examples for the CO coverage dependent adsorption probabilities, S(Θ), are given in 

Figure 69. S(Θ) vs. Ei curves (at low Ts) for small (Figure 69A) and large (Figure 69B) χCu are 

depicted. The capture zone model (CZM) assumes the trapping of adsorbates on the surface and 

subsequent diffusion to the clusters, i.e., the CZM is a special case of precursor mediated 

adsorption. Therefore, Kisliuk-like shapes of S(Θ) curves were expected and are indeed seen 

here (Figure 69). The molecules are initially trapped in an extrinsic/intrinsic precursor state. 

Therefore, S(Θ) remains constant until the CO coverage reaches a saturation level, after which it 

drops to zero. S0 = S(Θ → 0) scales with Ei, Ts, and χCu, as already described.  

 A kinetic model for methanol synthesis was presented in prior studies based on the 

reaction mechanisms deduced from Cu single crystal studies.
28

 Therefore, it is necessary to 
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compare different model catalysts.
28

 A single molecular beam scattering study concerning the 

CO adsorption on Cu model catalyst [Cu/ZnO(0001)] was available.
154

 Molecular beam 

scattering of CO2 on Cu/ZnO(0001), a traditional methanol synthesis model system, was also 

investigated.
109

 Other metal and support combinations were also investigated and were reviewed 

in refs.
21, 236-239

 S0 of CO on Cu/silica was slightly larger (ΔS0 ∼ 0.1) than on Cu/ZnO(0001)
224

 

for  large Ei of CO. Higher S0 values are a prerequisite for  high catalytic activity in surface 

reactions. Cu/ZnO(0001) was significantly more reactive (S0   0.1) than Cu/silica for small Ei. 

 

Figure 69. S(Θ) curves of CO on Cu/silica for  

(A) small (2.5 min) and (B) large (110.5 min) Cu 

coverages. The impact energy (Ei) of CO was varied as 

indicated. Ref.
39
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4.1.4. Summary 

 The adsorption of CO on silica-supported Cu clusters was studied using spectroscopic 

(Auger electron spectroscopy and x-ray photoelectron spectroscopy), kinetic (Thermal 

desorption spectroscopy), and dynamics (Molecular beam scattering) techniques. Morphology 

characterization of the system was available from prior studies.
8, 213, 215-216

 In agreement with 

prior studies, the AES, XPS, and TDS data obtained for Cu/silica indicates three stages in the 

AES growth curve of Cu clusters: nucleation of Cu clusters on silica for short time Cu 

deposition, formation of 3D clusters (cluster growth regime), and  thick film formation for long 

time Cu deposition. The beam scattering data indicates smooth surface morphology of Cu films. 

The unusual growth dynamics of Cu on silica is explained by coverage-dependent adsorption 

probabilities of Cu. XPS data confirms the metallic state of Cu clusters at UHV conditions.  

 The adsorption dynamics of CO on Cu/silica was modeled within the framework of 

capture zone model (CZM). Accordingly, the CO molecules that adsorbed on the silica support 

subsequently diffuse to the Cu clusters, the high-binding energy sites. Thus, the CZM is a 

precursor model consistent with the Kisliuk-like shaped coverage dependent adsorption 

probability, S(Θ) curves of CO observed in the present study. The capture zone’s size decreases 

with surface temperature, Ts, explaining the observed decrease in initial adsorption probability 

(S0) with Ts. Similarly, the total area of the capture zone increases with an increase in the number 

and size of Cu clusters, explaining the observed  increase in S0 with Cu deposition time. S0 of CO 

on Cu clusters with large Cu deposition time, χCu approached a value that was obtained in prior 

studies on Cu(111), indicating the formation of less corrugated Cu films. S0 decreased with 

impact energy, Ei, indicating the molecular and nonactivated adsorption of CO on Cu/silica. 
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4.2. CO Adsorption Dynamics on Silica-supported Cu & Au Clusters: Cluster Size Effects 

 

 An introduction to the significance of catalytically active sites in heterogeneous catalysis 

is presented first, followed by the fabrication of silica-supported Au and Cu clusters. A combined 

results and discussion section is presented next. A summary of the experimental results obtained 

in this study is given at the end. 

4.2.1. Introduction 

 The idea that different adsorption sites exist on surfaces dates back at least as far as 

Irving Langmuir. The concept of catalytically active sites was first introduced in heterogeneous 

catalysis by Taylor in 1925.
240

 The concept of active sites is still being used in the modern era of 

surface science, catalysis, and nanoscience.
102-103, 241-242

 A recent example of the ‘active site’ 

concept is the correlation of active edge sites on MoSx nanocatalysts with the catalytic activity 

towards hydrodesulfurization
93

 and electrochemical hydrogen evolution.
146

 Despite a growing 

number of studies on the nanogold system,
49, 102-103, 207

 only a few studies investigating the effect 

of supported nano-clusters on the adsorption dynamics are available.
243-246

 The adsorption of gas-

phase species is the first step in gas/solid heterogeneous catalysis. Therefore, the adsorption 

dynamics can affect the reaction mechanisms. Initial adsorption probability (S0) measurements 

are useful to quantify  the number of active sites on a catalyst surface.  

 The adsorption of CO is the first step in converting CO to CO2, which is an important 

prototype reaction. Both the gold [Au/TiO2(110)] and copper [Cu(110)] systems exhibited low 

temperature activity for CO oxidation.
246-247

 However, distinct cluster size effects for supported 

gold clusters are very well-known.
49

 The atomistic details of these cluster size effects and the 

unique catalytic activity of gold are still being debated.
9, 55, 243, 248-251

 In contrast to the standard 

adsorption dynamics on Cu/silica, CO exhibited unusual adsorption dynamics on Au/silica. The 
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unusual reactivity of Au clusters was attributed to the role of defect sites. Molecular beam 

scattering technique was used to measure S0 of CO on silica-supported Au and Cu clusters. The 

data for silica-supported gold clusters were recently presented.
40

 A direct comparison of the 

adsorption dynamics data obtained on silica-supported Au and Cu clusters provide clear evidence 

for the presence of active sites on a catalyst surface.  

4.2.2. Sample fabrication 

 Silica-supported Au
40

 and Cu clusters
39

 were made by physical vapor deposition process.  

4.2.3. Results and discussion 

 The beam scattering data shown here were collected at an adsorption temperature of  

negligible CO uptake on the silica supports.
153-154

  

4.2.3.1. Cluster growth mode 

 The cluster growth mode for gold
252-254

 and copper
8, 213-217, 255-256

 on silica were very 

similar. The cluster growth mode involved three stages: nucleation, growth, and film formation. 

This growth mode is also confirmed by AES, XPS, and SEM data collected on silica-supported 

Au clusters.
40

 The labels ‘nucleation phase,’ ‘growth phase,’ etc., in Figure 70, are based on the  

AES data
39

 and the reference data from prior studies. The formation of very small clusters    

(0.1–0.3 nm) for low coverage and a continuous copper grain (~ 20 nm) structure for high 

coverage were reported for silica-supported Cu clusters.
8, 216

 Similarly, the formation of sub-10 

nm Au clusters was also reported for Au/silica model catalysts.
40

  

 CO typically adsorbs on rim, edge, and the terrace sites of supported nanoclusters. 

However, in contrast to Cu and other systems, the large Au clusters are catalytically inactive.  

Terrace sites are dominant when compared to rim sites in the case of large Au clusters. CO does 

not adsorb on the terrace sites of Au. As an example, the total coverage of CO on small Au 
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clusters was found to be large when compared to large clusters.
250

 The number of adsorption 

sites on a catalyst surface can be determined using initial adsorption probability (S0) 

measurements. 

 

Figure 70. S0 of CO as a function of metal deposition 

time for (A) Cu/silica
39

 and (B) Au/silica
40

 (Ts ~ 90 K 

and Ei = 0.39 eV). The growth mode was determined by 

AES in comparison with the literature.  
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4.2.3.2. Copper clusters 

 Initial adsorption probability (S0) is depicted as a function of cluster deposition time (Ŧ) 

for silica-supported copper (Figure 70A) and gold (Figure 70B) clusters. The S0(Ŧ) curves 

obtained for the Au and Cu systems were different. S0(Ŧ) curve for Au clusters showed a peak 

maximum at Ŧ = 10 s; whereas, it appeared like a smooth step-like function for Cu clusters. The 

observed shape of S0(Ŧ) for copper was predicted by the CZM. However, the S0(Ŧ) data obtained 

for Au was unusual. The initial increase in S0, as a function of Cu coverage (Figure 70A), was 

predicted by the CZM. Accordingly, S0 initially increased with Cu coverage in the nucleation 

regime due to an increase in the total capture zone formed around all Cu clusters. Assuming the 

size independent catalytic activity of Cu clusters however, once the coverage and dispersion of 

clusters became large enough, the individual capture zones overlapped with no further increase 

in S0 with Ŧ. As described earlier, the initial increase in S0 is a kinetics effect. The S0 value 

obtained for large Cu coverages is very close to that obtained on Cu single crystals.
257

 

4.2.3.3. Gold clusters 

 As evident from Figure 70B, the density of Au clusters increased rapidly for Ŧ < 10 s 

during the nucleation phase. Therefore, S0 of CO initially increased with Ŧ due to an increase in 

the number of catalytically active sites (similar to Cu clusters). This effect was in contrast to the 

site blocking effects observed for CO adsorption on Ir(110).
235

 In this case, S0 decreased linearly 

with an increase in O precoverage due to the blocking of catalytically active sites. In the present 

case, S0 initially increased due to the formation of active sites during Au cluster deposition. 

However, the Au cluster size further increased (growth regime) with Ŧ after the nucleation 

regime. The cluster density remained essentially constant.
253-254

 This resulted in a decrease in the 

relative fraction of low-coordinated Au sites, which can also be theoretically proved using the 
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so-called Wulf construction of clusters.
258

 Therefore, S0 of CO decreased within the cluster 

growth regime (Figure 70B) due to a decrease in the number of  low-coordinated sites. In other 

words, the large 2D Au clusters were less reactive than small ones. Interestingly, the maximum 

in S0(Ŧ) corresponded to a cluster size of ~ 2 nm (the Au cluster size was determined by 

performing statistical analysis of SEM images).
153

 Au particles of this size have been found to 

exhibit the highest catalytic activity in prior studies.
52

 However, the variations in S0 were rather 

small. Obviously, the catalytic activity of gold is not governed by adsorption dynamics alone, but 

several other factors such as electronic, structural, and support effects. 

4.2.4. Summary 

 Supersonic molecular beam scattering was used to determine the adsorption probabilities 

of CO on silica-supported Cu and Au clusters. The variation in S0(Ŧ) observed for these clusters 

nicely reflects the variation in the density of catalytically active sites. Nano Au clusters exhibit 

unusual adsorption dynamics for CO. Unlike the weak cluster effects observed  for Cu/silica 

system, the Au/silica system exhibits clear cluster size effects on CO adsorption. dynamics.  

4.3. Adsorption Dynamics of CO on EBL-fabricated Silica-supported CuOx Clusters 

 An introduction to the EBL fabricated silica-supported Cu clusters and their significance 

in studying the cluster size effects on catalytic activity is presented first, followed by the sample 

fabrication, cleaning, and characterization. A combined results and discussion section is 

presented next. A summary of the experimental results obtained in this study is given at the end. 

 4.3.1. Introduction 

 The introduction includes the motivation for using EBL-fabricated Cu clusters for 

studying the cluster size effects in catalysis and a brief literature survey about copper-containing 

catalysts and CO adsorption on supported Cu catalysts.  
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 4.3.1.1. Motivation  

 The use of nanoparticles for promoting catalytic processes is a fast growing field. The 

influence of clusters' sizes, shapes, rims, and the chemical compositions on the 

chemical/catalytic activity of metal clusters are currently being investigated.
16

 Electron beam 

lithography (EBL) could be used to nanofabricate the so-called model nanoarray catalysts,
40, 46, 

259-261
 i.e., nearly monodisperse cluster samples with a predetermined pattern on a substrate. EBL 

could be used to nanofabricate the clusters with predetermined size, shapes and height. This 

avoids the time consuming morphological characterization of the samples. However, the EBL 

samples used in the current project were analyzed by SEM. In addition, AES and XPS were used 

to characterize the cleanliness and chemical state of the samples. Although the smallest size of 

the clusters that can be made covering a macroscopic surface is still technically limited, the 

cluster size effects can be studied in a unique way by utilizing EBL. Silica is conventionally used 

as a support for  nanostructures. In addition, SiO2 supported catalysts have practical applications 

in methanol steam reforming
262

 and hydrogenation reactions.
263

 In the present study, the cleaning 

cycles used for Cu EBL samples also oxidized the Cu clusters to form CuO and Cu2O moieties. 

However, AES and XPS were used to characterize different Cu oxides both before and after each 

kinetics/dynamics experiment. This made it possible to compare the chemical activities of Cu 

and CuOx clusters. The electronic structure of clusters may affect kinetics and dynamics 

properties, as reported in prior studies.
264-265

 Owing to the abundance and low cost of copper, it 

has been used extensively for catalytic applications, such as methanol synthesis,
28, 210

 low-

temperature CO oxidation,
266

 water-gas shift reaction,
267

 and water splitting under visible light 

irradiation.
268

 Cu is also being used for several applications in materials science, such as solar 

cells
269

 and high-temperature superconductors.
270

 In the current study,  CO is used as a probe 
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molecule due to its relevance for a number of catalytic processes. CO is also a standard surface 

science probe molecule. The adsorption dynamics of CO was characterized using molecular 

beam scattering technique. Utilizing beam scattering techniques is advantageous to study EBL 

samples that typically have small clusters with a large dispersion (small total coverage) because  

the molecular beam can directly be focused onto the surface while keeping the background 

pressure low. 

4.3.1.2. Brief literature survey  

 Copper-containing catalysts are useful for a variety of chemical reactions. Supported 

copper nanoclusters, in particular, have been widely used in heterogeneous catalysis. The copper 

cluster literature is dominated by studies that focused on Cu nanoparticle powders that were 

synthesized by wet-chemical/electrochemical methods.
219, 271-273

 Most of the investigations on 

these powder samples focused on surface reactions. Several techniques such as infrared 

spectroscopy (IR), XRD, XPS, and SEM, were used to characterize the supported powder 

systems. Despite the importance of Cu catalysts, very few UHV kinetics/dynamics studies 

concerning the adsorption of  small molecules on Cu system are available. The Blyholder model 

for CO adsorption on metal surfaces has to be modified for metal oxides.
274

 As evident from the 

TDS data, the differences in the electronic structure lead to larger binding energies of CO on 

Cu2O(100).
275

 According to prior studies, CO adsorbed/desorbed molecularly on Cu metal oxide 

single crystals, indicating no CO2 formation.
275

 However, CO was oxidized to CO2 on silica-

supported Cu2O nanoparticles,
272

 as well as Cu single crystals.
247

  

 The so-called capture zone model (CZM) is considered to explain the dependence of S0 

on cluster size of the nanoparticles. In certain cases, depending on binding energies, the size of 

the capture zone can be  significant even at high surface temperatures.
154, 160, 230

 Prior studies 
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concerning the adsorption dynamics of CO and CO2 on Cu/ZnO and Cu single crystals are 

known.
154, 225, 276-277

 However, surface chemistry studies of CuOx cluster systems, the molecular 

beam scattering
154

 in particular, are rare. In addition, very few studies have utilized EBL 

technique for the fabrication of model catalysts.
40, 46, 259-261

 

4.3.2. Sample fabrication and cleaning 

 The details of sample fabrication will be presented first, followed by the sample cleaning 

procedures and Cu cluster oxidation/reduction procedures.  

4.3.2.1. Sample fabrication  

 The Cu nanoclusters were fabricated by EBL at Molecular Foundry (Lawrence Berkeley 

National Laboratory). The nanofabrication procedures of the EBL cluster samples is described 

elsewhere.
40

 Cu cluster samples with ds = 12 nm and dl = 63 nm diameter were fabricated with a 

lattice constant of as = 100 nm and al = 150 nm, respectively. A Cu layer of thickness, h = 5 ± 2 

nm was used in the fabrication process and a 5x5 mm area on a 10x10 mm silica support was 

covered with the clusters.  

4.3.2.2. Sample cleaning  

 As discussed in the pioneering works of Somorjai and Kasemo on EBL samples,
259-260

 the 

cleaning of EBL samples without changing the morphology and/or the chemical composition is a 

challenging task. In the present study, the 12 and 63 nm Cu/SiO2 model nanoarray catalysts were 

annealed in a flux of atomic hydrogen [p(H2) = 7x10−
8
 mbar, Ts = 480 K] generated by a  

thermal hydrogen doser (Tectra) to remove impurities, following the procedures used in our prior 

projects.
40, 153

 Atomic hydrogen annealing removed the surface carbon as judged by AES. In 

some cases, sulfur impurities were also present and the atomic hydrogen annealing was not 

efficient in removing S. Therefore, the samples were annealed in molecular oxygen             
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[p(O2) = 2x 10−
5
 mbar, Ts = 500 K] to remove S. However, molecular oxygen annealing also 

oxidized the Cu nanoclusters. 

4.3.2.3. Reduction of copper oxide  

  In the present study, the metallic and oxidic-like Cu clusters were considered. The CuOx 

was reduced to Cu by annealing the CuOx/SiO2 sample in molecular hydrogen [p(H2) = 5x10−
5
 

mbar, 420 K]. The chemical state of Cu nanoclusters was monitored by XPS throughout the 

project. The presence/absence of oxide satellite features indicate CuOx/Cu chemical state of Cu 

nanoclusters. The Cu nanoclusters were found to be very stable at UHV conditions, as confirmed 

by the reproducible AES, XPS, and molecular beam scattering data. The EBL samples were 

never annealed above 500 K, well below the Tammann temperature of Cu (678 K)
278

 in order to 

avoid the sintering of Cu clusters. Sintering effects were observed in one of our prior studies on 

Au EBL samples.
208

 In the prior study, when annealed above 600 K, the Au clusters sintered and 

reduced the adsorption probability of CO. However, the sintering effects were not observed for 

the Cu EBL samples due to the low temperatures used for cleaning and measurements. 

4.3.3. Results and discussion 

 The morphological characterization of EBL-fabricated silica-supported Cu clusters will 

be presented first, followed by a spectroscopic characterization of the chemical state of Cu 

clusters. Adsorption kinetics and dynamics of CO on Cu EBL samples will be presented next.  

4.3.3.1. Sample morphology  

 The sample morphology was studied by SEM. SEM images were collected using Zeiss 

Ultra 60 field-emission SEM that has a nominal resolution of ∼1.2 nm at an acceleration voltage 

of 20 keV. The SEM image of 12 nm Cu clusters is shown in Figure 71A. The particle size  

distributions for 12 and 63 nm Cu cluster samples are shown in Figures 71 B and C respectively.  
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Figure 71. (A) SEM image of 12 nm Cu EBL sample 

and particle size distributions for (B) 12 nm and (C) 63 

nm Cu cluster samples. The inset of A shows a close-up 

SEM image of a single Cu cluster. Ref.
48
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 As evident from Figure 71A, the clusters had a predetermined square pattern and were 

separated by as = 100 nm. The inset of Figure 71A shows an enlarged image of a single Cu 

cluster. The SEM image did not reflect the actual shape of the cluster and appeared rather like a 

structureless spot. This might be due to the resolution/contrast limits of scanning electron 

microscope. 

 Figures 71B and C depict the size distribution of Cu clusters obtained (using the software 

tool Pixcavator) by analyzing an area of  1.4x1 μm section. Accordingly, the most probable 

diameter (cluster size) for the small (s) and large (l) clusters amounted to ds = 11.9 ± 0.3 nm and 

dl = 63 ± 2 nm, respectively, with a lattice constant of as = 100 ± 1 nm and al = 150 ± 4 nm. A 

very narrow cluster size distribution was observed for EBL samples, e.g., 0.3/11.9 ≈ 2.5% using 

the full width at half maximum of the Gaussian fit shown in Figure 71B.  

 Assuming the circular shape for Cu clusters, the calculated Cu coverage (ratio of Cu area  

to support area, = 
 

 
 πd

2
/a

2
 amounted to 0.011 ML and 0.139 ML for the small (12 nm) and  large 

(63 nm) clusters, respectively. The Cu coverage for large clusters was by a factor of 12.6 ± 1.0 

larger than the small clusters. It is important to note that the uncertainties in the theoretical  

predictions are related to the cluster size variations. Thus, if the adsorption dynamics is 

dominated by terrace sites, the saturation coverage of CO, Θsat, for large clusters should also be a 

factor of 12.6 ± 1.0 larger than the small clusters. Relative Θsat can be determined using the beam 

scattering data and will be explained later in the discussion. However, the total rim length was 

given by ρAπd, where A is the total area covered by Cu clusters and ρ is the cluster density 

(particles per area). Therefore, the ratio (large/small clusters) of the rim lengths amounted to 

dlρl/dsρs = 2.3 ± 0.4. Thus, if the rim effects dominate the adsorption dynamics, the Θsat for 63 

nm clusters should also be a factor of 2.3 ± 0.4 larger than the 12 nm clusters. (The assumption is  
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that the rim length and surface area of Cu clusters are proportional to the number of adsorption 

sites and that the rim is a 1-D structure.) The former assumption was trivial. The latter was a 

good assumption considering the small aspect ratio of the clusters. The cluster density (=1/a
2
) 

decreased from ρs = 1×10−
4
/nm

2
 to ρl = 4× 10−

5
/nm

2
 when comparing the 12 nm vs. 63 nm cluster 

samples. If CO adsorbed on both the rim and terrace sites, then Θsat should increase by a factor of 

6 ± 0.8 when comparing the 12 nm vs. 63 nm cluster samples. In order to do such estimation, a 

2D rim with a height of h = 5 nm  was considered. This assumption might have overestimated 

the area of rim sites. The total area of terrace and rim sites was given by πAρd(
 

 
d + h). Similarly, 

the calculated ratio of the rim area to  cluster size (= 4h/d)  is 1.66 and 0.32 for 12 and 63 nm 

clusters, respectively. Therefore, the special properties of rim adsorption sites (if present) should 

be most distinct for the small Cu clusters. It is more advantageous to use EBL samples for model 

studies because such estimates are possible without very time-consuming characterization, e.g. 

STM.  

4.3.3.2. Spectroscopic characterization of the chemical state of the Cu clusters 

  AES and XPS are used to characterize the chemical state of Cu clusters. Spectroscopic  

data for the 12 nm Cu cluster sample is not explicitly shown.  

4.3.3.2.1. Brief literature survey  

 A large number of XPS studies on copper systems are available. In the present study, 

XPS is only used to characterize the chemical state of catalyst before and after the reactivity tests 

with CO. Although, each of the Cu oxides has a distinct LMM AES peak position, the bulk CuO 

(powders, single crystals) is characterized by the presence of intense Cu 2p XPS shakeup 

satellites and a broad O 1s peak.
227

  In contrast, Cu2O and metallic Cu show weaker/no Cu 2p 

XPS satellites and a narrow O 1s peak.  
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 It is experimentally challenging to distinguish the oxidation state of Cu based on the 

LMM AES peak position due to the charging effects. Unfortunately, whether or not the 

inspection of LMM AES signature is required to distinguish the oxidation state of Cu is 

controversial. According to an XPS study on Cu oxides,
279

 the Cu 2p shakeup satellite peaks are 

formed due the charge transfer into 3d bands (Cu
0
 has a fully filled 3d orbital). Therefore, the 

presence of small Cu 2p satellite peaks indicates Cu2O, and their complete absence indicates Cu
0
. 

The same holds true for Cu clusters. However, the XPS peak positions of Cu
0
 also depend on 

clusters' morphology (primarily on coverage) and support. Therefore, a correct assignment of the 

Cu clusters' oxidation state based on XPS/AES peak positions is quite challenging.
221, 280

 In this 

study, the absence of XPS satellite peaks indicate nearly metallic (Cu
0
-like) Cu clusters; 

whereas, the presence of intense XPS satellite peaks indicate fully oxidized (CuO-like) Cu  

clusters.  

4.3.3.2.2. AES/XPS measurements  

 AES scans of the as received and cleaned 63 nm Cu cluster samples are depicted in 

Figure 72A.  XPS data of the cleaned sample is depicted in Figure 72B. The XPS spectra were 

referenced with respect to Si 2p XPS peak corresponding to a binding energy of 103.4 eV.  

Evidently, only the XPS peaks arising from the support and Cu clusters were present for a 

cleaned sample. The observed peak positions are consistent with the data obtained in prior 

studies
8, 213-217, 255-256

 and the reference data.
222-223

 The inset depicts the Si 2p XPS region. The 

presence of a single peak confirmed the fully oxidized state of silica support.
223

 It is important to 

note that a partially reduced silica exhibits two features in the Si 2p XPS region.
48

 Therefore, the 

cleaning procedures did not reduce the support. The cleaning procedures affected the oxidation 

state of Cu clusters. However, the support remained fully oxidized throughout the project. This is  
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an important result because silicon (Si
0
) is more reactive towards certain probe molecules than  

silica (Si
4+

), e.g., silica is inert towards hydrogen, which enables one to distinguish between 

cluster and support effects.  

 

Figure 72. AES and XPS spectra of 63 nm Cu EBL 

sample. (A) AES spectra of 63 nm Cu EBL sample.  

(B) XPS survey spectrum of the clean 63 nm Cu EBL 

sample. The inset shows the Si 2p XPS peak. Ref. 
48
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4.3.3.2.3. Oxidation state of the Cu clusters   

 The silica-supported Cu EBL samples were annealed at 500 K in oxygen [p(O2) = 2x 10−
5
 

mbar] to oxidize them to CuOx nanoclusters. The CuOx was reduced to Cu by annealing the 

CuOx/SiO2 sample at 420 K in hydrogen [p(H2) = 5x10−
5
 mbar]. The chemical state of Cu 

nanoclusters was monitored by XPS throughout the project. The presence/absence of oxide 

satellite features indicate CuOx or Cu chemical state of Cu nanoclusters.   

 Figure 73 depicts typical examples of the Cu 2p XPS region of the metallic and fully 

oxidized silica-supported 63 nm Cu clusters. Similar results were obtained for the 12 nm Cu 

clusters. These results were in good agreement with the literature (see Table 4). Thus, the nearly 

metallic, partially oxidized, and fully oxidized Cu clusters were prepared by following specific 

cleaning procedures. The oxidation-reduction of Cu clusters is reversible at UHV conditions as 

evident from Figure 73. The Cu cluster oxidation/reduction was reversible, as supported by the 

AES/XPS. 

 

Figure 73. Cu 2p XPS data for the metallic (Cu) and 

fully oxidized (CuO) 63 nm Cu EBL sample. Ref.
48
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Table 4. Cu 2p3/2 XPS line positions for Cu and Cu oxides.
a
 Ref.

48
  

 This wok Other studies System ref 

Cu 932.7 932.8 Single crystal 
279

 

  933.1-932.7 Cu/Zr 
221

 

  932.6 Metallic Cu 
227

 

Cu2O 932.8 932.6 Single crystal 
279

 

  932.3 Thin films 
281

 

  933.0-932.4 Cu2O/SiO2 
221

 

  932.4 Nanocrystals 
282

 

  932.4 Powder 
227

 

CuO 934 933.8 Single crystal 
279

 

  933.9 Thin films 
281

 

  935.5-933.8 CuO/SiO2 
221

 

  933.5 Nanocrystals 
282

 

  933.6 Powder 
227

 

a
The Cu2O data refers to 12 nm Cu clusters sample, and the rest of the data is for 63 nm Cu sample. 

 

4.3.3.3. Kinetics 

 Figure 74 summarizes CO TDS data on 63 nm Cu EBL samples for metallic (panel A) 

and fully oxidized (panel B) Cu clusters. CO gas was dosed with the molecular beam (the 

intensities are given in arbitrary units). A heating rate of 1.7 K/s was used for TDS experiments.  

In the case of metallic clusters (Figure 74A), a very broad TDS peak appeared. This peak shifted 

slightly to low temperatures with an increase in CO exposure. TDS signals were weak and noisy 

due to the small overall Cu coverage. 
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Figure 74. CO TDS on silica-supported 63 nm Cu 

clusters that are (A) metallic and (B) oxidic. CO gas 

was dosed with the molecular beam. Ref.
48

 
 

 Distinct adsorption sites, repulsive interactions, or a combination of both might cause the  

observed TDS peak width and shift. The lateral interactions of CO were ruled out because the 

total coverage of CO was small, even on the large Cu clusters. However, the small clusters have 

a large rim-to-surface area ratio. This further supported our conclusion that the presence of 

different adsorption sites caused the peak broadening. By assuming a pre-exponential of 

1x10
13

/s, the binding energies of CO were calculated using the Redhead equation. TDS peak 

positions and binding energies of CO  are given in Table 5.  
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Table 5. Binding energies of CO on Cu and CuO clusters (EBL) as compared to literature 

values.
a
 Ref.

48
 

 
 Tpeak (K) Ed (kJ/mol) system ref 

Cu
0
 203 49.4 Cu(311) 

283
 

 430 107.5   

  58.6 Cu(110) 
284

 

  54.3 Cu(111) 
285

 

CuO 132-143 33.6-36.5 63 nm EBL clusters This work 

 (α) peak 50.2 63 nm EBL clusters This work 

 (β) peak 31.7   

a
The uncertainty is temperature calibration amounts to ± 5K, which results in an uncertainty of ± 1.3 

kJ/mol in binding energies. 

 

 The TDS peak width was similar to the data collected in our prior study on Cu PVD 

clusters.
39, 154

 However, the TDS peak appeared at significantly lower temperature. This might be 

due to the morphological differences of the clusters' structure and/or electronic properties. 

Similar deviations were also observed when comparing the TDS data collected on Au PVD and 

Au EBL cluster systems.
40

 As mentioned in prior studies,
154

 a definite assignment of TDS peaks 

to certain crystallographic phases is rarely possible. CO TDS data on oxidic Cu clusters is 

depicted in Figure 74B. As evident from the figure, two very broad TDS peaks, consisting of two 

structures (α and β), were present. There were no adsorption kinetics studies of CO on CuOx 

clusters. However, the CO TDS data collected on single crystals of TiO2 and ZnO also contained 

two TDS peaks.
286-287

 It is typical to assign different TDS peaks to different types of adsorption 

sites, e.g., the high temperature (larger binding energy) feature may correspond to defect sites 

(rim sites, edges, etc.); whereas, the low temperature peak corresponded to pristine (terrace) 

sites. Similarly, the binding energies of CO on O and Cu sites of the oxidic clusters would also 

be different. In the case of iron oxide clusters,
159, 288

 different CO TDS features were assigned to 
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different Fe oxides. In the present study, the presence of different Cu oxides was ruled out by the 

XPS results. It is important to note that no CO2 formation was observed in TDS and molecular 

beam scattering studies of CO.   

4.3.3.4. Adsorption dynamics  

 Figures 75−79 summarize the results of molecular beam scattering of CO on silica-

supported Cu EBL cluster samples in comparison with blind experiments on the clean supports 

and Cu PVD cluster data.
39

 Data for Cu-like and CuO-like EBL clusters are shown. 

4.3.3.4.1. Brief literature survey  

 Several reviews concerning the molecular beam scattering experiments on model 

catalysts are available in the literature. The PVD deposition of Cu on silica was studied before 

using spectroscopic and kinetic techniques.
28, 209-210

 Cu PVD clusters' morphology was 

characterized using STM.
8, 213, 215-216

 The data indicated that the growth of Cu PVD clusters 

consisted of nucleation and cluster growth regime. According to our prior beam scattering study 

on Cu PVD clusters,
39

 the Cu PVD clusters remained metallic at UHV conditions. The 

adsorption dynamics of CO could be modeled with the CZM. S0 of CO decreased with an 

increase in impact energy indicating the molecular and nonactivated adsorption of CO. 

 In some prior studies concerning the CO adsorption on ZnO(0001) supported Cu PVD 

clusters,
154, 277

 a crossover from direct adsorption dynamics (Langmuirian-like) to more precursor 

assisted adsorption dynamics (Kisliuk-like) was observed, but that clearly depended on the size 

of the metal clusters. Some of the observed trends were consistent with simple CZM, but not the 

shape of the S(Θ) curves, which were obtained at small Cu coverages and large impact energies. 

These results suggested a weak effect of precursor states. Molecular beam scattering studies of 

CO on Cu(110) are also available.
289

 There were no studies in the literature concerning the 
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molecular beam scattering studies on CuOx single crystals, supported CuOx clusters, or Cu EBL 

system. 

4.3.3.4.2. Examples of typical CO adsorption transients: Rim vs. terrace sites 

 The beam flux of CO was determined by measuring the equivalent beam pressure using 

the mass spectrometer aligned with the beam. The beam flux of CO amounted to                         

F = (1.8 ± 0.1)x10
13

 molecules.cm−2.s−
1
 for the seeded CO beam (3% CO in He). A constant 

beam flux was maintained (within 6%). Typical examples of CO adsorption transients on silica-

supported EBL clusters, together with blind experiments on silica and partially reduced silica are 

depicted in Figure 75. The results for metallic clusters are depicted in Figure 75A and the results 

for oxidic clusters are depicted in Figure 75B. The curves were normalized such that 1 − S(t) vs. t 

was depicted (t is the exposure time and S(t) is the adsorption probability). Evidently, the 

adsorption transients of CO approached the saturation level (where S = 0 or 1-S = 1) much 

slower on the supported cluster samples than on the clean supports. Thus, the clusters clearly 

affected the adsorption dynamics of CO and CO adsorbed on the clusters and/or along the 

clusters' rim. Evidently, the CO coverage on the bare supports (silica and reduced silica) was  

negligible at the given Ts. Therefore, the total CO uptake (or saturation coverage Θsat) amounted 

to Θsat = ∫FS(t) dt ≈ 1.8 × 10
14

 molecules/cm
2
 or (1.8x 10

14
/1.9x10

15
 = 0.09 ML) for 63 nm Cu 

clusters. [Using the bulk lattice constant of Cu (3.6 Å), the calculated Cu atom density of, e.g., a 

(111) plane amounted to 1.9 × 10
15

 atoms/cm
2
.] The experimental saturation coverage (0.09 ML) 

was reasonable since the calculated Cu coverage was 0.139 ML. The calculated CO coverage 

amounted to 0.07 ML = (0.139 × 0.52). (A saturation coverage of 0.52 ML for CO adsorption 

Cu(111) was experimentally determined.) More interesting, when comparing large and small 

clusters, the experimental ratio of Θsat,l/Θsat,s amounted to 5.5 ± 0.9 and 4.5 ± 0.7 for metallic and 
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oxidic clusters, respectively. (The experimental uncertainties were obtained by averaging the 

independent experimental runs.) As described earlier, the ratios of 2.3 ± 0.4, 12.6 ± 1.0, and      

6.0 ± 0.8 would be expected for the adsorption of CO on the rim sites, terrace sites, and both   

(rim + terrace), respectively. These results led to the following conclusions. 

 

Figure 75. Adsorption transients of CO on (A) metallic 

and (B) oxidic 12 and 63 nm Cu clusters depicted 

together with the blind experiments on clean bare 

supports (Ts = 95 K and Ei = 0.39 eV). Ref.
48
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 Nearly the same saturation coverage ratios were obtained irrespective of the oxidation 

state of Cu clusters. Therefore, it appeared that geometrically similar adsorption sites might be 

present on both the metallic and oxidic Cu clusters. The experimentally determined ratio 

matched within uncertainties the calculated value for CO adsorption on both the rim and terrace 

sites. Therefore, CO also adsorbed on the clusters' rim as expected. The rim sites on the EBL 

clusters provided additional adsorption sites that were not kinetically much different than terrace 

sites. For example, if the kinetics was dominated by the rim sites (as it was for Au clusters
49, 72

), 

a different ratio of the saturation coverages would be expected.  

4.3.3.4.3. Energy dependence of initial adsorption probability: Cluster size effects 

 Figure 76 depicts the S0(Ei) curves at constant Ts. This plot summarizes the results for 

metallic Cu EBL and Cu PVD clusters of different cluster sizes or Cu exposures. The lines were 

presented as a guide for the eye.  

 

Figure 76. S0 of CO as a function of Ei for 12 and 63 nm 

metallic Cu clusters
48

 as well as for selected Cu PVD 

depositions (Ts = 95 K).
39
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 In all cases, S0 of CO decreased with Ei, indicating the nonactivated and molecular 

adsorption. This was supported by AES/XPS results, which indicated no carbon formation after 

the adsorption/desorption cycles. The adsorption probabilities of CO were large for small Ei, 

similar to its adsorption on a variety of other systems.
235, 257, 290

 Cluster size effects were also 

evident for certain data sets. Figure 77 shows an increase in S0 of CO with Cu cluster size (or 

coverage). Here, S0 of CO on Cu PVD data, as a function of Cu exposure, were compared with 

S0 of small and large Cu EBL clusters. The Ei and Ts of CO were kept constant. Evidently, the 

results obtained on Cu EBL samples and Cu PVD clusters
39

 matched. In the case of Cu PVD 

clusters, for large Cu coverages, S0 appeared to approach the values obtained on Cu single 

crystals or Cu films.
257, 289

 The same trend was observed for ZnO supported Cu PVD clusters.
154

 

Briefly, the Cu clusters with a small total coverage (percent range) were as reactive as Cu single 

crystals mainly due to the capture zone effect.
160, 291

 The initial increase in S0 of CO (Figure 77) 

with cluster size/coverage was due to an increase in the number of available adsorption sites.  

 

Figure 77. S0 of CO as a function of Cu coverage        

(Ts = 95 K and Ei = 0.39 eV) for 12 and 63 nm metallic 

Cu clusters
48

 as well as for selected Cu PVD 

depositions.
39
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(However, for large Cu coverages large Cu cluster density), the capture zones surrounding 

different  metal clusters overlap with each other. At that point, S0 did not increase further with an 

increase in cluster size and dispersion. Therefore, the S0 vs. Cu coverage plot leveled out. 

4.3.3.4.4. Effect of oxidation state on initial adsorption probability 

  Figure 78 depicts S0 (Ei) curves of metallic and oxidic Cu EBL clusters of different sizes. 

Differences in S0 were evident, depending on the oxidation state of the clusters; metallic Cu 

clusters were more reactive than oxidic Cu clusters for CO adsorption. This trend was clearly 

observed at large Ei. This trend was explained by considering simple mass matching models, 

taking into account the site blocking effects. The CO molecule could interact only with Cu sites 

in the case of metallic clusters but with Cu and O sites in the case of oxidic clusters. The CO-to-

Cu mass match is worse than the CO-to-O mass match. Therefore, an efficient gas-to-surface 

energy transfer (and larger S0) are expected in the latter case (oxidic clusters). However, a 

contradicting result was obtained for CO adsorption on oxidic clusters. This result suggested that 

CO did not adsorb on oxygen sites of the oxidic clusters. Because S0 is the ratio of adsorption  

 

Figure 78. S0 of CO as a function of Ei for 12 and 63 nm 

metallic and oxidic Cu clusters (Ts = 95 K). Ref.
48
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rate to impinging rate of probe molecules, the site blocking effects (or poisoning) resulted in 

smaller S0 values. The O sites on the CuOx acted as poisoned adsorption sites and decreased S0.  

 Therefore, all these assumptions conclude that the number of available adsorption sites 

on oxidic clusters are smaller than those on metallic clusters. However, the adsorption of CO on 

oxidic clusters might also be influenced by carbonate formation or the defects, such as oxygen 

vacancy sites. The S0 of CO (within experimental uncertainties) is independent of cluster size for 

oxidic clusters (Figure 78); whereas, it depends on cluster size for metallic clusters (Figures 77 

and 78). Electronic  effects should be present. However, the oxidation of Cu clusters should also 

increase the size of the clusters. The dominant crystallographic phase in the oxidic clusters was 

not known. However,  the unit cell of Cu(111) amounts to 6.5 Å
2
 and is by a factor of 2.5 larger 

than the unit cell of bulk CuO is with 16 Å
2
 (= a × b, see ref

292
). Therefore, as evident from 

Figure 77, no cluster size effects on S0  are present for oxidic clusters due to the possible 

overlapping of capture zones of the clusters during the oxidation process. In addition, the CO 

binding energies on the oxidic clusters are larger than those for the metallic clusters (Figure 74), 

i.e., the longer precursor lifetimes for oxidic clusters result in larger capture zones, which quickly  

overlap.  

4.3.3.4.5. Coverage-dependent adsorption probabilities 

 Adsorption transients are integrated to calculate the relative coverage (Θ) and coverage 

dependent adsorption probabilities, S(Θ). Figure 79 depicts S(Θ) of CO, as a function of Ei at 

constant Ts, for the 63 nm Cu-like (Figure 79A) and CuO-like clusters (Figure 79B). The 

coverage was normalized to 1 ML, which corresponded to 1.8 × 10
14

 molecules/cm
2
, as 

described earlier. S(Θ) obeyed reasonably well the traditional Kisliuk shape at low Ei, i.e., S(Θ) 

initially remained large until CO reached the saturation coverage and then dropped to zero. The 
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curve shape indicated the effect of precursor states, as expected from the CZM. S(Θ) of CO 

decreased almost linearly with Θ for large Ei, i.e., S(Θ) obeyed Langmuirian-like adsorption 

dynamics.  This crossover from precursor-mediated Kisliuk-like dynamics to direct 

Langmuirian-like dynamics is also typical for CO on planar catalysts, and that reflects the 

decrease in the trapping probability in the precursor state with increasing Ei.   

 

Figure 79. S(Θ) curves for (A) metallic and (B) oxidic 

63 nm Cu EBL clusters (Ts = 95 K). The impact energy 

(Ei) was varied as indicated. Ref.
48
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4.3.4. Summary 

 Kinetics (TDS), dynamics (Molecular beam scattering), microscopic (SEM), and 

spectroscopic (AES, XPS) techniques were used to characterize the reactivity of Cu and CuOx 

clusters toward CO adsorption. The silica-supported 12 and 63 nm Cu cluster samples were 

fabricated using EBL. Interestingly, the saturation coverage of CO did not simply scale with the 

area of the clusters, but, rather, the rim effects clearly increased the saturation coverage. The 

decrease in S0 of CO with an increase in Ei, and the indication of no surface carbon after CO 

experiments concluded the nonactivated molecular adsorption of CO. S0 of metallic Cu clusters 

depended on cluster size, and the results could be described in the framework of the CZM. 

Interestingly, the adsorption dynamics of CO varied with the oxidation state of the clusters. S0 of 

CO on the metallic clusters were larger than on oxidic clusters. These results can be explained by 

simple mass matching models, although the electronic effects are expected. In addition, distinct 

cluster size effects are only present in the case of metallic clusters, and that would be consistent 

with cluster size expansion during the oxidation process and larger binding energies.  

4.4. Identifying Catalytic Active Sites on EBL-fabricated Silica-supported CuOx Clusters 

  

 An introduction to the significance of identification of catalytically active sites in 

catalysts is presented first, followed by a discussion on the special properties of EBL-fabricated 

clusters that allow one to identify the catalytically active sites using simple kinetics techniques. 

A combined results and discussion section is presented next. A summary of experimental results 

obtained in this study is given at the end. 

4.4.1. Introduction 

 The identification of active sites is useful to build structure-activity relationships at  

the atomic level, which can eventually be used for catalyst optimization.
293

 It still remains  
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scientifically challenging to clearly identify the active sites on a solid catalyst. Very few studies  

utilizing sophisticated microscopic techniques were able to clearly identify the active sites on 

catalysts.
93, 146

   

 The so-called model catalysts are extensively studied in surface science because they 

serve as models for industrial, real-world catalysts. One proposal associated the catalytically 

active sites with the rims of the clusters and claimed that the clusters’ top surface (terrace sites) 

was catalytically less reactive.
294

 This idea was detailed in the discussion concerning the 

formation of minute Schottky junctions at the interface between metals and oxides and their 

correlation with catalytic activity in the case of methanol synthesis model systems.
294

 However, 

no clear experimental proof is available for most of the systems. In the present study, the first 

experimental evidence for catalytically active rim sites along Cu clusters in the case of 

CuOx/silica methanol synthesis model catalyst is presented. EBL can be used to nano-fabricate 

nearly mono-disperse clusters with a predetermined pattern on a substrate (Model nanoarray 

catalysts).
40, 46, 259-261

  

 In the current study, silica-supported CuO clusters of size 12, 35, and 63 nm silica were 

considered. Molecular beam scattering technique can be used to precisely measure the saturation 

coverage, Θsat, of probe molecules. Θsat  quantifies the maximum number of gas phase species 

that can adsorb on a catalyst surface. The morphology of EBL samples is known a priori, so it is 

possible to predict the possible adsorption sites on EBL nanoclusters from some simple 

geometrical considerations and the values of Θsat . In so doing, it is experimentally proved that 

CO2 adsorbed only along the rim of CuO clusters; whereas, CO populated both the rim and 

terrace sites. Thus, the active sites were identified using simple kinetics techniques. These 

conclusions were further supported by the SEM, TDS, AES, and XPS results.  
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 SiO2 supported catalysts are of practical interest for methanol steam reforming,
262

 as well 

as hydrogenation reactions.
263

 CO is the main component of syngas synthesized by steam 

methane reforming with CO2 as the byproduct. Syngas is also used for the synthesis of methanol. 

Methanol has potential applications, such as an alternative fuel and a feed stock for chemicals. 

Sustainable methanol production could be possible by using hydrogen and recycled CO2.
295

 CO 

and  CO2 are also involved in Fischer-Tropsch synthesis. As the current study is mostly focused 

on CO2 adsorption, some prior studies related to CO2 adsorption will be summarized.  

4.4.1.1. Brief literature survey about CO2 adsorption 

 CO chemisorbs on most metal surfaces; whereas, CO2 interacts rather weakly with most 

metal surfaces, i.e., it physisorbs. CO2 dissociates on Ni and Fe surfaces at UHV conditions. In 

the case of silver, the coadsorption of CO2 and oxygen formed carbonates (CO3
ads

). Carbonate 

formation was not reported on Cu. However, molecular beam scattering experiments with CO2 

were only conducted for Pt(111), Pd(111), Cu(110), and Ni(100).
224, 296-298

 Except for Ni(100), 

non-dissociative and non-activated molecular adsorption was observed for CO2 in all other cases. 

CO2 adsorption dynamics was dominated by the extrinsic precursor states (trapping of adsorbates 

above the occupied sites) for all the systems. The binding energy of CO2 on metal oxides is much 

larger than on metals. The effect of defects was extensively discussed, i.e., trapping of CO2 on O 

vacancy sites.
154, 287

 No CO2  beam scattering experiments are available for oxides except the one 

conducted by our research group.
154

 CO2 beam scattering on ZnO-supported Cu PVD clusters is 

the only other study available for supported Cu cluster system.
211

 

4.4.2. Results and discussion 

 A method to calculate the saturation coverages of probe molecules on rim and terrace  

sites of EBL-fabricated cluster samples is presented first. The kinetics of CO2 and CO adsorption  
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on CuO EBL clusters is presented next. Next, the theoretical and experimental relative saturation  

coverages of CO2 and CO for three different CuO EBL sample combinations are presented. The 

effects of impact energy and sample temperature on the initial adsorption probability of CO2 on 

CuO EBL clusters is presented next.    

4.4.2.1. Rim vs. terrace sites - calculated saturation coverages 

 The Cu coverage calculations were discussed in detail in the prior project.
48

 Briefly, 

Small (12 nm) Cu clusters have ds = (11.9 ± 0.3) nm as = (100 ± 1) nm. Large (63 nm) clusters 

have    dl = (63 ± 2) nm and al = (150 ± 4) nm. Calculated Cu coverage for 12 and 63 nm EBL 

samples were 0.011 ML and 0.139 ML, respectively. If the adsorption is dominated by terrace 

sites, the Θsat  for 63 nm cu clusters should be 13 ± 1 times larger than the Θsat for 12 nm Cu 

clusters. Similarly, the ratio of the rim lengths of large-to-small clusters amounted to  2.3 ± 0.4. 

Therefore, if the adsorption is dominated by rim effects, then the Θsat for 63 nm cu clusters 

should be 2.3 ± 0.4 times larger than the Θsat for 12 nm Cu clusters. Finally, if there is 

simultaneous adsorption on both rim and terrace sites, then the Θsat for 63 nm cu clusters should 

be 6.0 ± 0.8 times larger than the Θsat for 12 nm Cu clusters. Although the size of surface unit 

cell of CuO is not precisely known, the estimates will also hold true for oxidic Cu clusters. While 

oxidizing the clusters, the expansion factor (e.g., ratio of metallic-to-oxidic unit cell area) should 

be independent of cluster size. 

4.4.2.2. Rim vs. terrace sites - measured saturation coverages   

 The Θsat  were precisely determined by measuring adsorption transients using molecular  

beam scattering technique. The molecular beam is focused onto the surface. Therefore, the  

sample holder effects were excluded. 
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 Typical examples for CO2 adsorption transients on CuO are shown in Figure 80. The 

measured S0 determines the reactivity towards CO2 adsorption in the limit of zero CO2 coverage. 

Evidently, the CO2 coverage on the bare supports is negligible because the transients resemble a 

step function.  

 

Figure 80. Adsorption transients of CO2 on 12 and 63 nm 

CuO clusters depicted together with the experiments on 

clean bare supports. The inset shows the SEM image of a 

12 nm Cu EBL sample. Ref.
73

 

 

 Several independent experimental runs were averaged, and a third sample with a cluster 

size of 35 nm was studied (Table 6). When comparing the large and small clusters, the 

experimental ratio of Θsat,l /Θsat,s amounted to 2.0 ± 0.3 (red in Table 6) for CO2 adsorption and 

4.5 ± 0.7 (green in Table 6) for CO adsorption on CuO clusters, respectively. CO2 did not adsorb 

on metallic clusters even at Ts = 85 K. (The data for CO is described in the previous project.
48

) 

First of all, different  saturation coverage ratios (Θsat,l /Θsat,s) were obtained for CO and CO2 

adsorption on CuO clusters (compare red and green labeled data in Table 6). Interestingly, for  

CO adsorption on CuO clusters, the experimentally determined (Θsat,l /Θsat,s) value is close to the  
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predicted value for adsorption on rim sites plus terrace sites. Interestingly also for CO2 

adsorption on CuO clusters, the experimentally determined (Θsat,l / Θsat,s) value is close to the 

predicted value for adsorption on highly coordinated rim sites.  

Table 6. Theoretical and experimental saturation coverage ratios of CO and CO2 for three 

different CuO EBL sample combinations. Note that also the lattice constant differ. 

(Experimental CO2/CuO [red], Experimental CO/CuO [green], Theoretical [black]) Ref.
73

 

 

 63 nm/12 63nm/35 35nm/12 

Terraces 13 ± 1 1.2 ± 0.3 10 ± 2 

Rims 2.3 ±  0.4 

2.0 ± 0.3 

0.6 ± 0.1 

0.8 ± 0.2 

3.9 ± 0.6 

2.7 ± 0.3 

Both 6.0 ± 0.8 

4.5 ± 0.7 

1.0 ± 0.2 

1.2 ± 0.3 

6 ± 1 

4.0 ± 0.6 

  

 Therefore, it is concluded that CO2 adsorbs preferentially along the rim of the CuO 

clusters. In the case of 35 nm CuO clusters (which was of a low quality), the predicted and 

measured (Θsat,l / Θsat,s) values do not match perfectly. However, the adsorption of CO2 on terrace 

sites can be easily ruled out. 

 More generally, a simple kinetics technique combined with EBL samples allowed us to 

identify different types of adsorption sites. This methodology could also be applied to other 

systems. The unique catalytic properties of rim sites were also reported in a recent study 

concerning the scanning tunneling microscopy (STM) measurements of thiophene on MoSx 

nanoclusters.
93

  In the case of CO adsorption on CuO clusters, the rim sites on Cu clusters 

provide additional adsorption sites. However, the terrace sites are not kinetically much different 

from terrace sites. This is consistent with the data obtained on various Cu single crystals, where 
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no significant differences in initial adsorption probability, S0 and coverage dependent adsorption 

probability, S(Θ) are observed for CO adsorption on different crystallographic planes of Cu. 

Nearly the same (Θsat,l /Θsat,s) values have been obtained for CO on metallic and oxidic Cu 

clusters. In the case of CO, it appears that identically similar adsorption sites are present on 

metallic and oxidic clusters. 

4.4.2.3. Kinetics of CO2 and CO adsorption  

 The (Θsat,l /Θsat,s) results obtained for three different EBL samples are further supported 

by the TDS data. Figure 81 depicts the CO2 and CO TDS on CuO clusters. A single desorption  

peak appeared in CO2 TDS data; whereas, two desorption peaks appeared for CO. The latter is a 

typical result for oxidic systems. The appearance of two TDS features is an indication for the 

adsorption of probe molecules on different adsorption sites, rather than the effects of lateral 

interactions.
299-301

 The latter can be ruled out due to the small coverages of copper (Calculated 

Cu coverage for 63 nm Cu clusters was 0.18 ML.) Furthermore, it is well known that CO and 

CO2 are ideal probe molecules to differentiate pristine and defect adsorption sites.
286, 302

 

Condensation temperatures of CO and CO2 are well below 100 K.
303-304

 Thus, the observed TDS  

peaks correspond to the adsorption in monolayer range.  

 Interestingly, a single peak appeared in  the TDS data for CO2. It is known that CO2 does 

not adsorb on the close packed surfaces of copper.
305-307

 The terrace sites of the Cu clusters in the 

current study most likely have the close packed structure. Therefore, a single CO2 TDS peak 

appeared. Copper oxides will have Cu and O adsorption sites. The interaction of CO2 with O 

sites is likely repulsive and carbonates are not formed on copper oxides.
297, 308-309

 Therefore, it 

appears plausible that CO2 adsorbs solely on defect (rim) sites and results in a single TDS peak. 

A heating rate of 1.7 K/s was used for TDS experiments.  
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Figure 81. TDS data of (A) CO2 and (B) CO on 63 nm 

CuO clusters. β = 1.7 K/s in TDS experiments. The 

gases were dosed with the molecular beam. Beam 

exposure time is also indicated. Beam fluxes are 

measured to be 8x10
12

 molecules.cm
2
.s

-1
 for CO2 and 

1.8x10
13

 molecules.cm
2
.s

-1
 for CO. Ref.

73
 

 

 Assuming a standard pre-exponential factor of 1x10
13

/s for first order molecular  

adsorption/desorption, the Redhead equation yielded the binding energies of 27 kJ/mol for CO2 

as well as 50 kJ/mol and 33 kJ/mol for the α and β CO TDS peaks. The binding energies of CO 

are rather smaller (see Table 1 in ref.
154, 310

). However, they are close to the binding energies 
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obtained on a stepped copper surface which would be consistent with the clusters consisting of a 

large defect density.  

 According to the prior studies on metal oxides, such as TiO2 and ZnO, it was known that 

the adsorption of CO on defect sites (oxygen vacancies) was characterized by higher binding 

energies when compared to pristine sites. Therefore, it is plausible to assign the two CO TDS  

peaks, α and β to defect (rim sites, step edges, etc.) and pristine (terrace) sites, respectively. 

Similarly, a single TDS peak is expected for the preferential adsorption of probe molecule along 

the rim sites, as observed here for CO2. The database for copper oxide clusters, in particular for 

CO2 adsorption, is small.
239

 CO2 interacts weakly with metal surfaces.
225, 308-309

   

4.4.2.4. Energy dependent adsorption probabilities of CO2  

 Figure 82 depicts the S0(Ei) curves parametric in cluster size, as indicated. The 

measurements were conducted at constant surface temperature (and precursor life times). 

Accordingly, S0 decreases with an increase in Ei and cluster size. 

 

Figure 82. S0 of CO2 on 12 and 63 nm CuO EBL 

samples as a function of impact energy, Ei at constant 

surface temperature, Ts. Ref.
311
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 In the case of molecular and non-activated adsorption, the trapping probability in 

precursor states decreases with an increase in Ei. Therefore, S0 decreases with Ei, consistent with 

the TDS and XPS results, which indicate molecular adsorption. The trapping probabilities in 

precursor states are large at low Ei, as observed in Figure 82. The details in the adsorption 

dynamics become clearly evident at large Ei. 

 Unexpectedly, the small CuO clusters appeared to be more reactive than large clusters, in 

contrast to the CZM. The terrace sites on the Cu clusters may most likely consist of close packed 

Cu surfaces, i.e., similar to Cu(111). As described earlier, the unit cell of bulk CuO is 2.5 times 

larger than the unit cell of Cu(111). Therefore, while oxidizing the Cu clusters, the cluster size 

increased such that the sample contained dominant terrace sites. It is well known that the terrace 

sites are less reactive for CO2. Therefore, it is not surprising that the large CuO clusters were less 

reactive (smaller S0) than small clusters. In addition, the total CZ of 63 nm oxidic clusters would 

be smaller due to its large size, resulting in smaller S0 values. In the case of 12 nm Cu clusters, 

the capture zone effects would be dominant, even after oxidizing the clusters, and allow the 

diffusion mediated adsorption of CO2 along the clusters' rim. 

4.4.2.5. Temperature dependent adsorption probabilities of CO2  

 Figure 83 depicts the S0 as a function of Ts for CO and CO2 adsorption on 63 nm CuO 

clusters. S0 would be independent of Ts for nonactivated molecular adsorption. S0 decreased due 

to a decrease in the capture zone with Ts. In addition, the binding energy of CO2 is smaller than 

that of CO (Figure 81). When approaching the desorption temperature of the adsorbates, a kinetic 

adsorption probability would be determined, which depends on adsorption/desorption 

equilibrium. Therefore, S0(Ts) for CO approached zero at much lower temperature when 

compared  to CO2. This result further confirms the TDS data presented in Figure 81.  
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Figure 83. S0 of CO and CO2 as a function of Ts for 63 nm 

CuO sample. Ref.
311

 
 

4.4.3. Summary 

 Identification of catalytically active sites in chemical transformations is a vital part of 

research in heterogeneous catalysis.
16

 The information about the active sites is crucial to 

optimize the performance of existing catalysts or to design efficient catalysts. Model catalysts 

with predetermined morphology could be prepared using EBL. This unique feature of EBL 

samples was combined with a simple kinetics technique to identify the active sites on a catalyst. 

 In the current study, this method is illustrated for a methanol synthesis model catalyst;  

however,  it could possibly be applied to other systems. The implications of the current study to 

catalysis may be to synthesize the catalysts that have maximum rim length for supported metal 

clusters in order to have high coverages of reactants and large conversion rates. In fact, the 

highly active “brim site” (i.e. rim site) MoSx catalysts from Haldor Topsoe are currently being 

used for hydrodesulfurization applications. The hypothesis that rim sites along catalysts have 

special catalytic properties is evident,
212

 but it is rather difficult to provide experimental proof.  

The method used in the present study could be easily applied to other catalysts. 
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CHAPTER 5. CARBON NANOTUBES 

 The carbon nanotubes (CNTs) project is comprised of three sub projects. The main 

objective of this project is to study the adsorption kinetics of small organic molecules on CNTs 

and investigate the effect of CNT crystal structure on chemical activity, i.e., structure activity 

relationship (SAR). The first project is concerned with the study of adsorption kinetics of          

n-pentane and benzene on thick and thin layers of CNTs. The second project is focused on the 

effect of CNTs' crystal structure on adsorption kinetics of methanol. The effects of solvent and 

flash temperature on the adsorption kinetics of methanol are additionally investigated. The third 

project is focused on the study of SAR of benzene, n-pentane, and water on CNTs.   

5.1. Adsorption Kinetics of Small Organic Molecules on Carbon Nanotubes 

5.1.1. Introduction 

 Carbon nanotubes (CNTs) have a tendency to form bundles due to van der Waals 

interactions. This gives rise to the formation of geometrically different adsorption sites, such as 

grooves and interstitials in addition to the already existing internal and external sites on isolated 

(open-ended) CNTs. Therefore, both the thin (monolayer, Figure 84-I) and thick films (Figure 

84-II) of CNTs should consist of geometrically identical adsorption sites (internal, external, and 

grooves) except the interstitial sites. Interstitial sites are typically too small to facilitate the 

adsorption of most of the molecules. However, using TDS, an unexpected experimental evidence 

that thick layers of CNTs exhibit  kinetically distinct adsorption sites compared to those of thin 

CNT films is presented. It is well known that the isolated CNTs have distinct electronic structure 

compared to bundled CNTs.
312-315

 In fact, the inherent tendency of CNTs to form bundles has 

been a major hurdle that prevented the application of optical spectroscopy, e.g., bundles of 

metallic CNTs quench the photoluminescence of semi-conducting CNTs. This can be 
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prevented by using surfactants in the preparation of CNT suspensions. Interestingly, the 

adsorption kinetics of gas-phase molecules on isolated and bundled CNTs are also affected by 

their electronic structure, as observed in the current study. This is similar to the behavior of 

bimetallic surface alloys that exhibit different chemical activity compared to their individual 

alloy constituents.
316

 In the case of, e.g., random surface alloys, the geometrical structure of 

adsorption sites remain the same except the electronic structure. Variations in the density of 

states (‘isolated’ vs. bundled CNTs) of a surface can lead to an efficient overlap with the orbitals 

of adsorbates and result in higher binding energies. This has implications in catalysis, since 

adsorption of at least one reactant is the first elementary step in all heterogeneously catalyzed 

reactions. Large binding energies lead to large coverages of reactants that often increase the rate 

of product formation. In addition, it would be fundamentally useful to find a correlation between 

the adsorption kinetics and electronic structure of CNTs.  

 

Figure 84. Schematic showing the possible 

adsorption sites on (I) a monolayer and (II) a 

thick layer of CNTs.
317

 The graphics were 

made using the software from ref.
318
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 In the current study, we used TDS to characterize the adsorption of probe molecules on 

different CNT samples. n-pentane and benzene were used as probe molecules.
108, 110

 Alkanes are  

used as a standard reference system for UHV kinetics experiments on CNTs.
108, 110

 Benzene 

adsorption on CNTs so far has not been studied with UHV experimental surface chemistry 

techniques. The binding energies of the Π-stacking interactions in the case of benzene/CNTs 

system would be useful for theoretical studies. TDS experiments on CNT samples resulted in 

fingerprint adsorption spectra (as observed in prior studies
99, 110

) that allowed us to distinguish 

between internal, external, and groove adsorption sites on CNTs deposited on a support.  

5.1.2. Sample fabrication 

 Commercial HiPco (lot SPO0322, 2006, Carbon Nanotechnologies) and CoMoCAT (lot 

SG-000-0005, 2007, South-West Nanotechnology) CNTs were used. These CNTs have perhaps 

the best characterized crystal structure to date.
319-323

 A micro spatula tip of the CNT powder was 

suspended in 1% w/v SDS (sodium dodecyl sulfate/ionized water) suspension. The CNT 

suspension was sonicated using a sonication probe (Branson sonifier 450, 50W for 25 min, ice 

bath) and centrifugated at 5125g for 4.5 hours. The sonication exfoliates the CNT bundles and 

opens up the tube ends. The centrifugation removes amorphous graphite particles, carbonaceous 

materials, and catalyst particles.
324

 The supernatent solution after centrifugation is supposed to 

consist of isolated single wall CNTs.
325

 The supernatent was used for making the samples. CNT 

samples were made by drop-and dry-technique, i.e., a few 50 µL aliquots of CNT suspension 

was dropped and dried on a 1x1 cm gold foil (Good fellow, USA). Thin and thick films of CNTs 

were prepared by varying the number of drops of CNT suspension used in the fabrication 

process. In addition, thick films of agglomerated CNTs were obtained from CNT/isopropanol 

suspensions. The SDS-based samples were annealed under N2 at 600 K in a tube furnace for 30 
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minutes in order to remove SDS surfactant. However, some Na2SO4 crystals might remain on the 

surface, as observed in prior studies.
99

 Prior to the TDS experiments, the CNT samples were 

degassed in the UHV chamber by flashing them to 1200 K. AES data of the annealed CNT 

samples indicated clean surfaces.  

5.1.3. Results and discussion 

 Figure 85 depicts three sets of n-pentane TDS data for adsorption on gold-supported 

HiPco CNTs. Panel one (Figure 85-I) shows the TDS data obtained for a thin layer of CNTs (two 

aliquots of CNTs/SDS suspension). Four TDS peaks (A-D) appear in the TDS data. As  

per prior studies, the IR spectroscopy measurements and the determination of filling factors  

allow us to assign the TDS peaks to the adsorption of alkanes on internal (A), external (B), and 

groove (C) sites (cf. Figure 84). The adsorption sites are filled up in the sequence of their binding  

energies (A → D) with increased n-pentane exposure, i.e., the site corresponding to the highest 

binding energy (A) is occupied first. The adsorption sites’ unspecific low temperature D-peak, 

which appears at large exposures indicated the condensation of the alkanes. The observed TDS 

features are in agreement with prior studies.  

 Unexpectedly, additional high temperature peaks appear in the TDS data for the samples 

fabricated either with higher amount of CNTs (Figure 85-II) or the solutions containing 

agglomerated CNTs (Figure 85-III). As a typical example, Figure 85-II depicts the TDS data for 

a thick layer of CNTs (CNT/SDS suspension). Figure 85-III depicts the TDS data for a thick 

layer of CNTs (ten aliquots of CNT/isopropanol suspension). The TDS data for both of these 

thick CNT film samples contain very broad (200-450 K) and dominant TDS peaks. The greatest 

desorption temperatures are observed for the samples fabricated from CNT/isopropanol  

suspension. In this case, the large CNT bundles dominate the adsorption kinetics. In addition, the 
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Figure 85. n-pentane TDS on (I) thinner and (II/III) 

thicker HiPco CNT layers. Solvents used: SDS/water 

(for I/II) and isopropanol (for III). TDS peaks A, B, and 

C correspond to the adsorption of n-pentane on internal, 

external, and groove sites of CNTs respectively. D is the 

condensation peak of n-pentane. Ref.
317
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low temperature (100-200 K) TDS features that result from thinner CNT films are also present 

and are clearly detected  in the case of samples fabricated from CNT/SDS suspension         

(Figure 85-II). Similar results are obtained for benzene adsorption on CoMoCAT CNTs, and the 

results are depicted in Figure 86.  

 

Figure 86. Benzene TDS on (I) thinner (SDS/water 

solvent) and (II) thicker (isopropanol solvent) CoMoCAT 

CNT layers. Ref.
317

 

 

 Again, the thinner monolayer CNT samples reveal only the well known A → D TDS 

features (Figure 86-I); whereas, the thick layers of agglomerated CNTs (Figure 86-II) reveal high  
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temperature TDS features. Similarly, monolayer and bundle TDS peaks (depending on the film 

thickness) are also observed in the case of n-pentane adsorption on CoMoCAT CNT samples 

(not explicitly shown). Additional high temperature peaks are also observed in the experiments 

that use water and methanol as probe molecules. However, they are not as distinct as for            

n-pentane and benzene. Several CNT samples were studied that consistently reveal high 

temperature desorption features for thick and/or agglomerated CNT films. The schematics in 

Figure 84 illustrate the different possible adsorption sites on thick and thin (monolayer) layers of 

CNTs. However, despite the differences in the overall morphology, the internal, external, and 

groove sites are present in both thin and thick CNT films.  

 SEM images of the CNT samples are shown in Figure 87. CNTs in thick films (Figures 

87-I and 87-II) appear to form a matrix structure, with large pores connecting the CNT bundles 

(see the circle in Figure 87-II). CNTs that were deposited in smaller amounts (Figures 87-III and 

87-IV) on the support appear to be arranged in sheets (see the circle in Figure 87-IV). Thus, both 

the thin and thick CNT layers consist of geometrically similar adsorption sites (internal, external, 

and groove sites). Therefore, the high binding energies observed for thick CNT films are 

attributed to the electronic effects, rather to the geometric effects. 

 The TDS technique applied in this study allowed us to distinguish between the well-

known TDS features in thin CNT films and the features resulting from thick CNT layers. 

Diffusion-limited kinetics was ruled out, because the diffusion of probe molecules is fast within 

the timescale of a TDS experiment.
110

 In addition, the pore sizes between adjacent CNT bundles 

were also much larger (Figure 87). Thus, similar diffusion effects were expected for both the  

thick and thin CNT layers. 
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Figure 87. SEM images of (I/II) thicker (isopropanol solvent) and 

(III/IV) thinner (SDS/water solvent) CNT layers. Ref.
317

 

  

 We ruled out the possibility that the high temperature bundle TDS peaks, αb, are caused 

due to the impurities, because the high temperature TDS features were also evident for the 

samples fabricated from CNT/isopropanol suspensions. In the case of CNT samples fabricated 

from CNT/isopropanol suspensions, no solvent-related impurities were expected because 

alcohols evaporate without leaving any residue. This was further supported by the AES data 

collected on CNT samples made from CNT/isopropanol suspensions, which showed no 

indication of impurities. If CNTs had impurities, then it should have resulted in αb peaks for all 

the samples, in contrast to the experimental results. In addition, different catalysts were used to 

nanofabricate HiPco and CoMoCAT CNTs and αb peaks are present for both systems. The 

samples made from centrifugated (CNT/SDS) and non-centrifugated (CNT/isopropanol) 

suspensions both showed αb peaks. Therefore, amorphous graphite particles are not responsible  
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for αb peaks. Other artifacts, such as contributions from the sample holder were  ruled out,  

because the same sample holder was used for thin CNT samples, that showed no αb peaks.  

 According to prior studies concerning the adsorption of alkanes
108

 and benzene
326

 on gold 

single crystals, alkanes have quite different adsorption temperatures. Thus, the support effects 

were ruled out. In addition, even in the case of thin CNT layer samples, the total surface area of 

the CNTs is at least by a factor of 6 larger than the support (assuming a single and close packed 

layer of CNTs with 1 nm diameter). These results have important implications for catalysis, e.g., 

CNTs are used as catalyst supports in fuel cells,
327

 desulfurization catalysis,
84, 186

 and Fischer-

Tropsch synthesis. CNT powders or thick (pressed) films of CNTs are typically used in these 

applications. Thus, the presence of high binding energy sites in CNT bundles would lead to large 

surface coverage of reactants at ambient temperature and probably increase the chemical 

conversion.   

5.1.4. Summary  

 An ultra-high vacuum kinetics technique (TDS) was used to investigate the adsorption  

kinetics of n-pentane and benzene on thick and thin layers of CNTs. Despite the presence of  

geometrically similar adsorption sites on both the thick and thin CNT layers, the thick CNT 

layers shows kinetically distinct adsorption sites compared to thin CNT layers. The effects of 

CNT film thickness on the  binding energies of probe molecules are attributed to electronic 

effects, rather than to geometric effects. These results are significant to gain an understanding 

about the electronic effects on adsorption kinetics that could have possible applications in 

catalysis. 
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5.2. Adsorption Kinetics of Methanol in Carbon Nanotubes-Solvent Effects 

5.2.1. Introduction 

 The bulk production of CNTs has further reinforced the basic research on CNTs to 

understand their electronic, optical, elastic , and diffusion properties.
312, 314-315

 In most 

experimental studies, CNT suspensions were analyzed using optical spectroscopy. Several 

ambient pressure catalysis studies were also conducted on CNT powders. However, the 

adsorption kinetics and dynamics of gas-phase molecules on CNTs is still unexplored, e.g., 

adsorptions kinetics and dynamics of very few molecules (alkanes, alcohols, thiophene, CCl4, 

Xe)
99, 107-108, 186, 328-331

 on internal/external sites of CNTs were investigated at UHV conditions. 

 Interestingly, TDS technique was used to distinguish various adsorption sites in 

supported CNTs.
108

 In the case of CNTs, four features typically appear in the TDS data, which 

can be assigned to the adsorption/desorption of probe molecules on internal (A), external (B), 

groove (C) sites of CNTs. A surface and adsorption site unspecific TDS peak appears at high 

exposures and low temperature,  indicating the condensation of probe molecules on the 

surface(D). Thus, A simple kinetics technique can be used to obtain very specific kinetic 

information. This initiated several experimental studies to obtain structure-activity relationship 

(SAR) information that can be combined with theoretical studies on CNTs. Density functional 

theory (DFT) studies typically consider a single molecule adsorbed on isolated CNTs for 

calculations.  Therefore, UHV experiments can provide reliable data that can be matched with 

theoretical studies on CNTs.  

 The cleaning and preparation of CNT samples for UHV surface science experiments is 

not trivial. The cleaning of CNTs is probe molecule specific, as detailed in this study. The 

sample preparation and cleaning processes are important for the fabrication of samples for the 
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experimental studies. The CNT samples used for surface science experiments are typically 

prepared from the sonicated and centrifugated suspensions of high grade CNTs.
99, 108

 A few 

drops of CNT suspensions are dropped and dried  on a support, such as silica or metal foils, to 

obtain a thin but closed layer of CNTs.
99

 High temperature annealing in UHV is believed to  

remove the solvent-related impurities, as well as the functionalities blocking the CNT tube ends. 

This is indeed evident from the previous studies on CNTs, where the TDS intensities increased 

after annealing the samples in UHV.
99, 328

  In addition, the characteristic A→D TDS peaks were 

detectable for alkanes and CCl4 using solvents, such as SDS/water.
108

  

 Unexpectedly, in one of our prior studies on CNTs, the characteristic A→D adsorption 

peaks were revealed for alkanes but not for MeOH.
330-331

 It is important to note that the same 

CNT sample was used for both the alkanes and MeOH. However, the MeOH–alkane 

coadsorption experiments provided an evidence for  MeOH adsorption on internal, external, and 

groove sites of CNTs. This behavior was previously attributed to the dipole moment effects, i.e., 

the characteristic A→D TDS peaks appeared for non-polar molecules (alkanes, CCl4) but not for 

polar molecules (alcohols,
330-331

 thiophene
186

), when adsorbed on non-polar CNTs. As part of a 

long term project concerning the SAR of CNTs, several different probe molecules were studied 

and different solvents/surfactants/supports were used.  

 Unexpectedly, the solvent and flash temperatures appear to strongly affect the TDS data  

of MeOH and other polar molecules as well. As described in our previous study, the solvent 

effects were not evident for the adsorption of alkanes and benzene on CNTs.
74

  One of our prior 

studies also indicated the effect of  CNT layer thickness on the adsorption kinetics of probe 

molecules.
317
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5.2.2. Sample fabrication  

 The samples were fabricated by the drop-and-dry technique, as described in the previous 

project. Gold foil (Goodfellow) was used as the support material. The details about the CNTs, 

solvents, and flash temperatures are given here. Different commercial CNTs were used (see the 

figure captions) in order to study the effect of CNTs’ crystal structure on the adsorption kinetics. 

HiPco (lot SPO0322, 2006, Carbon Nanotechnologies) consists of 2/3 semiconducting (s-CNTs) 

and 1/3 metallic CNTs (m-CNTs) and CoMoCAT (lot SG-000-0005, 2007, South-West 

Nanotechnology) is dominated by s-CNTs. In addition, we used m-CNTs synthesized by Y.P. 

Sun’s group. Diameters of CNTs: CoMoCAT < HiPco < m-CNTs from 0.8 to 1.4 nm.
319-323

 SDS, 

NMP (n-methylpyrrolidone) (99.9%, Sigma Aldrich), and isopropanol were used as solvents. 

SDS is one of the most popular surfactants used for debundling CNTs.
319, 332

 NMP is used for the 

formation of real (∆Gmix < 0) CNT solutions.
333

 Both SDS and NMP may contaminate the CNTs. 

Alcohols form clean samples but do not debundle CNTs. In addition, all samples were flashed to 

high temperatures in the range of 600-1200 K (see the figure captions for details). 

5.2.3. Results and discussion 

 Figure 88 depicts the AES data for gold foil-supported CNTs that used SDS (Figure     

88-I), isopropanol (Figure 88-II), and NMP (Figure 88-III) solvents. As evident from Figure    

88-I, SDS based samples were contaminated by sulfur and sodium, which resulted from Na2SO4 

crystals (consistent with SEM data) that formed due to the thermal decomposition of SDS.  

Flash temperatures of about 1200 K were required to significantly reduce the sulfur 

contamination. It is important to note that the CNTs supported on silica (used as a support in our 

previous projects) started to desorb at 600 K.
99

 As evident, the CNTs stuck more strongly to Au  

support.  However, the samples appeared to degrade with prolonged annealing at 1200 K. On the  
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other hand, the isopropanol and NMP-based CNT samples did not show any impurities, as  

judged by the AES data shown in Figures 88-II and 88-III. No differences in AES data were 

observed for HiPco, CoMoCAT, and m-CNTs samples.  

 

Figure 88. AES characterization of CNTs/gold foil: (I) 

m-CNTs (SDS/water solvent) flashed to 900 K and 

1200 K, (II) HiPco/CoMoCAT CNTs (isopropanol 

solvent) flashed to 900 K, and (III) HiPco CNTs (NMP 

solvent) flashed to 1200 K. Ref.
106
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 Figures 89I-III summarize the effect of the flash temperature on MeOH TDS on SDS-

based CNT sample. The characteristic peaks (A→D) for MeOH adsorption appear only after 

flashing the CNT sample to 1200 K. Interestingly, in the case of n-pentane and benzene 

adsorption on the same CNT sample, the A→D peaks appear for flash temperatures below      

600 K.
317

 However, the prior coadsorption experiments
330

 confirmed that the open ends of CNTs 

were not blocked by SDS residuals. Thus, we conclude that it is possible to obtain CNT samples 

that are clean enough for surface science experiments using SDS. 

 
Figure 89. Flash temperature and solvent effects on methanol TDS on (I) HiPco, (II) 

CoMoCAT, (III) HiPco, and (IV) HiPco CNTs. The flash temperature and the type of 

solvent used in each case are indicated. The inset of IV shows the three possible 

adsorption sites on CNTs. TDS peaks A, B, and C correspond to the adsorption of 

methanol on internal, external, and groove sites of CNTs respectively. D is the 

condensation peak of methanol. Ref.
106
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 However, flash temperatures (1200 K) close to the desorption temperatures of CNTs 

from Au support were required. Unexpectedly, the NMP-based CNT samples, which had no 

solvent related impurities (Figure 88-III),  revealed featureless MeOH TDS curves (compare  

Figures 89-III and 89-IV). It is important to note that the same CNT materials and similar flash 

temperatures were used, except the solvents. Similar results were obtained for water TDS 

experiments. However, the non-polar probe molecules, such as alkanes and benzene, reveal the 

A→D TDS peaks for NMP based samples. These effects are seen for several samples studied. 

Thus, NMP appear to ‘functionalize’ the CNTs such that the adsorption kinetics of polar 

molecules is obscured. Therefore, it is concluded that the detection of the CNT-induced TDS 

features is a better tool than AES to check the cleanliness of the sample.  

 Figure 90 depicts the common solvent and all the samples were flashed to ~ 950 K. As 

expected, the alcohol did not contaminate or strongly functionalize the CNTs, because the 

characteristic A→D TDS peaks are detectable. The positions of A TDS peak (internal sites) for 

these three different samples agree within ± 10 K. This temperature variation is within the 

uncertainty of absolute temperature measurements in this study, i.e., no SAR is evident for 

adsorption on internal sites. However, MeOH desorbs systematically at low temperatures, when 

adsorbed on external and groove sites (B and C TDS peaks) of m-CNTs compared to HiPco and 

CoMoCAT CNTs. The TDS features strongly overlapped. Peak shifts of about 30 K, 

corresponding to a variation in the binding energies of ~ 8 kJ/mol (1x10
13

/s pre-exponential 

factor, first order desorption), are evident for the B TDS peak for these three different samples. 

Thus, SAR for MeOH adsorption on external sites of CNTs is evident. This is the first example 

of SAR on CNTs in an experimental UHV study.  
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Figure 90. Methanol TDS on different CNT samples 

(isopropanol solvent and 950 K flash temperature): (I) 

HiPco CNTs (metallic/semiconducting), (II) CoMoCAT 

CNTs (semiconducting), and (III) m-CNTs (metallic). 

Ref.
106
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 The results are in agreement with DFT calculations for non-covalently bonded molecules, 

which predicted an increase in reactivity with CNT diameter. MeOH physisorbs (at least on 

HOPG),
331

 and the m-CNTs have larger diameters than the CoMoCAT and HiPco CNTs. 

However, the binding energies of MeOH on CNTs are larger than those obtained for HOPG,
334

 

which is consistent with the trend observed in DFT for non-covalently interacting probe 

molecules.
335

  

 The CNTs’ intrinsic impurities were not expected to affect the results, because the 

solvent-related artifacts were independent of the type of CNTs. When isopropanol was used as a 

solvent, it led to the formation of CNT bundles and resulted in high temperature TDS features 

(Figure 90). Similar bundle TDS peaks are also evident in the case of thick CNT films made 

from CNT/SDS suspensions.
317

  

5.2.4. Summary 

 TDS was used to study the effect of CNT crystal structure on the adsorption kinetics of  

probe molecules such as MeOH. In the case of MeOH adsorption on CNTs, a clear SAR was  

observed for its adsorption on external sites. No SAR was evident for MeOH adsorption on 

internal sites.  The kinetics results were also obscured by solvent effects. The CNT samples that 

appeared clean for the adsorption of non-polar molecules, such as alkanes and benzene, were not 

clean enough for the adsorption of polar molecules such as MeOH. TDS experiment was a better 

tool to characterize the cleanliness of CNT samples than AES. Selection of solvents and flash 

temperatures were considered important in UHV surface science studies to avoid subtle solvent 

effects. 
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5.3. Effect of Carbon Nanotube Diameter on Gas-surface Interactions 

5.3.1. Introduction 

 The crystal structure of carbon nanotubes (CNTs) influences their electronic, optical, and 

diffusion properties and this triggered massive efforts to develop special nanofabrication and 

separation procedures. In turn, a structure–activity relationship (SAR) in solutions was well 

investigated for several systems, including the bandgap-selective protonation of the CNT side 

walls
319

 and their functionalization.
336-337

 Unfortunately, too little attention has so far been paid 

to the effect of CNTs’ crystal structure on their catalytic properties in gas–surface adsorption 

processes. This is of fundamental interest that can lead to the optimization of gas-sensors. In 

addition,  adsorption of gas-phase reactant molecule is considered as the first step in gas/solid 

heterogeneous catalysis. CNTs have been used as catalyst supports for a number of applications 

that include fuel cell catalysts,
327

 Fischer–Tropsch synthesis,
338

 and desulfurization catalysis.
84

 

CNTs, owing to their enhanced surface area and binding strength, can result in large coverages 

of reactants on the CNT surface. Furthermore, the qualitative/quantitative information gained 

from SAR  will be useful for the theoretical studies on CNTs. The separation of CNTs also 

utilizes the SAR. However, the UHV surface science studies concerning the gas-CNTs 

interactions are still rare.  

 In this study, we used TDS to characterize the catalytic activity of CNTs. TDS 

experiments on CNTs revealed the finger print adsorption spectra of probe molecules that 

allowed us to distinguish different adsorption sites such as the internal, external, and groove sites 

on CNT surface.
99, 110

 The adsorption energies obtained could be used to refine quantum 

chemical models. In order to study the effect of CNTs crystal structure on the chemical activity, 

well characterized commercial HiPco (1/3 metallic 2/3 semiconducting CNTs) and CoMoCAT 
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(dominated by (6,5) and (7,5) semiconducting CNTs, hereafter s-CNTs) were studied. In 

addition, the metallic CNTs (hereafter m-CNTs)
337

 synthesized by Ya-Ping Sun's group at 

Clemson University following the arc discharge method were also studied. HOPG (highly-

oriented pyrolytic graphite) is used as a reference system. Overall, four different materials with 

different crystal structure were studied.  

 The catalytic activity of the CNTs was characterized by TDS of n-pentane, benzene, and  

water on s-, m-, and HiPco-CNTs. In addition, TDS data for NO and H2S were also collected. 

Alkanes are considered as a standard (reference) system in UHV studies concerning the gas–

CNT interactions. However, so far only the surface science studies of HiPco CNTs are known.
110

 

The results of  noncovalent p-stacking interactions in the benzene/CNT system can have 

implications for quantum chemical modeling. However, no UHV experimental data  have so far 

been available. Despite an extensive research on the structure of water ice in CNTs,
339

 very little 

is known about the adsorption kinetics of water on/in CNTs at UHV conditions. 

Quantitative/qualitative information about the water–CNT interaction is crucial for a variety of 

applications. More covalent interactions are expected for NO and H2S.  

 A brief description of theoretical predictions will be given followed by the experimental 

results. The expected trend in the catalytic activity of carbon nanostructures is fullerenes >       

m-CNTs > s-CNTs > graphene. This trend is expected due to a decrease in the curvature induced 

strain from spherical fullerenes to planar graphene. Therefore, the reactivity of the exterior 

surface of CNTs is expected to increase with diameter. In addition, the interior sites of CNTs are 

expected to be more reactive than exterior sites due to their ability to provide nearest-neighbor 

sites for adsorbates. Furthermore, m-CNTs may have higher catalytic activity than s-CNTs in 

analogy to studies on single crystal surfaces. 
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 Unexpectedly, the theoretical studies predict an increase in binding energy with CNT 

diameter for noncovalent interactions. According to theoretical predictions, benzene adsorbs 

more strongly on HOPG than on CNTs.
340

 Very small binding energies (hereafter Ed – heat of 

adsorption) of about Ed = 19 kJ/mol corresponding to desorption temperatures as low as ~ 65 K 

were calculated. Theoretical studies predicted only a small effect of CNT crystal structure on Ed. 

 Recently, similar predictions have been made for alkanes.
341

 However, no experimental 

evidence has so far been available. However, the noncovalent functionalization of CNTs can 

have a significant effect on the electronic and transport properties.
342

 In the case of covalent 

interactions,  the smaller-diameter CNTs are expected to be more reactive than CNTs with large 

diameter, e.g., according to the theoretical studies on artificially bent CNTs, the high chemical 

activity of bent CNTs was attributed to their high curvature.
343

 Possible differences in the 

reactivity of the outer and inner surfaces of CNTs were also studied by quantum chemical 

techniques.
344

 

  In the case of covalent interactions, the binding energies for adsorption on the inner CNT 

surface decrease with an increase in CNT diameter. In contrast, the binding energies for 

adsorption on the outer surface of CNTs are much smaller and rather independent of the CNT 

diameter, except for very narrow CNTs. Similar trends were predicted by donor–acceptor models 

based on DFT calculations.  

 No experimental studies verifying such predictions have so far been available. In the 

present study, benzene was used as the  probe molecule. The characteristic adsorption features 

for CNTs (internal, external, and groove sites) were revealed for all the probe molecules 

(benzene, water, alkanes) studied. 
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 The theoretical predictions did not explain certain experimental results in the present 

study. In the case of benzene adsorption on CNTs, no variations in Ed for the adsorption on 

external sites are evident, consistent with theoretical studies; whereas, a small trend of increasing 

Ed with decreasing CNT diameter is observed for adsorption on internal sites. In addition, the 

experimental Ed values, in particular for adsorption on internal sites, are much larger than those 

expected from theoretical studies. Therefore, in the case of benzene adsorption on CNTs, CNTs 

are catalytically more active than HOPG, in contrast to theoretical predictions. No SAR is 

evident in the case of water and alkanes adorption on CNTs. However, higher Ed values are 

obtained for adsorption on internal sites.  

5.3.2. Sample fabrication and characterization 

 The sample fabrication procedure was outlined in the prior project. Overall, 15 CNT 

samples were studied. SEM characterization of the CNT samples were conducted at Argonne 

national laboratories using a JEOL JSM7500F FESEM. The CNT crystal structure of m-CNTs 

was characterized by Raman spectroscopy (Jobin Yvon T64000, 633 nm excitation, a triple 

monochromator, an Olympus BX-41 microscope, and a cooled Symphony detector) at Clemson 

University.  

5.3.3. Results and discussion 

 Figure 91-I depicts the SEM image of gold-supported m-CNTs. As evident from the SEM 

image, the surface of gold support was completely covered with a thin layer of CNTs. Figure  

91-II depicts the Raman spectrum for  m-CNTs. The diameter of m-CNTs was determined to be 

1.4 nm, consistent with the studies on SWCNTs (single wall carbon nanotubes) produced by  

arc-discharge method. The diameters of the CNTs studied here decreases from 1.4 nm to 0.8 nm 

as m-CNTs > HiPco > s-CNTs.   
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Figure 91. (I) SEM image of m-CNTs/gold foil and 

(II) Raman spectrum of m-CNTs. Ref.
74

 

 

 Figure 92 depicts benzene TDS on different CNTs together with reference data of HOPG 

(Figure 92-IV). HOPG is used as a standard reference system for CNTs. Benzene TDS data for  

s-CNTs (Figure 92-I), HiPco CNTs (Figure 92-II), and m-CNTs (Figure 92-III) are depicted. The 

insets show the data for small exposures. The TDS peak temperatures determined in the limit of 

very small exposures (zero coverage) are indicated. 
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 Desorption temperatures as high as 300 K were obtained for the CNTs corresponding to 

binding energies of ~ 80 kJ/mol (assuming 1st order kinetics and a standard pre-exponential of 

1x10
13

/s). Theoretical binding energies are much smaller. 

 

Figure 92. Benzene TDS on (I) CoMoCAT (semiconducting, small diameter), (II) 

HiPco (metallic/semiconducting), (III) m-CNTs (metallic, large diameter), and (IV) 

HOPG. TDS peaks A, B, and C correspond to the adsorption of benzene on internal, 

groove, and external sites of CNTs respectively. D is the condensation peak of benzene. 

Ref.
74
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 Figure 92-IV depicts benzene TDS on HOPG. The low exposure α2 TDS peak 

corresponding to benzene adsorption in the monolayer coverage range and the condensation peak 

(D-peak) are evident. The TDS peak positions agreed within 7 K with prior surface science 

studies.
345

 As evident, the desorption temperature of benzene on HOPG is smaller than those 

obtained for CNTs (Figure 92). In a prior study concerning the benzene adsorption on MWCNTs 

(multi-wall CNTs) at high gas pressure conditions, a binding energy of 60 kJ/mol was 

measured.
346

 In the case of benzene adsorption in liquid phase on carbon nanohorns, desorption 

features in the range of 380-440 K were determined.
347

  

 Interestingly, four distinct adsorption features were detected for benzene adsorption on 

different samples (Figures 92 I–III). Prior surface chemistry studies concerning the adsorption of 

alkanes on HiPco CNTs
99, 110

 indicated the presence of kinetically different adsorption sites. In 

these prior studies, the filling sequence of adsorption sites were determined by the measurements 

of filling factors, coadsorption experiments, and by using IR (infrared spectroscopy). 

Accordingly, A, B, and C were assigned to the benzene adsorption/desorption from the interior, 

groove, and exterior sites of the CNTs. D is the condensation peak of benzene. The smaller size 

of benzene (0.5 nm) allowed it to adsorb in the interior sites of CNTs. Despite the overlapping of 

TDS peaks, the positions of the C and B peaks (grooves and external sites) agreed within 10 K 

for all the CNT samples studied. This result is consistent with DFT calculations that predicted 

only a small increase in the binding energies (0.9 kJ/mol corresponding to a 3 K TDS peak  

shift)
335, 340

 with increasing CNT diameter. Interestingly, a trend of decreasing binding energy 

with increasing diameter is observed for the adsorption on internal (A) sites. The position of A 

TDS peak shifts from 300 K (s-CNTs, small diameter) to 270 K (m-CNTs, large diameter), 

corresponding to a variation in the binding energy of 78–70 kJ/mol. In the case of HOPG, the α2 
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TDS peak appears at 200 K (52 kJ/mol). Thus, the binding energies of benzene on internal sites 

of CNTs are larger than those obtained for HOPG. Unfortunately, all the available theoretical 

studies were only related to the adsorption of benzene on exterior sites, predicting the higher  

activity of HOPG than CNTs.  

 In the case of alkanes (Figure 93) and water (Figure 94) adsorption on CNTs, the 

characteristic adsorption features are very well distinguished. No SAR is evident for alkanes and 

water, consistent with theoretical studies.
341, 348

  

 

Figure 93. n-pentane TDS on (I) CoMoCAT CNTs and 

(II) m-CNTs. Refer to Figure 92 for peak labels. Ref.
74
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 In the case of NO and H2S adsorption on CoMoCAT and HiPco CNTs, very broad and 

structureless TDS curves are observed. Thus, the DFT calculations are partly in agreement with 

experimental results. A number of possible explanations are considered. 

 

Figure 94. Water TDS on metallic (m) CNTs. Refer to 

Figure 92 for peak labels. Ref.
74

 

 

 DFT is known to be problematic in treating long range van der Waals (dispersion) 

interactions, which are important for noncovalent bonding. It often leads to an overestimation of 

binding energies. The choice of basis sets is also limited because the CNTs as macromolecules 

are considered as large systems for DFT calculations. Although most DFT calculations predict 

weak Π–Π interactions of aromatic molecules with CNTs, considerable variations in theoretical 

binding energies are evident. Possible distortions of benzene on CNTs are not included. In 

theoretical studies, a single molecule on an isolated (defect free) CNT is often considered to have 

reasonable computational time. Although the low coverage binding energies measured in this 

study match these conditions better than those conducted at high pressure or in liquid phase, the 

effects of lateral interactions, interactions with adjacent CNTs, and the effects of side wall 

defects were rarely considered in theoretical studies. The adsorption of probe molecules on 
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internal sites are definitely affected by lateral interactions, as evident from the peak shift of the A 

TDS peak. The CNTs used possibly have a wide distribution of diameters and chiral angles. 

However, DFT calculations were also performed on CNTs with different crystal structures (not 

on internal sites), but the theoretical binding energies and trends (HOPG more reactive than 

CNTs) did not perfectly match our experimental results. We hope that the experimental binding 

energies obtained for different probe molecules in this study will be useful for theoretical studies 

on CNTs.  

5.3.4. Summary 

 TDS was used to characterize the catalytic activity of CNTs (s/m/HiPco) towards the 

adsorption of probe molecules, such as benzene, n-pentane, and water. In the case of benzene, a 

weak SAR is evident for the adsorption on internal sites; however, no SAR is evident for the 

adsorption on external sites. In the case of n-pentane and water, no SAR is evident. The 

experimental data are in part consistent with theoretical predictions.   
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CHAPTER 6. CONCLUSIONS AND IMPLICATIONS 

 Heterogeneous catalysis plays a major role in environmental protection and sustainable 

development. The utilization of nanomaterials for catalytic applications is a key area of research. 

Nanomaterials exhibit special physical and electronic properties compared to their bulk analogs 

that could possibly be exploited to develop highly active and highly selective catalysts. 

Nanocatalysis has the potential to address the principles of green chemistry, which can have 

direct influence on human society and development.  

 Surface chemistry studies on model catalysts contributed significantly to heterogeneous 

catalysis. The developments in nanotechnology, surface science, and surface-sensitive 

spectroscopic techniques greatly advanced a molecular-level understanding of heterogeneous 

catalysis. Recently, the oxide-supported metal cluster model catalysts facilitated the study of 

particle size/shape effects and cluster-support interactions. The oxide-supported metal cluster 

model catalysts provide a suitable replicate for industrial catalysts. For a number of catalytic 

reactions, there has been a good correlation between the activity and selectivity of model and 

industrial catalysts. These model catalysts also allow for  building structure-activity relationships 

at an atomic level that leads to the development of efficient catalysts.  

 Adsorption kinetics (TDS) and dynamics (Molecular beam scattering) measurements 

were conducted on novel hydrodesulfurization and methanol synthesis model nanocatalysts. In 

addition, the ambient pressure kinetics experiments were also conducted on HDS powder 

catalysts. A variety of material characterization techniques, including SEM, HRTEM, STEM,  

EELS, XRD, and Raman were used for the characterization of nanocatalysts. Surface science 

studies on hydrodesulfurization model nanocatalysts finally led to the fabrication of active HDS 

catalysts, such as Ni/Co coated INT-WS2. Our research on methanol synthesis model 
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nanocatalysts allowed us to identify the active sites of a model catalyst, silica-supported CuOx 

nanoclusters. These model catalysts also facilitated our understanding of the cluster size effects 

in gas-surface interactions. A summary of results will be given below. 

  Adsorption kinetics studies of thiophene on IF-MoS2 NP confirm the molecular 

adsorption of thiophene. In addition, the adsorption sites of the catalyst are characterized as       

S- and Mo/MoOx-like sites. HDS studies reveal higher catalytic activity for the reduced samples. 

 Adsorption kinetics studies on INT-WS2 reveal the first evidence for the adsorption of 

probe molecules on internal, external, and groove sites of  inorganic nanotubes. Such 

characteristic adsorption peaks are also evident for CNTs. The catalyst shows some HDS activity 

below the room temperature. 

 In the case of silica-supported Mo clusters, the Mo cluster growth mode reveals 2D → 

3D transition with increasing Mo exposure. The adsorption/decomposition kinetics/dynamics of 

thiophene on silica-supported Mo clusters reveals the molecular adsorption and decomposition 

pathways. Smaller Mo clusters are more reactive than larger clusters for molecular adsorption of 

thiophene. Larger clusters are more reactive for thiophene decomposition. Fully sulfided Mo 

clusters are less reactive than Mo clusters for thiophene decomposition. Bond activation energy 

for the first elementary decomposition step has been determined from adsorption dynamics 

studies. In addition, the adsorption sites of MoSx are characterized as Mo- and S-like sites. 

 The results of these three projects allow us to nanofabricate novel HDS catalysts, 

including Co/Ni coated INT-WS2, which shows good catalytic activity towards thiophene HDS. 

The TDS experiments on these metal coated nanotubes reveal the characteristic TDS features for 

a nanotube system. Thiophene decomposes on Co/Ni coated INT-WS2 at UHV conditions.  

Ambient pressure catalytic experiments were conducted on a number of novel HDS catalysts, 
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including pristine and Re doped IF-MoS2 NP, pristine and metal (M) coated INT-WS2 (M = Co, 

Ni, Au), commercial catalysts NiMo, CoMo from Haldor Topsoe, and nano MoS2. The Ni and 

Co promoted INT-WS2 exhibit the highest HDS activity among the novel catalysts studied. A 

clear promotion effect of Ni, as well as Co, was observed. Commercial NiMo and CoMo 

catalysts are ~ 4.5 times highly reactive than Ni/Co coated INT-WS2. It is anticipated that the use 

of additional promoters, such as Re or Au to Ni/Co coated INT-WS2, will reduce H2S formation.  

 In the case of silica-supported Cu clusters, the Cu cluster growth mode reveals nucleation 

→ 2D/3D cluster growth → film formation. The adsorption dynamics of CO on Cu/silica was 

modeled within the frame work of capture zone model. Nonactivated and molecular adsorption 

of CO was observed. For large coverages of Cu, the adsorption probability of CO approach the 

value of Cu single crystal indicating the formation of less corrugated film. Furthermore, the 

cluster size effects on adsorption dynamics in the cases of Cu/silica and Au/silica are compared. 

Au clusters show unique cluster size effects  due to the defect sites. Cu clusters reveal only a 

weak cluster size effect. Thus, the molecular beam scattering technique allow us to map the 

active sites of the catalysts.  

 Adsorption kinetics and dynamics of CO and CO2 on EBL fabricated silica-supported 

Cu/CuOx clusters was investigated. Nonactivated and molecular adsorption of CO was detected. 

Adsorption probability depends on Cu cluster size, in consistence with the CZM. Adsorption 

dynamics was affected by the oxidation state of Cu clusters. Metallic clusters are more reactive 

for CO adsorption than oxidic clusters. In addition, cluster size effects are only evident for 

metallic clusters. The uniqueness of EBL samples together with molecular beam scattering 

allows us to identify the active sites on the catalyst. We experimentally prove that CO2 adsorbs  

solely along the rim of CuO clusters; whereas, CO occupies both the rim and terrace sites.  
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 The surface science studies conducted on IF-MoS2 and INT-WS2 and silica-supported 

Mo clusters helped us to nanofabricate reactive HDS nanocatalysts, such as Ni/Co coated      

INT-WS2. This result is promising for the development of novel HDS nanocatalysts with high 

activity and selectivity. Several parameters, such as the active metal particle size, amount of 

loading, and support, etc. can be adjusted to synthesize an ideal HDS nanocatalyst. 

 The surface science studies conducted on silica-supported PVD Cu clusters and EBL 

Cu/CuOx clusters allowed us to identify the Cu cluster size effects and effect of oxidation state 

(if any) on adsorption dynamics. This finally resulted in a meaningful strategy to identify the 

active sites of  a catalyst. Because the rims along CuO nanoclusters were identified as active sites 

in the case of EBL Cu/CuOx clusters, the catalyst can be optimized to increase the rim length of 

nanoclusters in order to have high coverages of reactants, which eventually can lead to better 

product formation rates.   

 Overall, the results obtained from the surface chemistry investigations of 

hydrodesulfurization and methanol synthesis model catalysts can be used for the development of 

highly active and  selective catalysts that can pave the way for green chemistry. 
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