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ABSTRACT 
 

The anodic polarization of Ni electrode in 0.5 M aqueous KOH solution at various 

polarization potential (Ep), time (tp) and temperature (T) values leads to the formation of 

β-Ni(OH)2 films. The growth of the hydroxide layers are irreversible and cannot be 

reduced electrochemically to metallic Ni. The hydroxide layer becomes thicker at higher 

values of Ep and/or tp and/or T. The thickness of β-Ni(OH)2 hydroxide were determined 

using ex–situ XPS and depth–profile techniques. Application of the oxide growth theories 

to our data indicate that the development of the β-Ni(OH)2 layer follows inverse 

logarithmic growth kinetics. The driving force of the process is the strong electric field 

that is established across the oxide layer. The strength of electric field is in the range of 

0.015 – 0.197 × 109 V m–1.       

The oxidation mechanism of the Ni(II) surface compound to Ni(III) is 

electrochemically irreversible and the process is treated according to Randles–Sevcik 

equation. A linear relation was determined between the peak current density (jp) and the 

square root of the potential scan rate (v1/2) for the entire range of Ep, tp and T. The 

diffusion coefficient (D) values calculated for anodic and cathodic processes are 8.1 ± 0.2 

x 10–12 and 4.3 ± 0.2 x 10–12 cm2 s–1, respectively. The activation energy (Ea) values for 

the diffusion process are 23 ± 2 kJ mol–1 (anodic) and 26 ± 2 kJ mol–1 (cathodic). The D 

and Ea values calculated from chronoamperometry measurements are comparable with 

those calculated from jp vs. v1/2 plots. 
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The electro–reduction of PtO electrochemically pre–formed on Pt electrode in 0.5 

M aqueous H2SO4 solution was also investigated. A well–controlled reduction conditions 

(Er, tr and T) were applied to determine the amount of the reduced PtO oxide. The 

reduction of the PtO requires much less time once ca. 1 monolayer (ML) of the oxide has 

been removed (ca. 1 ML of PtO remains). As expected, the longer tr and/or lower Er 

values, the greater the amount of the reduced oxide and consequently the smaller the 

amount of the remaining PtO oxide.      
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STATEMENT OF ORIGINALITY 
 

This work represents the first qualitative and quantitative results for the electro–oxidation 

of nickel electrode in the potential region where the β-Ni(OH)2 formation takes place. 

Furthermore, a comprehensive set of data for the electro–oxidation of Ni(II) to NiOOH is 

presented. All the experimental work was carried out in alkaline solution and the kinetics 

of the process was analyzed. A comprehensive set of results for the electro–reduction of 

PtO was obtained in order to assess the kinetics of the process. To the best of the author’s 

knowledge, this is the first detailed study of this type.  
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Chapter 1 – Introduction 

 

Nickel is widely used to manufacture stainless steels, i.e. specialty alloys that are 

often used to construct a variety of objects that span from stainless steel structure to daily 

use as kitchen utensils [1,2]. It resists atmospheric corrosion by forming a surface 

oxide/hydroxide layer, which protects the bulk of the metal. Maximovitch et al. [3] 

showed that the oxidation of nickel is limited to the surface region and results in the 

formation of a hydroxide film on the metal surface. In relation to electrochemical science 

and engineering, Ni and Ni–containing alloys, as a corrosion resistance material, are used 

to electroplate the less–resistant metals/alloys, as electro–catalysts for water electrolyzers 

in basic media [4], in electrochromic devices [5], and in electro–oxidation of alcohols and 

amines [6]. Mechanical, chemical and catalytic properties of nickel and its corrosion 

resistance make it a suitable material for the chemical, automotive, and electronics 

industries. Nickel is used as an electrode in various batteries (e.g. Ni-Cd, Ni-Fe, Ni-Zn, 

etc.) and in alkaline fuel cells due to its electro–catalytic properties [7]. It is a very 

important constituent of many alloys and super–alloys used in construction of e.g. 

metallic structures subjected to high temperature, since Ni–based alloys retain much of 

the nickel’s strength at high temperature. Nickel is stable in alkaline media and for this 

reason is considered a good catalyst for the hydrogen oxidation reaction (HOR) and 

serves as an alternative to platinum, which is expensive and whose availability is limited 

[8].  

Nickel oxide/hydroxide is a material often used as an electrode that exists in four 

structural phases: α-Ni(OH)2, β-Ni(OH)2, γ-NiOOH and β-NiOOH [9]. The initial stage 
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of Ni electro–oxidation occurs at potential values ≤ 0.5 V vs. the reversible hydrogen 

electrode (RHE). The α-Ni(OH)2 phase is considered the product of the electro–oxidation 

of metallic Ni at this potential [10-17]. Some data suggest that the oxide formed in this 

potential range could contain NiO [15,18-21]. At more positive potentials, α-Ni(OH)2 is 

slowly transformed to β-Ni(OH)2 as well as oxidation of the metallic Ni at the metal–

hydroxide interface takes place. The transformation of α-Ni(OH)2 to β-Ni(OH)2 phase is 

irreversible in the sense that β-Ni(OH)2 cannot be converted to α-Ni(OH)2 by changing 

the applied potential or using other simple approaches. In addition, the α-Ni(OH)2 phase 

has higher charge/discharge capacity than that of β-Ni(OH)2. Thus, stabilization of the α-

Ni(OH)2 form is a subject of interest to battery technologists [22-26]. At potential values 

≥ 1.3 V (RHE), both phases of Ni(OH)2 are further oxidized to NiOOH species. Despite 

numerous studies on the nickel electrode behavior in alkaline media, the mechanisms by 

which the oxidation proceeds are not yet completely understood (no detailed studies for 

the oxidation kinetics). In particular, the kinetics and the mechanisms of formation of the 

various Ni hydroxides and oxyhydroxides and knowledge of their structure in the form of 

thin films are still a subject of research [9]. 

 The development of surface oxides on platinum is an extensively studied subject 

because Pt is a noble metal and serves as a model system in research on oxide growth at 

non–noble metals. Platinum is chemically inert and it is a very effective catalyst for many 

catalytic processes and is used in fuel cells. The electro–oxidation refers to the 

polarization conditions which result in the formation of an oxide. The oxide growth 

kinetics, mechanisms and determination of respective rate–determining steps can be 

investigated using a variety of electrochemical techniques combined with surface–science 
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techniques [27-36]. The electro–oxidation of Pt starts at ca. 0.80 V (RHE) and at the 

present time the process is known to proceed according to the following steps [37]: 

discharge of the water molecule which leads to two hydrated protons ( ) and a 

chemisorbed oxygen (Ochem) (Eq. 1.1) followed by a formation of quasi–3D lattice of PtO 

in a place–exchange process (Eq. 1.2): 

+
aqH

 

   Pt+ H2O 
electro-adsorption

 Ptδ+- OChem
δ- + 2Haq

+  2   (1.1) 

 

   Ptδ+- OChem
δ-  

quasi-3D lattice formation
 Pt2+- O2-   (1.2) 

 

These equations represent a stable surface compound that can be detected using different 

interfacial techniques, such as cyclic voltammetry (CV), Auger electron spectroscopy 

(AES) and electrochemical quartz–crystal nanobalance (EQCN). At potentials greater 

than 1.5 V (RHE), PtO2 starts to develop on top of the PtO layer previously formed at 

low potentials. The reduction of PtO was studied in different acidic, alkaline and neutral 

media, such as HF, HClO4, H2SO4, and phosphate buffer solution at different pH values 

[38-47]. The reduction of PtO commences at ca. 0.75 V (RHE), while the reduction of 

PtO2 occurs at less–positive potentials [34]. This means, during a single negative–going 

potential scan (sweep), the underlying PtO layer is reduced first leaving the PtO2 layer in 

contact with the Pt substrate (metal–PtO2–electrolyte interphase). The PtO2 oxide is then 

reduced at less positive potential values. In the presence of dissolved hydrogen and under 
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open–circuit conditions, the reduction of the PtO layer residing on the electrode surface 

follows the following equation (the rate determining step is the dissociative adsorption of 

hydrogen): 

 

    PtO+ H2      Pt+ H2O    (1.3). ⎯→⎯

 

Shibata et al. [43] reported that the reduction rate of the multilayer PtO in HClO4 solution 

depends on the hydrogen coverage. Barz et al. [38] reported that the dissociation of the 

adsorbed hydrogen is the rate determining step and the reduction of PtO in H2SO4 and in 

the presence of hydrogen, follows an island mechanism. A variety of electrochemical and 

interfacial techniques was applied to study the PtO electro–reduction, i.e. galvanostatic 

transient, linear potential sweep, chronoamperometry, rotating ring–disc electrode, and 

double beam photoemission spectroscopy [42-46,48]. In spite of these efforts, the kinetics 

and mechanism of the process and the elementary steps involved in it are not well 

understood.   

 

The first objective of this research is to investigate the mechanism of electro–

oxidation of metallic nickel and of the elementary steps involved at well–defined 

polarization potential (Ep), polarization time (tp) and temperature (T) conditions. The 

second objective is to study the electro–reduction of a pre–formed PtO layer at well–

defined reduction potential (Er), reduction time (tr) and T conditions. These two metals 

have a wide span of industrial and catalytic applications because of their unique 

properties (catalytic activity, applicability to fuel cells, corrosion resistance, etc.). 
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Following this research, nickel and platinum will serve as model systems in the electro–

oxidation studies of other non–noble and noble metals. An exhaustive set of data was 

collected and the results were subsequently modeled using various oxide–growth 

theories. The kinetics of electro–oxidation and electro–reduction can be studied in detail 

by application of a variety of complementary electrochemical, materials science and 

surface science techniques, such as cyclic and linear–sweep voltammetries (CV, LSV), 

X–ray photoelectron spectroscopy (XPS), Auger electron spectroscopy (AES), 

electrochemical impedance spectroscopy (EIS), electrochemical quartz–crystal 

nanobalance (EQCN) techniques and surface X–ray scattering (SXS) [49-64]. The 

outcome of this research contributes to an atomic–level comprehension of the 

mechanisms and kinetics of the electro–oxidation and electro–reduction of transition 

metals. 
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Chapter 2 – Background   

 

2.1 History of Nickel 

Nickel (Ni) is one of the few ferromagnetic metallic elements at room temperature 

(others are: Fe, Co and Gd) and is a silvery–white lustrous solid with slight golden tinge 

(Fig. 2.1) [65]. Nickel has the following chemical and physical properties: high melting 

and boiling points (1453°C and 2913°C, respectively), resistance to corrosion, hardness, 

attractive appearance, etc. Nickel and Ni–containing alloys are suitable materials for a 

variety of applications due to their properties. Nickel electroplating is extensively applied 

to provide corrosion resistance and visually attractive materials due to its lustrous 

appearance. The field of Ni plating on plastics, has expanded considerably in recent years 

and offers lightweight products, while providing appearance and protection characteristic 

of nickel. Electroforming of Ni can be used to manufacture items via deposition of Ni 

layer on a mandrel which retains the desired surface detail when the mandrel is removed 

at the end of the electroplating process (Fig. 2.2).   
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Figure 2.1. Nickel ore, Sudbury, Ontario [65]. 

 

 

 

Figure 2.2. Electroformed nickel micro–gear in a needle eye [66]. 
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About two–thirds of Ni applications are related to usage that requires corrosion 

resistance. One of the main applications is the manufacture of stainless steels, which 

provides stable and ductile corrosion–resistance material. Stainless steels are the main 

choice in the production lines for the manufacture of food and construction of medical 

instruments and devices because they are chemically stable and can be easily cleaned and 

maintain cleanliness. In the case of highly corrosive environments, such as marine, power 

generation, oil and gas industries, increase of the amount of Ni and addition of 

molybdenum, vanadium, chromium and other metals to the standard stainless steels leads 

to the formation of specialized alloys that resist general, pitting, crevice, and stress 

corrosion. Nickel combined with Cr, Mo and W forms alloys that possess superior 

corrosion–protection property. Therefore, nickel–based alloys in general can be used in 

more highly corrosive environments rather than regular stainless steels.  

 

Stainless Steel
      67%

Plating
    7%

Alloy Steel
       4%

Foundry
     3%

Other
  7%

Non Ferroues Alloys
              12%  

Figure 2.3. Nickel demand by application in 2006 [67]. 
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The combination of physical and chemical properties of Ni (i.e. high boiling and 

melting points, formation of oxides, alloying ability, relatively low cost, longevity, etc.) 

make it suitable for a wide range of heat–resistant alloys that are very important materials 

in the chemical and aerospace industries. The equiatomic Ni-Ti alloys possess a unique 

property referred to as the shape–memory effect. An object made of this alloy that has 

been deformed recovers its original shape upon heating [2]. In addition, the Ni-Ti alloy 

exhibits a super–elasticity property upon heating, in which the elasticity increases about 

20 – 30 times higher than the regular metal [2]. These type of alloys are biocompatible 

that make them suitable for use in orthopedic implants. Nickel and its oxides are very 

important materials in battery technologies [68,69]. There are several types of Ni 

rechargeable batteries such as nickel–cadmium battery (NiCd), nickel–metal hydride cell 

(NiMH), nickel–zinc battery (NiZn), Ni hydrogen battery (NiH2), Ni–iron battery (NiFe) 

as well as the Ni oxyhydroxide primary battery (NiOx) which is non–rechargeable. 

Application of these batteries includes portable electronics, toys, emergency lighting, 

remote controls, cordless power tools, digital cameras, electric vehicles, etc. In the 

portable power provision industry, Ni-Cd rechargeable batteries which consist of nickel 

plates and nickel hydroxides have been used for several years. The high performance 

rechargeable NiMH batteries can have up to three times the capacity of NiCd battery with 

a comparable size.  
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Figure 2.4. Cast nickel–base alloys used in stationary gas turbine engine operates at 
temperatures > 650°C [66]. 

 

 

2.1.1 Corrosion of Nickel and Ni–Based Alloys 

Nickel and nickel–based alloys are widely used in various industries due to their 

unique properties (high temperatures, highly corrosion resistance, etc.). Nickel resists 

atmospheric corrosion, as well it is stable in aqueous media. The corrosion rate of Ni and 

Ni–based alloys is typically less than ca. 0,0025 mm yr–1 with varying degrees of surface 

discoloration depending on the alloy. Addition of other chemical elements such as Cu and 

Mo, provides an improvement in the resistance of the Ni in non–oxidizing acids. 

Moreover, addition of chromium to the Ni improves the resistance to the oxidizing media 
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such as nitric and chromic acids. Molybdenum also enhances the resistance of Ni towards 

the pitting and crevice corrosion. Iron is used in the nickel–based alloys to reduce the 

costs and to improve the resistance of the Ni in sulfuric acid. Cobalt provides a unique 

strengthening characteristic to the Ni alloys which designed to be used in high 

temperature environments. In water, Ni and nickel–based alloys resist the stress corrosion 

cracking (SCC) in distilled and fresh water to a very decent extent. The Ni-Cu alloys 

known as alloy–400 and R–405 also have a very low corrosion rate in fresh water 

systems and can be used for valves and other pipe fittings.  

 

 

2.2 History of Platinum 

The origin of the word “platinum” was derived from the term “platina del Pinto” 

which is a Spanish term meaning “little silver of the Pinto River”. Platinum was used by 

pre–Columbian Americans and was initially discovered by Charles Wood in 1741, and by 

Antonio de Ulloa in South America in 1746. The earth’s crust contains only 0.003 ppm of 

platinum, which makes it thirty times less abundant than gold. The largest national 

suppliers of platinum and its group materials are South Africa, followed by Russia, and 

finally Canada. In Columbia and some western American states, platinum is commonly 

accompanied by small traces of osmium, palladium, iridium, rhodium, and ruthenium in 

nature. Platinum is more precious than gold or silver and as of February 2010 

commercially pure Pt was worth, on average, $44 per gram. Pure platinum has a silvery–

white color and is a dense, inert and ductile metal (see Fig. 2.5). The melting point of Pt 

is very high, ca. 1774°C, which is higher than that of gold. Platinum is insoluble in nitric 
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and hydrochloric acids, however, it dissolves in aqua–regia (1:3 nitric acid–hydrochloric 

acid mixture) and forms hexa chloroplatinic acid, H2PtCl6. Platinum resists corrosion in 

air at any temperature, but halogens, sulfur, caustic alkalis, and cyanides cause Pt to 

corrode. In general, corrosion is thermodynamically unfavorable for Pt (as well as other 

noble metals) and any corrosion products tend to decompose spontaneously to pure 

metal. The main applications of Pt are catalytic converters that are part of almost every 

automobile and jewelry. These two applications consume more than 70% of the world’s 

supply of Pt, apart from all other known uses. Figure 2.6 shows the platinum demand by 

application in 2007. 

 

 

 

Figure 2.5. Platinum nugget [70]. 
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Autocatalyst
      54%

Glass
  6%

Petroleum
      3%

Jewelry
   20%

Total investment
           1%

Electrical
      5%

Chemical
      5%

Other
   6%

 

Figure 2.6. Platinum demand by application 2007 [data adapted from Ref. 71]. 

 

As a catalyst in a converter, Pt is used to convert the harmful gases in the exhaust 

system of an automobile, i.e. carbon monoxides and hydrocarbons, into carbon dioxide 

and water (also reduces the nitrogen oxides, such as NO or NO2, to oxygen and nitrogen). 

In the most common type of fuel cell, i.e. the proton exchange membrane (PEM) fuel 

cells that employ H2 gas as fuel, Pt is the effective element used as a catalyst for both 

hydrogen oxidation and oxygen reduction. Apart from their use in automobiles and as a 

replacement for conventional batteries, PEM fuel cells can also be used in power 

generation for buildings, or as generators for portable equipment. Platinum is also used as 

a homogeneous organometallic catalyst (the first organometallic compound was 

K(C2H4)PtCl3 salt) [72]. The organometallic compounds are used as catalysts in synthesis 

of medicine in the pharmaceutical industry. Moreover, platinum is used in the 
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manufacturing of fiberglass, reinforced plastics, glass for liquid crystal displays (LCD), 

hard discs, and electronics.   

 

 

2.3 Corrosion 

Corrosion is the degradation of the properties of metals and alloys as a result of 

chemical reaction with the environment (oxygen, water, etc.), that begins on their 

surfaces. Basically, corrosion is the oxidation of a metal leading to the formation of metal 

cations, which are either dissolved in the phase being in contact with the corroding 

material or precipitate or deposit on the material as a salt or an oxide. When this effect is 

localized on a specific area of the metal surface (localized corrosion), it forms pits or 

cracks which provide sites for material fatigue to begin. The cost of corrosion can be very 

high and the risks associated with untreated corrosion are equally high. In the USA, the 

cost of corrosion as estimated by the National Association of Corrosion Engineers 

(NACE) is ca. $300 billion per year, which is about 3% of the gross domestic product 

(GPD) of the US. Also, corrosion may be costly in terms of human life and safety; it 

could lead to catastrophic collapses, explosions, or fires. Solutions to corrosion and 

valuable information about the process may be obtained through careful examination of 

the corroding system. There is a general agreement that is ca. 25% of the cost of 

corrosion can be saved by adequate application of the existing technology of corrosion 

detection and control. In the case of aqueous corrosion, some of the environmental 

factors that affect the corrosion rate are pH or acidity, temperature, presence of oxidizing 

agents, electrolyte composition and solute concentration.  
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The deterioration of metals occurs in all industrial, urban, marine, and agricultural 

environments, where the metals are in contact with water (or air moisture), acids, bases, 

salts, oils, aggressive metal polishes, or other solid and liquid chemicals. Furthermore, 

some materials will corrode when they are in contact with gaseous phases containing 

ammonia, acid vapors, or sulfur–containing gases. Corrosion is commonplace in many 

industries, for example in the chemical and petrochemical industries, electric power 

generation plants, desalination plants, transportation systems, water and sewer systems. 

Since corrosion is a surface process, the rate of corrosion can be expressed as mass loss 

of the material; mass loss per unit area per time is typically given in mg cm–2 s–1 or g m–2 

yr–1. This definition has a significant meaning only in the case of uniform corrosion and 

cannot be readily applied to localized corrosion. The corrosion rate can also be expressed 

as penetration rates, the rate of decrease or loss of the thickness of the material; in this 

case, the corrosion rate is given in cm s–1. If the corrosion rate is expressed as mass loss, 

then it can be related to the corrosion current density through the Faraday’s law, equation 

2.1.   

      

    F W
M

       (2.1) 

 

where jcorr is the corrosion current density in A cm–2, n is the number of electrons 

transferred in the process, F is the Faraday constant, W is the rate of mass loss in g cm–2 

s–1, and M is the molecular weight of the dissolving metal in g mol–1. The corrosion 

current density is equivalent to the rate of dissolution of the metal surface into metal ions. 

Furthermore, in some cases, where the corrosion process is accompanied by an increase 
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in the weight of the test sample due to formation of insoluble oxides, hydroxides, etc. that 

adhere to the metal surface, the corrosion rate can be expressed as weight gain of the 

sample per unit of time. 

 

This study focuses on the electrolytic corrosion of Ni and Pt, which occurs at the 

metal–electrolyte interface involving oxidation of a metal and reduction of an oxidizing 

agent. It has to be remembered that when a metal oxidizes (corrodes), then the electrons 

released must be consumed in a simultaneously occurring reduction process, so that 

electro–neutrality is maintained.  

 

 

2.3.1 Forms of Corrosion 

 There are many forms of metallic corrosion, such as uniform/general corrosion, 

atmospheric corrosion, high temperature corrosion, pitting corrosion, stress cracking 

corrosion, hydrogen embrittlement, de–alloying or selective corrosion, just to mention a 

few. In order to avoid corrosion, one must learn to recognize the different forms of 

corrosion and the driving conditions or parameters that influence each type. Generally, 

there are eight forms of corrosion in which some of them may be categorized in the same 

group as they share certain similarities, i.e. pitting corrosion and crevice corrosion fall in 

the category of localized corrosion [73]. The basis of this classification is the appearance 

of the corroded metal, in which each of those forms may be identified by simple visual 

characteristics of the morphology of the attacked surface (sometimes the naked eye is 

inadequate, and magnification is required).  
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Figure 2.7. Forms of corrosion chart [74]. 
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Figure 2.8. Types of metallic corrosion [74]. 
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2.3.1.1 General or Uniform Corrosion 

General corrosion, also called uniform corrosion, is the most common form of 

corrosion where the metal corrodes evenly over the entire exposed surface. As a result, 

the amount of unreacted metal decreases, while a corrosion product, typically a metal 

oxide, develops. From the corrosion protection point of view, the life time of a system 

(equipment) that is uniformly attacked by corrosion can be estimated with a very high 

degree of certainty by monitoring the weight change of the metal specimen in the same 

environment. Application of a suitable protective coating is a common method of 

preventing or reducing the rate of this type of corrosion.   

 

 

2.3.1.2 Localized Corrosion 

Localized corrosion is one of the most destructive and dangerous forms of 

corrosion. It starts at particular locations on the metal surface and penetrates into the bulk 

causing local but severe damage to the metal. Unlike general corrosion, localized 

corrosion is not accompanied by significant weight change or thinning of the material. It 

is divided into (i) crevice corrosion and (ii) pitting corrosion. Crevice corrosion is an 

intense localized corrosion often occurring within crevices or protected areas exposed to 

corrosive environments. Pitting corrosion is an extremely localized attack resulting in the 

formation of holes (pits) in the metal, hence its name. Generally, a pit may be described 

as a cavity or hole in the metal surface that is difficult to detect due to its size, and the 

fact that pits are often imbedded under some corrosion products on the metal surface. 
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Quantitative examination of pits is often difficult due to different numbers and shapes 

that pits can adopt under the same environmental conditions.  

 

 

2.3.1.3 Galvanic Corrosion 

Galvanic corrosion occurs when two dissimilar metals are in electrical contact and 

immersed in a corrosive environment. An electron flow establishes between the two 

metals promoting corrosion of the less–noble metal (sacrificial anode). In order to 

maintain electro–neutrality, the electrons released in the oxidation process are consumed 

in a concurrently occurring reduction process. This flow of electrons occurs due to the 

difference in standard redox potentials of the two metals in a given aqueous medium, thus 

making the more noble metal the cathode and the less noble metal the anode. The larger 

the difference of their standard redox potentials, the greater the corrosion rate. The more 

noble metal does not oxidize through galvanic corrosion as it is cathodically protected by 

the less–noble metal. The less–noble metal then corrodes, and for this reason a noble and 

an active metal should not be joined together directly without an insulator in between. 

The galvanic series, where the metals are ordered according to their standard redox 

potentials serves as a guide for metals to be joined in a specific environment. In general, 

the closer the metals to each other in the galvanic series, the lower the possibility for the 

corrosion to occur.     
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2.3.1.4 Selective or De–alloying Corrosion 

Selective corrosion was originally known as “parting”. Selective or de–alloying 

corrosion involves the selective removal of the more active alloy component, leaving 

behind a higher concentration of the nobler one. Examples of this form of corrosion are 

the removal of zinc from a brass alloy (de–zincification of brass) or removal of aluminum 

from bronze (de–aluminification of bronze).   

 

 

2.3.1.5 Erosion Corrosion 

In erosion corrosion, the corrosion rate is increased due to rapid movement of a 

corrosive fluid, or electrolyte along the metal surface, i.e. in pipes and valves. The effect 

of fluid flow is quit complicated and difficult to predict. In general, smooth surfaces 

suffer less erosion than rough ones. Erosion corrosion is characterized by the existence of 

grooves, gullies, waves, or rounded holes, and often exhibits a directional pattern. 

Erosion corrosion is common place at the inlet of condenser tubes and heat exchangers. 

Usually, failure as a result of erosion corrosion occurs unexpectedly in a short time due to 

estimated corrosion tests being performed at static conditions, and the erosion effects not 

being considered.  

 

 

2.3.2 Methods of Metal Protection 

 The consequences of corrosion are different and the effects are often more critical 

than a loss of equipment, because loss of productivity can be substantial and in some 
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instances a loss of life can happen. The corrosion rate can be reduced or corrosion can 

even be prevented by applying an appropriate method of protection that fit a specific 

corrosive environment. The most common corrosion protection methods are applying a 

surface coating, and usage of corrosion inhibitors, while other methods are cathodic 

protection, anodic protection, anodization, and plating, just to mention a few.  

 

 

2.3.2.1 Applied Coating 

The most common corrosion treatment is the application of a protective coating 

that suits a specific corrosive environment. The protective coat could be plating, enamel 

or simply a layer of paint to provide a barrier between the metal and the surrounding 

environment. In the case of plating, if the plating material is more–noble than the 

substrate, then galvanic corrosion can take place in any exposed area and causes a severe 

corrosion to the substrate (e.g. chromium on steel). For this reason, it is usually better to 

plate with a more active material (less–noble) than the substrate itself (e.g. zinc on steel).  

 

 

2.3.2.2 Corrosion Inhibition 

When corrosion inhibitors are added to controlled environment, they form an 

electrically insulating coat on the surface of a metal to prevent electrochemical reactions 

from occurring. In a recirculation environment, inhibitors mask the metal surface 

whenever it is exposed, making the system less–sensitive to defects or scratches. Some of 

the most common corrosion inhibitors are as follows: hexamine, phenylediamine, sodium 
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nitrite, condensation products of aldehydes and amines, chromates, phosphates, and 

others.  

 

 

2.3.2.3 Cathodic Protection 

In cathodic protection, the metal surface is protected by making it a cathode of an 

electrochemical cell. In other words, the metal does not lose electrons due to oxidation. 

Therefore, this method can be applied when the structure to be protected is placed in an 

electrically conducting medium (e.g. sea water, underground structures). Cathodic 

protection is used to protect steels, ships, offshore oil platforms, fuel pipelines and 

storage tanks, just to mention a few. 

 

 

2.3.3 Stability of Metals in Aqueous Environments 

 Metals and alloys are extensively used to construct objects exposed to aqueous 

environments, i.e. pipelines, sewer and water distribution systems, ships, valves, etc. 

They are also used in industrial, marine, urban and agricultural environments, where they 

encounter water vapor in their surroundings. At times, this water vapor condenses on the 

metallic surface into a thin liquid film covering the metal surface. They may also be used 

in harsher environments i.e. petroleum production or boiling water reactors, where they 

are subjected to high temperature. This aqueous environment could be pure water (no 

oxygen or solutes), aerated water, or solute–containing waters with or without oxygen. 

Here we will discuss the corrosion in pure aqueous media, as others are outside the scope 
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of this research project. In this case, water undergoes self–ionization according to the 

following equations: 

 

    2H2O 
….…….

 H3O++ OH-    (2.2) 

 

where H3O+ refers to a hydrated proton (free proton, H+, is unstable in aqueous media). 

The ionization constant of water is c.a. Kw = 10–14 at 25° C.  In pure de–aerated water, the 

only oxidizing agent present in solution is H3O+. The relative position of the metal with 

respect to the hydrogen in the standard potential series determines whether the metal will 

or will not corrode in the pure de–aerated water. In general, if the proton can attract 

electrons from a metal, the metal will corrode in this environment and the Gibbs energy 

of the reduction reaction (ΔGred) of the hydrogen must be more negative than ΔGred of the 

metal. Since the standard Gibbs energy (ΔG°) for hydrogen equals zero by definition, it 

follows that H3O+ can extract electrons from all metals which have ΔGred > 0. Since ΔG° 

= –nFEo, it follows that all metals with standard potential (Eo) values that are lower than 

that of the H+/H2 redox couple are thermodynamically unstable in pure de–aerated water 

and they will corrode. These metals, with Eo
M

n+/M < Eo
H

+/H2 values, are called active or 

base metals, i.e. iron, chromium, nickel, zinc, etc. Once the metal oxidizes and forms 

metal ions (Mn+) the latter can react with the OH– ions or with H2O molecules to give 

various solid corrosion products, i.e. metal hydroxides and oxides, which are able to 

dissolve in the solution or form solid species that can precipitate or adhere to the 

electrode surface. Conversely, metals with Eo
M

n+/M > Eo
H

+/H2, are thermodynamically 

stable in pure de–aerated water and are called noble metals, i.e. platinum, palladium, 
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gold, etc. An example of a corrosion process that occurs in this medium is the rusting of 

iron; conversion of iron to iron hydroxide as a product occurs according to the following 

overall equation: 

 

    4Fe 6H2O 3O2 → 4Fe OH 3   (2.3). 

 

Furthermore, in atmospheric conditions, the iron hydroxide can dry and dehydrate to 

form reddish–brown rust (ferric oxide, Fe2O3) according to the following equation: 

 

    2Fe(OH)3 → Fe2O3+ 3H2O     (2.4). 

 

 

2.3.4 Metal –Electrolyte Interface 

 The area of contact between the metal and the electrolyte, two different phases, is 

of particular importance to interfacial electrochemistry and corrosion. This “phase 

boundary” is characterized by properties that are greatly different than the properties of 

either the metal or the electrolyte. It is also the region where the corrosion reaction takes 

place, i.e. where the metal atoms change their oxidation state, and might become a part of 

a different phase. Oxidation of the metal creates metal ions, which might dissolve away 

in an electrolyte or remain within a solid as brittle corrosion products, e.g. oxides, 

hydroxides, carbonates, etc. on the metal surface undergoing corrosion. Consequently, it 

is essential to study the structure and properties of the interfacial region between the 

metal and the aqueous corrosive environment. Aqueous corrosion processes fall within 
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the domain of electrochemistry. The interfacial region is shown schematically in Fig. 2.9, 

which depicts vacancies in the metal surface formed through the corrosion of Fe that 

results in the formation of hydrated Fe2+ cations. The electrons released in the process are 

transferred to a different region of Fe where a reduction process takes place.   

 

 

 

Figure 2.9. Schematic illustration of iron metal–electrolyte interface and the surface 
processes. The metal atom disengage from the electrode as it loses an electron, while the 

electron is then transferred to a different region within the electrode surface and 
participates in a reduction reaction [75].  

 

 

 

 

26 
 



2.3.5 Electrical Double Layer and Double Layer Capacity 

The metal–electrolyte interfacial region is an area that possesses unique properties 

that differ from those of either phase. The classical model that describes the metal–

electrolyte boundary is the simple Helmholtz model, which was introduced in 1853 [76]. 

In this model, the charged electrode attracts a layer of oppositely charged species to 

compensate for the charges on the electrode surface; for instance, positive electrode 

attracts negatively charged species, and vice versa. This simple model is considered to 

behave like a planar capacitor with molecular dimensions. The separation distance 

between the two charged layers is the closest approach (i.e. comparable to the diameter of 

a hydrated cation, c.a. 3 Å) [76]. The ions in the solution are held in their position by 

purely electrostatic forces and form the outer Helmholtz plane (OHP). The center of the 

ions that are attached to the electrode surface by a chemical bond then form the inner 

Helmholtz plane (IHP), see Fig. 2.10. This arrangement of the charges creates a potential 

difference between the bulk of the metal and the bulk of the solution. In general, the 

potential changes considerably over a relatively short distance. Another characteristic 

feature of the electrical double layer is the high capacitance value, in the order of 20 – 

100 µF cm–2, which results from the small distance that separate the charges (3 Å) [76].  

If a potential difference of 1 V is established across an interface of ca. 1 nm, then the 

electric field is of the order of ca. 109 V m–1.  
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Figure 2.10. Schematic representation of Helmholtz model of the electrical double–layer 
region [77]. 

 

 

There are many advanced models of the electrical double layer introduced over 

the years by different scientists, such as the Gouy–Chapman (G–C) model of diffuse 

double layer, the Stern modification of the G–C model, the Graham’s model, etc. Figure 

2.11 illustrates the Gouy–Chapman and the Stern models of the electric double layer. 

Study of the electrical double layer is of importance to not only electrochemistry but also 

the area of colloids, semiconductors, electro–osmosis, electrophoresis, sedimentation, etc. 

Measurements of the double–layer capacitance provide one of the most desirable 

methods of monitoring corrosion and testing the integrity of coatings. The technique that 

is frequently employed to measure the double–layer capacitance is electrochemical 

impedance spectroscopy (EIS).  
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Figure 2.11. Schematic illustration of Gouy–Chapman (left) and Stern (right) models of 
the double layer [78]. 

 

 

2.3.6 Potential Difference in Electrolyte  

Electrode potential is one of the important fundamental concepts of 

electrochemistry and corrosion science. Corrosion reactions involve at least two redox 

reactions, i.e. oxidation and reduction, occurring simultaneously on the metal surface. 

Therefore, to understand the respective electrode reactions and equilibria, the redox 

reactions must be well understood. When a metal is immersed in an aqueous electrolyte, 

an electrical double layer is formed at the metal–electrolyte interface as explained in 

sections 2.3.4 and 2.3.5. The existence of the electrical double layer (charge separation) 

creates a potential difference between the metal and the electrolyte; consequently the 

metal has an electric potential ( ) that is different than that of the solution ( ). The 

electric potentials  and  are called the inner potential of a point in the bulk of the 

metal and the electrolyte, respectively. The inner potential of a metal (or any phase) has 
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two distinct components; an outer potential ( ) value, which is the long range columbic 

interaction near the electrode surface and a surface potential (χ) value, which is 

determined by the short range effects of adsorbed ions and oriented water molecules. 

Thus, the inner potential, of a phase, is represented by the following equation [79]: 

 

            (2.5). 

 

The potential difference between the two inner potentials of the metal and the electrolyte 

(  and ) is then called the Galvani potential difference (∆ ). In the case of a metal, 

the Galvani potential difference is known as the potential drop across the metal–

electrolyte interface. The value of ∆  is particular for each specific metal–electrolyte 

interface and it is represented by the following equation:  

 

     ∆       (2.6). 

 

The Galvani potential difference, at single metal–electrolyte interface, cannot be 

measured directly, but the difference between two values of ∆  is measurable. In other 

words, when another metal (M2) is immersed in the same electrolyte, a new Galvani 

potential difference will develop (∆   ). Then, the difference between ∆  

(for the first test electrode) and ∆  (for the second electrode) can be experimentally 

measured. In this case, the Galvani potential difference of the testing electrode is 

measured with respect to that of the second metal/electrode (the experimentally measured 

potential = ∆  ∆ ). The second electrode is known as a reference electrode, which 
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has a stable and known Galvani potential value. Examples of some reference electrodes 

are: standard hydrogen electrode (SHE) that has a potential of 0 V by definition, saturated 

calomel electrode (SCE), 0.241 V in respect to the SHE, Hg/HgO electrode, 0.140 V in 

respect to the SHE, etc.       

 

 

2.3.7 Thermodynamics of Corrosion 

From the laws of thermodynamics, the value of Gibbs energy for a system 

decreases and attains a minimum value as the system reaches the equilibrium. An 

electrochemical equilibrium can be achieved when no electrons are flowing in or out of 

the system (open circuit conditions) through an external circuit, and also when only the 

respective metal ions can be reduced (no oxidizing agent, i.e. O2 or Cl2, are present). The 

presence of another oxidizing agent in the electrolyte that can consume the electrons 

released from the metal results in net corrosion of the metal. Therefore, the term 

“equilibrium” implies that the change in Gibbs energy (∆G) for a system equals zero (G 

value for oxidation = G value for reduction). For simplicity, consider the following 

reaction: 

 

     A aq    B aq     (2.7) 

 

where  and  are the number of moles of A and B, respectively. The corresponding 

change in the number of moles is then d  and d  for A and B, respectively. Thus, at 
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equilibrium, the associated change in Gibbs energy of the system is represented by the 

following equation [80]: 

 

   G G d  G d      (2.8). 

 

If A is converting to B in Eq. 2.7, then the number of moles lost of A participate in 

forming more moles of B, i.e. d  d , thus Eq. 2.8 can be rewritten as: 

 

    G G  G d      (2.9). 

 

The terms G  and G  are the chemical potentials (µ) of A and B, respectively. 

Accordingly, the chemical potential for a component in a system is the rate of change of 

Gibbs energy per mole of this substance, also known as the partial molar Gibbs energy of 

a substance (at constant T, p and nj). Equation 2.9 can be rewritten as B

 A d  and at equilibrium A  B. Equation 2.10 relates the concentration of species A 

and B to their chemical potential: 

 

   o ln A ,   and    o ln B    (2.10) 

 

where o  and o  are the standard chemical potentials of A and B species, [A] and [B] are 

the concentrations of A and B, respectively. At the metal–electrolyte interface, which 

involves two phases, one should consider not only the Gibbs energy difference but also 
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the difference in the electrical energy, since there is a transfer of charged particles. In 

thermodynamics, the electrochemical potential ( ) relates the chemical potential and the 

electrical energy of a substance according to the following equation: 

 

           (2.11) 

 

where  is the charge of the substance A. At the electrochemical equilibrium, for 

instance (M    M ), Eq. 2.11 can be applied. As is the case of chemical 

equilibrium, the total electrochemical potential for the reactants is equal to that of the 

products, thus Eq. 2.11 gives: 

 

    M   M     (2.12) 

 

The concentration of a substance at its standard state (i.e. solid) equals zero, thus 

rearranging Eq. 2.12 after introducing Eq. 2.10 gives the following Nernst–like equation 

for this system: 

 

      ∆ ο   ln M    (2.13) 

 

A more general form of Nernst equation is represented in the following equation: 

 

      .  log
∏

∏
    (2.14) 
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where Eo is the standard electrode potential, i.e. when the activities of both oxidized and 

reduced species are equal to unity, while ΠaOx and ΠaRed are the products of the activities 

of oxidized and reduced species, respectively. This form of Nernst equation assumes that 

the solution species are behaving ideally, while in reality the electrolyte species are 

unlikely to behave ideally. For this reason, it is essential to use the activities rather than 

the concentrations. Thus, the chemical potential of a substance in non–ideal electrolyte is 

given by the following equation: 

 

      ο  ln     (2.15) 

 

where  is the activity or the effective concentration of A. The activity is related to the 

concentration by the activity coefficient (γ) according to the following equation:  

 

       
ο
     (2.16) 

 

where bo is the molality of A at the standard state (bo = 1 mol kg–1). Thus, the standard 

chemical potential in Eq. 2.15 refers to a hypothetical solution, the molality of which is at 

the standard state. From Eq. 2.16 it follows that when  is unity then, the activity is 

equal to b/bo, and in fact the deviation of  from unity is a measure of the solution's 

non–ideality. The chemical potential is then given by the following equation: 

 

      ln ln   ln   (2.17) 
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where  is the chemical potential of the ideal–dilute solution at the same molality of 

b. Thus, the total molar Gibbs energy (recalling Eq. 2.9,  G ) for a real solution 

containing univalent cation (M+) and anion (A–) with chemical potentials  and , 

respectively is: 

 

   G          (2.18a) 

 

    G   ln     (2.18b) 

 

where  and  are the activity coefficients that are the measure of the deviation from 

ideality of the cation and the anion, respectively. The last term in Eq. 2.18b ( ) 

indicates that the deviation from ideality is equally shared between the cation and the 

anion. The value of  or  cannot be measured experimentally, therefore for 1,1–

electrolyte, a mean activity coefficient (γ±) is introduced. A general form of the molar 

Gibbs energy for a compound, i.e. MpXq (where p and q are the number of moles of the 

cation M and the anion X, respectively) is represented in the following equation: 

 

  G   G  ln  ln   (2.19). 

 

Introducing the mean activity coefficient (     , where ) in Eq. 2.19, 

the chemical potential of individual ions and the molar Gibbs energy are presented in 

Eqs. 2.20 and 2.21, respectively. 
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    i  i  ln     (2.20) 

 

    G       (2.21). 

 

At equilibrium, when both reactants and products, i.e. Ox and Red, are separated at 

different electrodes, one of the most important equations is obtained that describes the 

electrochemical equilibrium, equation 2.22:  

 

          (2.22) 

 

where ΔrGo is the standard Gibbs energy change of the reaction, n is the number of the 

electrons involved in the equilibrium, F is Faraday's constant and Eo is the standard 

potential of the electrode (Eo
M

n+/M).  

 

 

2.3.8 Kinetics of Corrosion 

The value ΔrG for the reduction reactions in a certain environment indicates 

whether a particular metal will or will not corrode in this environment. The partial 

reaction with the largest driving force for reduction (i.e. lowest ΔrG of reduction) will 

proceed in the reduction direction (consumes electrons), while the second partial reaction 

with lower driving force of reduction must then proceed in the oxidation direction and 

releases electrons. The difference between these two ΔrG values determines the 

thermodynamics driving force for corrosion of the metal (when no other oxidizing agent 
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is present). If the value of ΔrG is negative, then E must have a positive value (see Eq. 

2.22), and the reaction will proceed in the reduction direction. Conversely, when the 

value of ΔrG is positive and E is negative, then the reaction will proceed in the oxidation 

direction. When the equilibrium prevailing at a single electrode is disturbed, the system is 

said to be polarized. The disturbance may result from a non–open circuit situation, or 

from oxidizing agents dissolved in the electrolyte. In this case, the electrode potential 

(Eirr) is not equal to the standard electrode potential ( ) that measured at equilibrium. 

This difference in potentials of the electrode is called overpotential (η) and the process is 

referred to as polarization: 

 

           (2.23). 

 

If η > 0 (Eirr > Eo), then it is called anodic polarization; the electrode is anodically 

polarized and the total current (jtot) will be anodic. Conversely, when η < 0, then the 

electrode will be cathodically polarized and the net current will be cathodic. As the 

magnitude of polarization increases, the magnitude of the net/total current increases. The 

relation between the net current and the overpotential is quantified through the Butler–

Volmer equation, which has the following form: 

 

            (2.24) 

 

where jo is the exchange current density (anodic and cathodic currents at equilibrium and 

the net current is equal to zero), n is the number of electrons transformed, and α is the 
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transfer coefficient. From this relation, the net current density is the difference between 

the anodic current density and the cathodic current density. In the case of low 

overpotential i.e. η << 0, then |jc| >> |ja| and the total current equals |jtot| = |jc| and vice 

versa. The Butler–Volmer equation can be rearranged to give a Tafel equation for the 

anodic process that has the following form [74,81,82]:  

 

     .  
  

log  .  
  

log    (2.25). 

 

Figure 2.12 illustrates the Tafel (η vs. log j) relation for a single electrode reaction [83]. 

The general form of the Tafel relation, which shows the anodic and cathodic reactions of 

a hydrogen electrode, is represented in Fig. 2.13. This plot is also known as Evan’s 

diagram or polarization curve.  

 

 
Figure 2.12. Typical Tafel plot for a single electrode reaction [83]. 
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Figure 2.13. Evan’s diagram for standard hydrogen electrode illustrates the anodic and 
cathodic Tafel relation [74].  

 

 

2.3.9 Catalysis  

Catalysis is a very important area in the chemical industry since the production of 

most industrially important chemicals involves a catalyst. Research into catalysis is a 

major field in applied science, and involves many fields of chemistry, chemical 

engineering, material science and physics. Catalysis is define as an increase of the 

chemical reaction rate through the presence of a catalyst that lowers the Gibbs activation 

energy of the rate determining step. The catalyst alone cannot make the reaction happen, 

but it speeds up the thermodynamically favorable reaction. The catalysis process involves 

the formation of an intermediate, which has lower activation energy than required for the 

direct reaction without the catalyst. Electrocatalysis is important to electrochemistry since 

the energy efficiency of any electrochemical cell is determined by the overpotential at the 
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anode and at the cathode [84,85]. The objective of the electrocatalysis is to provide a 

lower energy of activation pathway and to permit the electrode reaction to occur at high 

current density and at a low overpotential. In this case, the metal electrode surface acts as 

a reaction site to provide or accept electrons. The overpotential for each current density is 

given by the Tafel equation. Rearrangement of equation 2.25 gives: 

  

     .  
  

 log log                                            (2.26). 

 

The catalysis speeds up the reaction rate via homogeneous or heterogeneous processes. In 

homogeneous catalysis both, the catalyst and the reagents are dissolved in the same 

phase, while in heterogeneous catalysis the catalyst and the reagents are in two different 

phases (i.e. metal/adsorbed species or ions). 

 

 

2.3.10 Mixed Potential 

 In a corroding system, the overall corrosion reaction involves two (or more) 

electrochemical redox reactions. Each electrochemical reaction has its own polarization 

curve. Plotting each polarization curve on the same current and potential coordinates 

forms an Evan’s diagram for this system. In general, a metal will corrode when its anodic 

partial reaction (i.e. M → Mz+ + ne–) intersects with the cathodic partial reaction of other 

electrode (i.e. 2H+ + 2e– → H2), and vice versa. Figure 2.14 shows a corroding system of 

zinc ( /   0.763 V) in presence of hydrogen. The anodic Tafel line of the metal 

intersects with the cathodic Tafel line of the hydrogen, which leads to produce metal ions. 
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Intersection of the two Tafel lines determines the condition of general corrosion, jcorr and 

Ecorr, which falls between the two standard potentials [74]. In corrosion science, the 

potential arising from two electrochemical potentials is called a ‘mixed potential’ (Emix). 

Usually, the two reactions contributing to Ecorr are the metal oxidation (anodic process) 

and the hydrogen evolution or the oxygen reduction when the corrosion proceeds in 

oxygen containing solutions.  

 

 

Figure 2.14. Polarization of anodic and cathodic half–cell reactions of a corroding system 
consisting of zinc in acid solution, giving a mixed potential, Ecorr and corrosion rate, jcorr 

[74]. 
 

 

In order to measure the polarization (j vs. E) curve of a certain electrode, one 

must use a polarization cell which is composed of three electrodes; working electrode, 

counter/auxiliary electrode and a reference electrode, see Fig. 2.15. The ammeter 
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measures the current flowing between the working and the counter electrodes, while the 

high input voltmeter measures the potential of the working electrode against the reference 

electrode. When current flows between the counter and the working electrodes, the 

equilibrium at the working electrode is disturbed and hence its potential shifts away from 

the equilibrium value. Then, this value of the overpotential is measured against the 

reference electrode using a voltmeter.   

 

 

Figure 2.15. Schematic diagram for the standard three compartment electrochemical cell 
[74]. 
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2.3.11 Passivation 

 Passivity of metals and alloys is a very important phenomenon in the field of 

corrosion and protection of metals. It describes the state of an active metal surface when 

its rate of corrosion is lower than expected at a specific potential value positive to Ecorr. 

Passivity is attributed to the formation of a thin film (less than a micrometer) which 

adheres onto the metal surface spontaneously, thereby protecting it from further oxidation 

(corrosion) at specific conditions [86,87]. This phenomenon explains the remarkable 

stability of many active metals and alloys in various environments where they are 

expected to corrode, in view of thermodynamic considerations. This is the case for 

stainless steels, aluminum, nickel, chromium, and super alloys in aqueous environments. 

Although the standard potential values for those metals are negative in relative with that 

for the hydrogen electrode, their corrosion rates in the passive region are very low. They 

are said to be in passive condition, i.e. their surfaces are passivated, and thus they do not 

corrode to any measurable extent. For example, aluminum metal has /  

 1.66 V (SHE) which represents an enormous driving force for corrosion as its ΔGred 

has a large positive value, however, Al does not corrode in water to any measurable 

extent due to the formation of a passive layer. In Fig. 2.16, we show a typical polarization 

curve of a metal that demonstrates the active, passive and transpassive regions. The 

passive region is characterized by a drop in the current density value (a few orders of 

magnitude). The width (potential range) of the passive region varies from one metal to 

another, and it is also affected by the medium. 
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Figure 2.16. Schematic representation of a polarization curve of a metal showing the 
active–passive region [74]. 

  

 

In Fig. 2.16, the Ecrit is called the critical potential or the flade potential at which 

the current drops. Once the potential of the metal reaches this value, the surface of the 

metal becomes passivated. The passive current density (jpass) represents the corrosion rate 

of the passive surface. This value may be some orders of magnitude lower than the 

anodic dissolution current density, just before the potential reaches Ecrit. The point at 

which the current starts to increase above the passive value (Epass) indicates the beginning 

of the transpassive region. Some factors that inhibit passivation are: very high/low pH, 

presence of chloride ions, high temperature, or fluoride ions. The passive range, as well 

as the values of Ecrit, jpass and Epass depends on the composition of the electrolyte and the 

nature of the metal. In general, as the concentration of i.e.  (or other halides or H+) 

ions increases, the width of passive region decreases (Ecrit increases and Epass decreases), 

and the passive current increases. These changes indicate that the passive layer becomes 

−Cl
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less protective. Thus, a more positive potential than Ecrit must be applied to form the 

passive film. At high concentrations of  or other corrosion–causing ions, the passive 

region could disappear entirely.  

−Cl

 

 

2.3.12 Pourbaix Diagram 

 The value of the electrode potential (E), in a certain environment, indicates 

whether this metal will or will not corrode in this medium. The E–pH relation is known 

as “Pourbaix diagram” that demonstrates graphically the various thermodynamic stable 

metal phases (i.e. metal ions, oxides, hydroxides and any other species that can combine 

the oxides). The Pourbaix diagram provides useful information for corrosion science and 

technology as it demonstrates the stable phases. A disadvantage of Pourbaix diagrams is 

their lack of the kinetics; the rate of the corrosion cannot be predicted based on these 

diagrams. Figure 2.17 illustrates the Pourbaix diagram for Ni electrode in water at 25o C 

[88]. The regions where the Ni, Ni(OH)2 and Ni oxides are stable can be determined from 

Pourbaix diagram. It is important to remember that the presence of ions such as chloride, 

citrate, cyanide, etc. can affect (expand) the corrosion area in Pourbaix diagram.  

 

 

45 
 



 

Figure 2.17. Pourbaix (E vs. pH) diagram for Ni in water at 25o C [88]. 
 

 

 

2.4 Metal Oxide Characterization Methods 

The electrochemical methods used in this study are cyclic voltammetry (CV) and 

chronoamperometry (CA). Also, an ex–situ surface science technique such as X–ray 

photoelectron spectroscopy (XPS) coupled with Ar+ depth profiling is used to 

characterize the metal surface. To understand the basics of these electrochemical and 

surface science techniques, it is important to explain the process by which the 

electroactive species transports towards/away from the electrode surface. Mainly, there 

are three physical mechanisms that govern the movement of the electroactive species 

from/to the bulk of the solution to/from the electrode surface: migration, convection, and 
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diffusion. In these mechanisms, the movement of the species is influenced by an electric 

field gradient, a pressure gradient, and a concentration gradient, respectively. An attempt 

is made to minimize the effect of the former two processes, due to the difficulty to make 

an accurate treatment, so that the mass transport is influenced only by the diffusion. The 

migration process can be minimized by the addition of the supporting electrolyte of high 

concentration, while the convection process can be minimized by agitation of the solution 

(e.g. by gas bubbling inside the electrolyte) or mechanical stirring. As the redox reactions 

proceed on the electrode surface, the diffusion layer adjacent to the electrode grows to a 

limiting thickness with time (e.g. 10–6 – 10–4 m depending on the electrolyte 

concentration), after that the charges distribute uniformly.  

 

 

2.4.1 Cyclic Voltammetry 

The intention of employing controlled–potential experiments is to attain a current 

response that is related to the transfer of electron(s) during the redox couple. The 

resulting current of the redox reaction is known as Faradic–current and the consequential 

current–potential relation is known as a voltammogram. The voltammetric current 

corresponds to the Faradic–current, as well as the non–Faradic current due to double 

layer charging. Cyclic voltammetry (CV) is one of the most important electroanalytical 

techniques due to its ability to provide qualitative kinetic and thermodynamic data for a 

given system. It allows one to obtain both qualitative information, such as reversibility of 

the system or the mechanism of the process, as well as quantitative data, such as the 

amount of oxide formed (charge transferred). The CV is based on the linear potential 
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sweep voltammetry (LSV) in which the direction of the potential scan is reversed at the 

final potential (Ef) and the potential range is scanned again in the reverse direction back 

to the initial potential (Ei) at time τ. The exact shape of the CV profile in many cases is 

very characteristic for a specific element, thus it can be treated as its “electrochemical 

fingerprint". In some cases, the potential can be scanned past the final potential to a 

second final potential, and then the direction of the potential scan is again reversed. In 

this technique, the electrode current is monitored as a function of the applied potential (j 

– E relation is obtained). Figure 2.18 illustrates a cyclic voltammetry program used to 

form and to characterize a surface oxide in this study and Fig. 2.19 shows a typical CV 

for a reversible system. 

 

 

Figure 2.18. Potential program used in cyclic voltammetry. Initial potential (Ei), and final 
potential (Ef), are adjusted for different systems [89]. 
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Figure 2.19. Typical CV profile recorded for a reversible system [89]. 
 

 

In its most basic case, CV is used to study a redox couple system, with both 

species (oxidized and reduced) present in the solution and transported from/into the bulk 

of the solution by infinite planar diffusion. During the forward potential scan, a current 

will flow between the electrode and the solution species as the potential approaches a 

value equivalent to the oxidation potential of the investigated species. The current will 

increase as a result of a charge transfer and then falls down as the concentration of the 

investigated species decreases in the vicinity of the electrode surface. Subsequently, the 

solution species to be oxidized must now transport from the bulk of the solution to the 

electrode surface by diffusion. The increase in the current and the subsequent decrease 

develops an anodic current peak in the corresponding CV profile. In the backward 
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potential scan, when the potential reaches a value corresponding to the reduction of the 

species previously formed in the anodic scan, a cathodic current peak arises at opposite 

polarity of the anodic one. In order to elucidate the current behavior, first we need to 

consider the following process: Ox e  Red and there are no other solution species 

which consumes the electrons. A state of equilibrium establishes at the electrode surface 

which can be described by Nernst equation when the rate of electron transfer is fast in 

comparison to the potential scan rate. As the potential is scanned, the current will flow 

and the equilibrium is adjusted accordingly. The current will increase with the progress in 

the potential scan as a result of converting more reactant to product species. At this point, 

a concentration gradient develops between the electrode surface and the bulk of the 

solution which forms the diffusion layer. The thickness of the diffusion layer will 

increase (the diffusion layer will grow away from the electrode surface) when the 

concentration of the reactant is further decreases. The current peak in the corresponding 

CV profile develops when the diffusion layer grows sufficiently away from the electrode 

surface and the flux from the solution to the electrode is not fast enough to satisfy Nernst 

equation. In this case, the current starts to fall down as the species to be oxidized must 

diffuse from the bulk of the solution. This drop in the current follows Cottrell equation 

that depicts the change in the current as a function of the concentration of the 

electroactive species and the time of the potential scan.   

 

The shape of the CV profile depends on the electrochemical reversibility of the 

process (different profile for reversible process than irreversible one). For a reversible 

50 
 



process, i.e. when the rate of electron transfer is faster than the rate of mass transfer, the 

peak current density (jp) can be described by Randles – Sevcik equation [82]: 

 

    2.69  10  / / /    (2.26) 

 

where jp is the current density in A cm–2, n is the number of the electrons transferred in 

the reaction,  is the concentration of the electroactive species in the solution bulk in 

mol cm–3, Dox is the diffusion coefficient in cm2 s–1, and v is the scan rate in V s–1. The 

constant 2.69  10  originates from Faraday’s constant (F), the gas constant (R), and 

other integration constants. From Randles–Sevcik equation, it follows that the current is 

directly proportional to concentration of the electroactive species and increases with the 

square root of the scan rate. In the case of a simple reversible redox couple, the ratio of 

the peak current for the anodic and cathodic processes is equal to unity, i.e. / 1. 

Furthermore, the potential of the reversible redox couple (the standard potential) is 

located in between the two peaks, as follows:  

 

       p(anodic)  p(cathodic)    (2.27). 

 

The peak potential for the anodic and cathodic peaks are independent on the scan rate, see 

Fig. 2.20a. In addition, the separation between the two peak potentials is described by the 

following equation that can also be used to determine the number of electrons transferred: 
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   ∆ p  p(anodic)  p(cathodic)  0.059  V   (2.28). 

 

The time required to record a CV profile is directly related to the potential scan 

rate and strongly affects the shape of the CV profile at constant Ei and Ef values. This is 

due the fact that the thickness of the diffusion layer at the electrode surface depends on 

the scan rate and consequently the time needed to record the CV profile. For low scan 

rates, the time needed to record the CV profile is longer, thus the diffusion layer will 

grow much further from the electrode surface in comparison to the high scan rates. 

Accordingly, as the current is proportional to the flux of the electroactive species towards 

the electrode, the magnitude of the current will be lower at slow scan rate than that for the 

fast scan rates, Fig 2.20a. Additionally, the position of the current maximum is the same 

for different scan rates and this is a characteristic of electrode reaction with rapid electron 

transfer kinetics which is referred to as reversible electron transfer process. 

 

In the case of irreversible system, the electron transfer process is slower than the 

potential sweep rate and the peak potential is shifted as a function of scan rate (see Fig. 

2.20b). The applied potential will not lead to a concentration gradient between the 

electrode surface and the bulk of the solution. This is due to the fact that the reaction 

kinetics are slow and the potential does not reflect the equilibrium of the redox couple. 

Furthermore, the position of the current maximum is shifted as a result of the slow 

response of the current versus the applied potential. The peak current density (jp), for an 

irreversible system, is described by the following equation: 

 

52 
 



    2.99 10    /   /  /    (2.29) 

 

where nα is the number of electron transferred up to the rate determining step, and β is a 

symmetry factor (other parameters are the same as in Eq. 2.26). Table 2.1 lists some 

parameters and features of the CV profiles for the reversible and the irreversible systems 

[82]. It must be stressed that the terms presented in Table 2.1 are applicable when the 

oxidized and reduced species are present in the solution. The Ep and jp parameters make 

the cyclic voltammetry suitable for characterization and mechanistic studies for redox 

reaction at the electrode surface. 

 

 

 

Figure 2.20a. Series of CV profiles recorded at different scan rates (v) when only O is 
initially present in solution for a reversible system [82]. 
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Figure 2.20b. Series of CV profiles recorded for irreversible systems at different scan 
rates (v) when only O is initially present in solution [82]. 

 

 

Table 2.1: List of the cyclic voltammogram’s parameters for reversible and irreversible 
process at T = 298 K [82]. 

Reversible processes Irreversible processes 

ΔEp = Ep
A – Ep

C = 59 /n (mV) 
/

48
 

/ 1 Ep
c shifts 30/αcnα mV for each decade 

i cr in v n ease 

  /   /  

Ep is independent of v 
 

 

 

 

54 
 



2.4.1.1 Cyclic Voltammetry for Surface Process 

 The cyclic voltammetry experiment is also applied to study the interfacial 

behavior of electroactive species which confined to the immediate vicinity of the 

electrode surface (i.e. adsorption forces or covalent bonds). In this case, no concentration 

gradient develops and the process is limited to the species attached to the electrode. The 

shape of the CV profile is different in this instance than for the case of thin films. In 

addition, the peak current is directly proportional to the surface coverage (Γ ) and the 

scan rates (not the square root of the scan rate). The current–potential CV profile for 

adsorbed oxidized (O) species is given by the following equation [89]: 

 

         
   

    (2.30) 

 

where Γ  is the surface concentration (before the experiment), n is number of electrons, F 

is Faraday constant, A is the surface area and v is the potential scan rate. The CV profile 

is characteristic by symmetric anodic and cathodic peaks with peak separation (∆Ep) 

equals zero. The anodic or cathodic peak half–width is 90.6/n mV, see Fig. 2.21. The 

surface coverage or the area occupied by the adsorbed species can be determined using 

the charge density which obtained from the integration of the CV peak according to the 

following equation [89]: 

      

     Γ      (2.31). 
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An adsorption isotherm (for example Langmuir isotherm) is usually used to relate the 

surface coverage to the bulk concentration (C) of the solution, see the following equation 

[89]: 

 

     Γ  Γ   
  

      (2.32) 

 

where Γ  is the surface concentration of one monolayer coverage and Dads is the 

adsorption coefficient. The Langmuirian isotherm is applicable for sub–monolayer 

coverage with the assumption of no interactions exists between the adsorbed species on 

the surface. Such interaction is considered in different isotherms (i.e. Temkin or Frumkin 

isotherm).   
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Figure 2.21. Typical cyclic voltamogram for a surface layer on an electrode [89]. 

 

 

2.4.2 Chronoamperometry 

 Chronoamperometry (CA) is one of the most important potential step techniques 

in electroanalytical chemistry. The potential of the working electrode is held and the 

current response is monitored as a function of time. The time scale in this technique is 

usually in milliseconds up to seconds, while in other potential step techniques, such as 
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constant potential electrolysis (CPE) and DC potential amperometry (DCA), the time 

scale extends from seconds up to minutes or hours.  The simplest case of this technique is 

single potential step chronoamperometry. In this case, the potential of the working 

electrode is changed instantaneously from E1 (for a short time) where there is no 

electrode reaction occurring, to E2, where one is occurring, for example the reduction of 

Ox species. The E2 is held for a specific time (Fig. 2.22). The theory of the diffusion 

process depends upon the geometric characteristics of the electrode and the surrounding 

solution; the two extreme geometric cases are planar electrode and spherical electrode. 

For planar electrodes, the diffusion can occur only in one direction (linear diffusion), 

while for spherical electrodes the diffusion can occur in all directions (spherically 

symmetrical diffusion). A test for diffusion control is the plotting of j vs. t–1/2, which 

should be linear and passes through the (j = 0, t = 0) point. The diffusion coefficient of 

species Ox can then be calculated from the slope of the j – t–1/2 relation. Furthermore, the 

scan rate can also be used in place of time in the form of v1/2; typical scan rates are in the 

range of 10 up to 2000 mV s–1. The theoretical relation between current and time for 

linear diffusion was derived by solving the Fick's 2nd law of diffusion for a planar 

electrode, and it is presented by the Cottrell equation, which describes the change in 

electric current with respect to time [82]: 

 

 | |     /

/ /      (2.33) 

 

where n is the number of electrons transferred in the reaction, F is the Faraday’s constant 

in C mol–1,  A is the area of the electrode in m2, Do is the diffusion concoefficient in m2 s–
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1, and o  is the concentration of the diffusion species in mol cm–3 in the bulk of the 

electrolyte solution. Deviation from linearity in the plot of j vs. t–1/2 sometimes indicates 

that the redox process is associated with other processes, such as association of a ligand, 

dissociation of a ligand, or a change in the geometry where the species are diffusing (i.e. 

at the surface). 

 

Figure 2.22. Typical CA curves showing (a) potential–time relation, (b) changes in the 
concentration of the diffusing species in the vicinity of the electrode surface, and (c) the 

corresponding current–time relation [89]. 
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Chronoamperometry can also be applied as a double–potential step. In this case, the 

single potential step is followed by another potential step at which the reduced species are 

reoxidized at time τ. Thus, for t > τ the anodic current follows the equation: 

 

    | |     /

/  
 /   /    (2.34) 

 

Another advantage of chronoamperometry is that the recorded current during the 

experiment, can be converted to charge and plotted as a function of time, Q vs. t. This 

technique is called chronocoulometry (CC). The chronoamperometry allows one to 

investigate the diffusion–controlled process, such as nucleation and growth that cannot be 

analyzed by application of CV. An important advantage of CA as compared to CV is that, 

in the case of cyclic voltammetry the double layer (non–Faradic) charging currents must 

be subtracted from the recorded currents during a potential scan, while in the case of CA 

as long as the electrode surface is not changed significantly with time, double layer 

current corrections are only necessary immediately after the potential change.  

 

 

2.4.3 X–ray Photoelectron Spectroscopy (XPS) and Depth Profiling 

X–ray photoelectron spectroscopy (XPS), also known as electron spectroscopy for 

chemical analysis (ESCA), is a surface analysis technique that is unique in providing 

quantitative information of the composition and electronic state of the elements being 

analyzed. XPS is used to characterize the surface of different material, such as metals, 

alloys, semiconductors, polymers, glasses, and others. In this technique, a monochromatic 
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beam of X–rays (usually a value between 200 – 2000 eV) is used to irradiate a sample. 

The most commonly used X–ray sources are Mg and Al (Mg Kα radiation; hv = 1253.6 

eV is used in this study). The absorbed photon excites a core electron from an atom in the 

sample resulting in its ionization. The overall process of photoionization and the 

corresponding energies are as follows:  

 

    A  A       (2.35) 

 

           (2.36)  

 

where h is the Plank constant (6.62 x 10–34 J s) and v is the frequency of the radiation in 

s–1. The term   represents the difference in energies between the ionized and 

neutral atom, which is called the binding energy (BE). The kinetic energy (KE) of the 

photoelectron is represented by the electron's energy . Thus, rearrangement of Eq. 

2.36 gives: 

 

     KE BE    (2.37) 

 

The BE is accepted to be a direct measure of the energy required to excite an electron 

from the core level to the vacuum level in the analyzed sample. This process is described 

schematically in Fig. 2.23, bearing in mind that for solids, the binding energy is measured 

with respect to the Fermi level (EF) rather than the vacuum level (Ev). Thus, the work 

61 
 



function ( ) of the solid should be included in Eq. 2.37, and the equation describing this 

process is given by the following equation: 

 

          (2.38) 

 

 

 

Figure 2.23. Schematic diagram of photoelectron ejection in XPS. 

 

 

The BE associated with each core atomic level is characteristic for each element. 

For instance, each element gives rise to a set of peaks in the photoelectron spectrum at a 

specific kinetic (or binding) energy. Therefore, the presence of these peaks at particular 

KE or BE indicates the presence of a specific element in the sample. Emission of 
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photoelectrons from some atomic levels gives rise to two peaks in the corresponding XPS 

spectrum, rather than a single peak. These two peaks are slightly separated from each 

other, with respect to their binding energy. This effect arises from spin–orbit coupling 

between the magnetic fields of spin (s) and the angular quantum number (ℓ). The total 

angular momentum (jm) of a particle is then a function of ℓ and s (jm = ℓ ± s). The 

maximum value of the angular quantum number is equal to ℓ = n – 1 (where n is the 

principal quantum number, n = 1, 2, 3, etc.), while s has the value of ± ½. If we consider 

a palladium atom, for instance, the photoelectron will be emitted from the core level, n = 

3. In the XPS spectrum for Pd, see Fig. 2.24, the most intense peak is due to the emission 

from 3d level. By applying the spin–orbit coupling theory, the values of the total angular 

momentum are 5/2 and 3/2, which results in doublet peaks (3d5/2 and 3d3/2) in the 

corresponding XPS spectrum. The lowest energy peak is the one with maximum jm, the 

3d5/2 peak (as the orbital is more than half–full), and it appears at a lower binding energy 

in the XPS spectrum than the other peak (3d3/2). Figure 2.25 shows XPS spectrum (in the 

region of Pd 3d peaks) that illustrates the splitting of the 3d peaks. 
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Figure 2.24. XPS survey spectrum for Pd electrode [90]. 

 

 

 

Figure 2.25. High resolution XPS spectrum for Pd electrode showing only the 3d peaks 
[90].  
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The ratio of the intensities of the two 3d peaks can be determined from the following 

equation: 

 

     D 2 1     (2.39) 

 

thus, for d orbital, the intensity of the two peaks is equal to: 

 

  D 2  1 4                  D 2  1 6  (2.40) 

 

which gives rise to an intensity ratio of the two peaks of 2:3. Accordingly, the intensity of 

the doublet peaks of p orbital is 1:2 (this is the case for nickel), while for the f orbital the 

ratio is 3:4. The exact binding energy value of the emitted photoelectron depends also on 

the oxidation state of the atom, and the physical and chemical environments. Therefore, a 

change of the oxidation state of an atom gives rise to a small peak shift in the XPS 

spectrum, which is known as a chemical shift. An atom with a higher oxidation state 

reveals a higher binding energy due to the extra columbic interaction between the ion 

core and the emitting photoelectron. Fig. 2.26 illustrates an example of the chemical shift 

of the p orbital for Ti and TiO2. The ability to distinguish between different oxidation 

states is one of the strengths of XPS. 
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Figure 2.26. XPS spectra for metallic Ti and TiO2 showing chemical shift [90]. 

 

One can notice a stepped background in XPS spectra (i.e. the baseline is at higher 

intensities for higher values of BE, see Fig. 2.24). This is due the fact that electrons 

emitted from core levels need to travel through the sample to reach the surface; this 

distance is known as the mean free path (λ). Electrons close to the surface will escape 

from the sample and produce a peak in the XPS spectrum, while electrons emitted from 

deeper levels lose some of their energy due to inelastic interaction. This lost energy is 

scattered randomly and contributes to the background noise, which appears as an 

extrinsic tail at higher binding energy in the XPS spectrum, causing an increase in the 

background at higher values of BE. Fig. 2.27 schematically illustrates the effect of the 

energy loss on the XPS spectrum. 
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Figure 2.27. Schematic relating the energy loss of core electrons to the stepped baseline 
in XPS spectra.  
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Chapter 3 – Experimental Procedures 

 

3.1 Electrodes Preparation 

The Ni working electrode was made of a Ni rod (99.999% in purity, AlfaAesar 

Puratronic) and was 5.0 ± 0.1 mm in diameter. The Ni rod was pre–fitted into a Teflon 

sleeve (see a in Fig. 1). One side of the electrode was delicately threaded so that it can be 

connected either to a Teflon covered stainless steel rod, except for the threaded top, 

which serves as an electrical connector in the electrochemical measurements (see b in 

Fig. 1) or to a stainless steel made sample holder designed by us and especially fabricated 

to be used in the Microlab 310 UHV surface analysis system (see c in Fig. 3.1). The other 

side of the electrode provides a contact surface with the electrolyte; for the 

electrochemical measurements, as well as a surface chemical analysis where the depth 

profile experiments are performed. The counter electrode was a Pt foil (99.999% in 

purity, Goodfellow) of ca. 1.0 cm2 in geometric surface area. The reference electrode was 

a Pt/Pt black electrode placed in a separate compartment through which H2(g) (99.999% 

Praxair) was bubbled at p = 1 atm. It was immersed in the same electrolyte in which 

experiments were carried out and served as a reversible hydrogen electrode (RHE).  In 

this contribution, all potentials are given with respect to RHE.   
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Figure 3.1. Full assembly of the Ni electrode with the two sets to be used in the 
electrochemical cell and the UHV chamber. 

  

A Pt(poly) wire–shaped working electrode was prepared according to the 

following steps: (i) initial cleaning the Pt wire (99.999% in purity, and 0.5 mm in 

diameter, Goodfellow) in acetone under reflux for 6 hours; (ii) welding the Pt wire to an 

Ag wire for electrical contact; (iii) sealing the Pt wire into pre–cleaned soft–glass tubing, 

while keeping the welding spot inside the tube (Ag wire was not in contact with the 

solution), followed by step (i), (iv) cleaning the electrode in concentrated H2SO4 for 24 

hours, and (v) repetitive washing in high–purity water followed by soaking in water for 

24 hours. The geometric surface area (Ageom) was determined by measuring the length of 

the Pt wire using a Vernier microscope and by using the above mentioned diameter; it 
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was calculated to be 0.59 cm2. The real surface area (Ar) of the Pt electrode was 

determined from the charge of HUPD adsorption and desorption [91]. The roughness factor 

(Rf = Ar / Ageom) was found to be 1.3.   

 

  

3.2 Electrolyte and Electrochemical Cell 

The electro–oxidation of Ni electrode was studied in 0.5 M aqueous KOH 

electrolyte solution, while the electro–reduction of Pt electrode was in 0.5 M H2SO4 

electrolyte solution. The high purity KOH electrolyte solution was prepared from KOH 

pellets (99.99% in purity, Sigma–Aldrich) dissolved in ultra high purity water (18.2 MΩ 

cm–1, MilliPore, Milli–Q3). The H2SO4 solution was prepared from concentrated H2SO4 

(Suprapur®, Merck) and ultra high purity water. The electrolyte solutions were subjected 

to pre–electrolysis with two Pt electrodes for several hours in order to remove any 

impurities. Nitrogen gas (99.999%, Praxair) was passed through the working–electrode 

compartment for at least 30 min before the experiment and during experiments to expel 

any dissolved gases and to remove any gases generated during electrochemical 

measurements. The working electrodes were cycled 200 times (the Ni electrode was 

cycled in the potential region where α-Ni(OH)2 formation takes place, while the Pt 

electrode cycled between 0.05 and 1.4 V) in which the CV profile did not change 

anymore upon cycling to ensure the reproducibility of the CV profiles. The 

electrochemical cell used in the course of research was a standard two–compartment all–

Pyrex cell with sleeved stopcocks. The glassware was cleaned according to a well–

established procedure [55,92].   
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3.3 Temperature Control 

The electrochemical cell was immersed in a water bath (Haake C10) coupled with 

a chiller (Haake EK20) and the temperature was controlled to within ± 0.5 K by means of 

a thermostat (Haake D1). To ensure a uniform temperature, the water level in the bath 

was maintained above that of the electrolyte in the cell. The Ni and Pt electrodes were 

cycled 200 times at every temperature applied before recording the CV profiles.  

 

 

3.4 Instrumentation 

The electrochemical oxide formation and oxide reduction experiments were 

performed using a standard EG&G PAR 263A potentiostat interfaced to a Sony Pentium 

computer that has an EG&G PowerSuite electrochemical software. A 5210 EG&G lock–

in amplifier was used for the EIS experiments and data were analyzed using the 2.44 

PAR PowerSine software. The XPS depth–profiling experiments were performed using a 

Microlab 310 UHV surface analysis system coupled with an Acer computer that has an 

Avantage software. 

 

 

3.5 Electrochemical and Depth–Profiling Procedures for the Ni Electrode 

The Ni rod embedded in the Teflon sleeve was degreased in acetone under reflux 

and polished with an alumina suspension (down to 0.05 μm, Buehler Micropolish® 

Alumina) to obtain a mirror–like surface. After polishing, the Ni electrode was 

thoroughly rinsed with de–ionized water (including rinsing in an ultrasonic bath) and 
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quickly transferred to the electrochemical cell. To eliminate contact with air, the Ni 

electrode was protected with a droplet of de–ionized water. Prior to the oxide 

formation/reduction experiments, the Ni(poly) electrode was polarized at E = –0.2 V for 

200 s to reduce any traces of oxide/hydroxide [93], followed by polarization at E = 0 V 

for 400 s in order to remove any traces of H2(g) generated in the preceding step. 

Afterwards, the Ni electrode was cycled 200 times between E = –0.2 and E = 0.5 V to 

generate a reproducible CV profile and to release any stress from the near–surface region.  

Surface Ni hydroxide was formed by application of a constant polarization potential (Ep) 

for a given polarization time (tp) and at constant temperature in 0.5 M aqueous KOH.  

The experimental work covered the following range of Ep, tp, and T values: 0.7 ≤ Ep ≤ 1.2 

V, 30 ≤ tp ≤ 7200 s, and 278 ≤ T ≤ 348 K. Once the oxide grows on the surface of the 

electrode according to the well–defined experimental procedures, the electrode was 

immediately removed from the electrolyte solution, rinsed with distilled water and 

quickly transferred into the UHV chamber (with a droplet of water on the surface). 

Covering the electrode surface with a droplet of water prevents/decreases the possibility 

of contaminating the electrode by isolating the surface from being in contact with the 

atmosphere. As we observed from the XPS analysis, even for the shortest oxidation 

times, the thickness of the oxidized layer formed is ca. one monolayer. Under such 

conditions, the metallic Ni surface was no longer in contact with the droplet of water and 

the rate of possible further oxidation is very small indicating that additional thickening of 

the passive layer during transport of water covered Ni electrode can be disregarded. An 

XPS source (Mg anode, XR3, 300 W) and an Ar+ gun (EX05, 3 kV) were used for 

photoelectron excitation and sputtering procedures, respectively. The XPS depth profile 
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experiments were performed as follows: (i) an XPS survey spectrum was recorded before 

starting the Ar sputtering; (ii) sputtering with the Ar gun for 20 s (the sputtering current 

in the range of ca. 1.41 μA per ca. 0.172 cm2); (iii) recording high resolution XPS spectra 

in the binding energy range of Ni2p3/2 and O1s peaks; (iv) repeating step (ii) and (iii) 

with monitoring the progress in the sputtering process; and (v) recording an XPS survey 

spectrum to compare the changes before and after the sputtering. The comprehensive set 

of experimental conditions resulted in over two hundred reproducible results that were 

subsequently interpreted using oxide–growth theories.  

 

 

3.6 Electrochemical Procedures for the Pt Electrode 

The Pt electrodes were cycled 200 times, prior to the experiments, between 0.05 

and 1.5 V to release any stress from the near–surface region and ensure the 

reproducibility of the CV profiles. The oxide films were grown on Pt by potentiostatic 

conditions, constant Ep, and well controlled tp, and T to give more–well–defined 

methodology than galvanostatic polarization. The formed oxide was reduced in a single 

negative going CV transient at 50 mV s–1. The oxide reduction CV profiles were 

integrated and the oxide charge density, qox, was evaluated. Since the dissolution of Pt in 

investigated potential range is insignificant [94], the oxide reduction profiles are not 

influenced by redeposition of previously dissolved Pt cations. We did not face any 

unexpected difficulties of the reproducibility nature [92] due to the initial electrochemical 

treatment of Pt electrodes and the electrochemical cleaned condition. 
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3.7 Chronoamperometry Experiments  

 The CA experiments were applied to monitor the current density (j) during the Ni 

hydroxide formation and reduction at Ep = constant according to the following steps: (i) 

polarization at –0.2 V for 200 s, (ii) polarization at 0 V for 400 – 600 s in order to remove 

H2 from the electrolyte by passing N2 through the solution and (iii) polarization of the 

electrode at the desired potential for different polarization times.  

 

 

3.8 Electrochemically Active Surface Area Determination 

 The electrochemically active surface area (Ar) of the Ni(poly) electrodes was 

determined on the basis of the charges required to form α-Ni(OH)2 on the electrode 

surface and according to the method proposed by Avaca et al. [95]. This was 

accomplished by recording CV profiles at T = 298 K and a scan rate of ν = 100 mV s–1 

between –0.15 and 0.5 V. The lower potential limit of –0.15 V and the scan rate of 100 

mV s–1 were selected to minimize the addition of current density from hydrogen 

evolution reaction to the CV features (H2(g) generation commences the lower potential 

limit is approached). The charge (Qhox) of Ni oxidation to α-Ni(OH)2 and that of α-

Ni(OH)2 reduction to Ni were found to be in good agreement. The electrochemically 

active surface area can be calculated from the following equation [95]: 

 

            (3.1) 
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where qmono is the charge density associated with the formation of 1 ML of α-Ni(OH)2, 

q1ML,hox = 514 μC cm–2 [95,96], A is the electrochemically active surface area of the 

working electrode, Cdl is the double layer capacitance of the material (it is approximately 

constant throughout the scan and equals to 20 µF cm–2 [97]), and E1 and E2 are the initial 

and final potentials of the examined CV peak, respectively. The value of Ar of the Ni 

disk–shaped electrode was determined to be 0.28 ± 0.04 cm2.  

   

An alternative method of determining the real surface area is based on double–

layer capacitance measurements using electrochemical impedance spectroscopy (EIS) at 

a constant potential value that is in the region of HER (–0.20 ≤ E ≤ 0.25 V) and at T = 

298 K.  Under these conditions, Ni electrodes are free of any oxide.  The frequency of the 

AC signal was in the 0.5 Hz ≤ f ≤ 100 kHz range and the other parameters were the same 

as in routine EIS measurements. The EIS results were treated using the PowerSine 

software [98]. The HER, which involves an adsorbed intermediate, was represented in the 

equivalent circuit by a component containing a resistance in series with a sub–circuit 

containing adsorption capacitance and a resistance, both in parallel [97,99,100]. The 

double–layer capacitance was represented by a constant phase element and treated 

according to the procedure described elsewhere and successfully applied to Ni–

containing electrodes [97,101,102]. Such an obtained double–layer capacitance value was 

used to determine the electrode’s real surface area by accepting the specific capacitance 

to be 20 μF cm–2 [97,103,104]. According to our data, the real surface area determined 

using EIS measurements is smaller than the one determined using CV experiments by ca. 

9%.  
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Chapter 4 – Electrochemical Properties of Nickel and Platinum Electrodes 

 

4.1 Nickel Electrode 

 

4.1.1 Structure and Properties of Nickel Compounds  

There are two important types of the Ni electrodes used in electrochemistry; the 

metallic Ni electrode and the nickel hydroxide (Ni(OH)2) electrode. The common 

preparation method for the nickel hydroxide electrode is by precipitation the hydroxide 

from a solution containing Ni2+ salts [105]. Studies of the structure of the nickel 

hydroxides are mostly performed using Ni(OH)2 electrodes as starting material rather 

than metallic Ni electrode. It has been reported that the electrochemical processes for the 

metallic Ni and nickel hydroxide electrodes reveal some differences [106,107], it is 

usually accepted that the compounds reported and described for nickel hydroxide 

electrode are considered in analysis of the metallic nickel electrode. Bode et al. [108], 

proposed the first scheme of the reactions taking place on the nickel hydroxide electrode. 

Bode’s model is legitimately acceptable and is extensively applied for the analysis of the 

electrochemical processes that occur on the Ni–based electrodes.     

 

The α-Ni(OH)2 and the β-Ni(OH)2 hydroxides are both semiconducting 

compounds (p–type) [109-112]. It has been reported that the nickel hydroxide film, 

electrochemically formed on a metallic Ni electrode in alkaline solution, possesses 

different properties than a typical semiconductor. This is due to the existence of 

additional energy states in the energy gap which resulted from the presence of two types 
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of acceptors or surface states [111]. The structure of the nickel hydroxides (α-Ni(OH)2 

and β-Ni(OH)2)  is shown in Fig. 4.1 which illustrates their lattice constants and the 

incorporated species (i.e. water molecule or alkali metal cations) [9,113,114]. The α-

Ni(OH)2 hydroxide is hydrated and contains incorporated cations while β-Ni(OH)2 is not. 

The lattice constant and the angle between the Ni layers are also differ; the structure of 

the α-Ni(OH)2 hydroxide is known as “turbostratic structure”  because the Ni layers are 

not equally on top of each other and slightly twisted horizontally [113].  

 

 

Figure 4.1 Structure of Ni–hydroxides and Ni–oxyhydroxides showing the lattice 
constant [9,113,114]. 
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4.1.2 General Electrochemical Behavior of the Ni Electrode 

Investigation of the electrochemical reactions of the Ni electrode in alkaline 

media is challenging. This is due to the fact that HER and OER currents are very close or 

even overlap the current of Ni oxidation and reduction [21,95,103,115,116]. Therefore, a 

separation of those currents is required for the qualitative analysis of the electrochemical 

reactions of Ni electrodes. Also, at higher potential values (E > 0.5 V), the redox couple 

of Ni becomes electrochemically irreversible which makes the process more complicated 

and challenging.  
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Figure 4.2. Series of CV oxide formation and reduction profiles for polished Ni electrode 
in 0.5 M aq. KOH solution illustrating the α-Ni(OH)2, β-Ni(OH)2 and NiOOH oxide 

regions.  
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Figure 4.2 shows a series of oxide formation and reduction profiles for the Ni 

electrode polarized in 0.5 M aq. KOH recorded at –0.15 ≤ Ep ≤  0.5 V (α-Ni(OH)2 

region), and at –0.15 ≤ Ep ≤  1.5 V (subsequent cycles; first and tenth). The assignment of 

the current peaks is as follows: 

 

Peak (I): electrochemically reversible oxidation of Ni to a Ni(II) compound (Ni + 2OH– 

→ Ni(OH)2 + 2e–). Although the compound is usually described as α-Ni(OH)2 [10-17], 

formation of NiO is also reported [15,18-21]. The thickness of the α-Ni(OH)2 layer 

formed in this potential range is well–defined and the reported values are in the range of 

1 up to 6.5 MLs [13,93].  

 

Peak (II): reduction of the compound formed in peak I (the electrode is reduced back to 

metallic nickel). This process is electrochemically reversible; the compounds formed on 

the electrode are reduced when the potential scan is reversed at a potential value less 

positive than 0.5 V. 

 

Region (III): the α-Ni(OH)2 undergoes an irreversible phase transition to β-Ni(OH)2. In 

addition, oxidation of the metallic Ni at the metal–hydroxide interface directly to β-

Ni(OH)2 results in thickening of the β-Ni(OH)2 layer. This potential range is often 

referred to as a passive region and when it is attained, peaks I and II diminish (see the 

subsequent cycles) [11,13,106,117]. 
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Peak (IV): oxidation of β-Ni(OH)2 to Ni(III) compound. Usually, NiOOH is considered 

the product of this process [11,118,119]. Formation of Ni(IV) compound is also reported 

for bulk–type nickel hydroxide electrodes [120-122].  

 

Peak (V): reduction of NiOOH, previously formed, to β-Ni(OH)2. The electrode cannot 

be reduced further to metallic nickel.  

 

 

4.2 Platinum Electrode  

 The Pt electro–oxidation is extensively studied using variety of electrochemical 

and surface science techniques [55,123-125]. It has been reported that the initial stage of 

the Pt oxidation leads directly to the formation of PtO and PtO2 [123] and does not 

involve OHads which is in contrast to what has been reported earlier by Conway et al. 

[55]. Harrington et al. [126] also reported the formation of PtO using an AC voltammetry 

technique. More supporting data of the formation of PtO in the initial stages were 

provided using CV, EQCN, and AES measurements [124,125].  
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Figure 4.3 CV profile for platinum electrode in 0.5 M aqueous H2SO4 at v = 50 mV s–

1 and at room temperature illustrating the hydrogen adsorption/absorption part and the 
oxide formation/reduction part. 

  

 

 Figure 4.3 shows a CV oxidation and reduction profile for Pt electrode in 0.5 M 

aq. H2SO4 solution. The potential range of 0.05 – 0.35 V corresponds to the hydrogen 

adsorption/desorption, while the 0.35 – 0.85 V potential range corresponds to the double 

layer charging. The formation of PtO oxide takes place at ca. 0.85 V, while the reduction 

of PtO starts at ca. 1.2 V. The growth of PtO oxide involves different processes (i.e. 

transfer of the electron, departure of the proton, place exchange between Pt and O, etc.)  

and the rate–determining step could be one of those processes. The electric field which is 

established across the oxide layer instigates logarithmic or inverse logarithmic growth 

kinetics. The logarithmic growth kinetics take place when the process is limited by the 

interfacial place exchange between the metal atom and the chemisorbed O, while the 

inverse logarithmic growth kinetics occurs when the process is limited by the escape of 
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the metal cation from the metal (at the metal–oxide interface) into the oxide layer [127]. 

The kinetic law of those mechanisms depends on the thickness of the oxide. In a previous 

study [37], we showed that the initial stages of the PtO formation follows two distinct 

kinetic laws; a logarithmic growth for PtO layer with a thickness up to 1 ML and inverse 

logarithmic law for PtO whose thickness is more than 1 ML. The electro–reduction of the 

PtO layers is not well–studied and there is no theory that describes the electro–reduction 

of thin oxides.   

 

 

4.2.1 Structure of the Electrochemically Formed PtO Films 

 The PtO oxide layers consist of inner PtO layer that grows to a limiting thickness 

of 2 monolayers and an outer PtO2 layer [32-36,124-126,128]. This study concerns thin 

PtO films only, which are formed electrochemically at well–controlled experimental 

procedures. The structure and the lattice constant of the electrochemically formed PtO 

layer were reported on the basis of X–ray diffraction (XRD) and surface X–ray scattering 

(SXS) [24].  The distance between a platinum atom and a platinum cation at the metal–

oxide interface (  = 3.444 Å) and the distance between two platinum cations (

 = 3.078 Å) were determined using the XRD data [129]. The value of the 

distance between the Pt atoms and the Pt cations is important in the determination of the 

kinetic parameters and the electric field established across the oxide film.  

+− 2PtPt'a

++ − 22 PtPta
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Chapter 5 – Electro–Oxidation of metallic Ni electrode to β-Ni(OH)2 in the potential 

range of 0.7 ≤ Ep ≤ 1.2 V 

 

5.1 Introduction 

The electrochemical behavior of a nickel electrode in alkaline media is a proper 

example of a classical corrosion behavior of a metal that demonstrates a well developed 

active (Ep ≤ 0.5 V), passive (0.5 < Ep < 1.3 V), and transpassive (Ep ≥ 1.3 V) states. 

Those potential regions correspond to the formation of α-Ni(OH)2, β-Ni(OH)2 and 

NiOOH hydroxide/oxide, respectively [130,131]. Thus, the former two potential regions 

correspond to the oxidation of metallic Ni to various Ni(II) compounds, while the latter is 

related to the formation of Ni compounds with a higher oxidation state, usually Ni(III) 

[11,19,118,132,133]. The kinetics and mechanisms of the formation of α-Ni(OH)2 and 

NiOOH have been extensively studied using various electrochemical techniques, such as 

cyclic voltammetry, chronoamperometry, and electrochemical impedance spectroscopy 

[17,107,134-140]. The mechanistic studies of the passive region, where the formation of 

β-Ni(OH)2 takes place, is more complicated and difficult to determine with a reasonable 

accuracy because the CV profile for this region reveals a featureless current plateau (see 

Fig. 5.1). Furthermore, the process of β-Ni(OH)2 formation is electrochemically 

irreversible and the compound formed is very hard to reduce, at all [13,106,141,142]. 

This strongly complicates the kinetic studies of β-Ni(OH)2 formation because the amount 

of the passive layer formed cannot be estimated from the charge density of their redox 

couple, in contrast to e.g. noble metals [37]. Thus, application of the typical 

electrochemical techniques that are based only on current or charge measurements have 
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significant limitations in determining the transferred charge in the passive region. A 

precise analysis of the electrochemically formed passive film requires the application of 

suitable non–electrochemical methods that follow the electrochemical polarization of the 

Ni electrode at well–defined experimental conditions.  

Ex–situ ultra high vacuum (UHV) based surface chemical characterization 

techniques coupled with argon ion bombardment for depth profiling studies is an 

appropriate method allowing one to determine the thickness of thin layers, such as oxide 

films. X–ray photoelectron spectroscopy (XPS) is one of the methods used for 

monitoring the progress in the sputtering process [143]. Subsequently, by analyzing the 

changes in the XPS spectra and the shape of the Ni and the O bands, the end of the 

sputtering process and the thickness of the layer under study can be determined. The XPS 

experiment has been previously applied in the analysis and the discussion of the various 

oxidation states of the nickel electrode [144-148]. In addition, the XPS–depth profiling 

has been employed in the studies of Ni chemical oxidation (by gaseous O2 or water 

vapor) [148], and also for the electrochemical oxidation of Ni alloys in low concentrated 

alkaline solutions [149]. However, until now there has been no attempt made to apply this 

method in the study of the metallic Ni electro–oxidation in alkaline solutions or to study 

the kinetics and the mechanism of the Ni electro–oxidation. 

Despite the extensive studies of the active and the transpassive regions of a Ni 

electrode in an alkaline solution, only a few reports have been devoted to the kinetic 

studies of the electrochemically formed Ni passive films [150-152]. Damjanovic et al. 

applied cyclic voltammetry and coulometry to study the mechanism of β-Ni(OH)2 

formation on Ni electrode in KOH solutions at T = 298 K and for different values of pH, 
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namely 12, 13 and 14 [150-152]. They reported that the oxidation of Ni in the potential 

range where β-Ni(OH)2 formation takes place follows the Mott–Cabrera model [153] 

with high field assisting the metal cation escape as a rate determining step. Since then, no 

other kinetic studies of nickel oxides/hydroxides formation in the passive region have 

been reported in the literature. Other studies were only concerned about the composition 

of the passive layer without substantial discussion of the kinetics and the mechanism of 

the process or the thickness of the film [11,18-20,115,132,154].  

In this chapter we report new data for the kinetics studies of a metallic Ni 

electrode oxidized in the potential region where the formation of β-Ni(OH)2 takes place 

in 0.5 M aqueous KOH solution at well–defined Ep, tp, and T values. The hydroxide 

layers were electrochemically formed to develop the β-Ni(OH)2 film with different 

thicknesses. An ex–situ XPS–depth profiling method was employed to determine the 

thickness of the film and to estimate the charge density of the electrochemically formed 

β-Ni(OH)2 layers. The relation between the oxidized layer thickness and the oxidation 

parameters (Ep, tp and T) allows us to discuss the applicability of different oxide–growth 

models to the formation of β-Ni(OH)2 at the specific Ep, tp and T values.        
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5.2 Results and Discussion 
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Figure 5.1. Series of CV oxide formation and reduction profiles for Ni electrode in 0.5 M 
aq. KOH solution illustrate the α-Ni(OH)2 peaks and NiOOH region. 

 

In Fig. 5.1, we show CV oxide formation and reduction profiles for Ni electrode 

recorded in 0.5 M aqueous KOH solution at v = 100 mV s–1, for –0.20 ≤ Ep ≤ 1.55 V and 

at T = 298 K. The reversible oxidation of metallic Ni electrode takes place at a potential 

range of –0.20 ≤ Ep ≤ 0.50 V [21,95,115,141,155], while the irreversible oxidation 

(passive region) starts at ca. Ep > 0.50 V [11,13,132,141,155,156]. The anodic current 

peak observed at ca. 0.30 V and the reduction peak at ca. –0.05 V correspond to the 

reversible formation and reduction of Ni(II) compounds, respectively 
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[21,95,115,141,155]. Usually, α-Ni(OH)2 is assumed to be the product of the oxidation 

[10-14,16,17,118,131,134] but the existence of NiO is also suggested [18-21,159].  

At potentials positive to 0.50 V, and up to ca. 1.30 V, a featureless current plateau 

is observed that is attributed to the passive region of Ni. In this potential range, further 

oxidation of Ni takes place and this process is electrochemically irreversible 

[11,13,115,141,156]. The compound formed in this potential range (passive region) is 

usually described as β-Ni(OH)2 [11,132,146,155]. A comparison of curves recorded for 

1st and subsequent cycles (Fig. 5.1) indicates that this process leads to vanishing of the 

redox couple peaks of α-Ni(OH)2 [106,141]. Additionally, a significant decrease in the 

oxidation currents is observed in this potential range. Polarization of the Ni electrode in 

this potential range for lengthened time decreases the oxidation currents to very low 

values, which makes it very difficult to obtain reliable measurements. As a result, 

application of standard electrochemical analysis methods (i.e. peak current vs. scan rate 

[107,135] or reduction charge vs. polarization time [37,127,160,161]) are not considered. 

Thus, under such conditions, the application of a non–electrochemical technique that 

determines the thickness of the oxide/hydroxide layer and subsequently the charge 

density of the passive region is required.  
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5.3 XPS and Depth Profile Analysis 
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Figure 5.2. XPS survey spectra for Ni electrode in 0.5 M aq. KOH solution polarized at 
Ep = 1.2 V, T = 298 K and for tp = 2700 s before starting the sputtering procedures and 

the subsequent cycles.  
 

 In Fig. 5.2, we show XPS survey spectra for Ni electrode polarized in 0.5 M 

aqueous KOH at Ep = 1.2 V, T = 298 K and for tp = 2700 s. The spectra illustrate the 

changes in the electrode surface before, during and after completing the Ar+ sputtering 

procedures. We observed the Ni2p3/2 and O1s peaks at 856 and 531 eV binding energy 

(BE), respectively, as well as traces of carbon (C1s) and fluorine (F1s). After the first 

sputtering cycle, the C1s and the F1s peaks are diminished indicating that the origin of 

those peaks is traces of surface contamination. The presence of fluorine suggests that the 
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source of the F and C contamination is the Teflon sleeve and not from the air or the UHV 

chamber as the surface of the electrode is maintained covered and isolated from the 

ambient the entire time. Thus, it could be that some compounds containing C and F were 

liberated from the Teflon part during the degassing procedure and re–adsorbed on the 

electrode surface. A comparison of the intensities of the contamination peaks of C and F 

with main peaks of Ni2p3/2 and O1s indicates, however, the surface contamination is 

practically insignificant and has no influence on the sputtering results presented in this 

study and on the Ni/O ratio.  
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Figure 5.3. XPS spectra for the Ni2p peaks for Ni electrode recorded on the basis of Fig. 
5.2 illustrating the change in the Ni2p peaks with the progress in the sputtering process. 
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In Fig. 5.3, we present a Ni2p high resolution spectrum for Ni electrode polarized 

in 0.5 M aqueous KOH at Ep = 1.2 V, T = 278 K and tp = 7200 s after the Ar+ sputtering 

procedures. The arrows in the figure indicate the change in the Ni peaks with the progress 

in the sputtering process. The spectra recorded before the sputtering process reveal the 

main Ni2p3/2 peak at ca. 856 eV which is attributed to Ni2+ [145-148]. At higher binding 

energies (ca. 862 and 880 eV) satellite peaks are observed, such peaks are discussed 

elsewhere, e.g [145]. When a thin hydroxide layer is formed on the electrode surface, we 

observe a small shoulder at lower BE of the main Ni(II) peak in the Ni spectrum (ca. 852 

eV) that corresponds to the metallic Ni electrode [145-148,162]. It is worth mentioning 

here that the depth of the XPS analysis reaches a value of a few monolayers 

[143,147,163-165]. This clearly indicates that the observed Ni(0) signal does not have to 

originate from unoxidized electrode surface and can originate from the bulk of the 

electrode. When the oxidation time becomes shorter, this peak becomes more pronounced 

but under our experimental conditions (0.70 ≤ Ep ≤ 1.20 V and 60 ≤ tp ≤ 3600 s) the area 

of this peak was very small compared to the area of the Ni(II) peak at 862 eV. We 

observe a gradual increase in the Ni(0) peaks along with the satellite peaks and a 

simultaneous decrease in the Ni(II) peaks. A shift of ca. 5 eV is observed between the 

Ni(II) main peak and Ni(0) main peak as the hydroxide layer is gradually removed from 

the surface of the electrode. After several tens of sputtering cycles (depending on the 

hydroxide thickness) we observe a typical Ni spectrum corresponding to a clean Ni 

electrode (the red curve in Fig. 5.3).     
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Figure 5.4. XPS spectra for Ni electrode in 0.5 M aq. KOH polarized at Ep = 1.2 V, T = 
278 K and at tp = 60 s illustrates the deconvolution of the Ni2p peaks.  

 

In Fig. 5.4, we present a Ni2p spectrum for Ni electrode polarized in 0.5 M 

aqueous KOH at Ep = 1.2 V, T = 278 K and tp = 60 s after the Ar+ sputtering procedures. 

The entire Ni2p spectrum, along with its satellite peaks, was deconvoluted into 6 peaks 

that include Ni2p3/2 and Ni2p1/2 for Ni(II) and Ni(0). Although a Shirley–type background 

was used for the deconvolution [166,167], the same qualitatively and quantitatively 

results were also obtained by using a linear–type background. The black curve at the 

bottom of Fig. 5.4 illustrates the residuals from the curve fitting, which is equally 

distributed around the zero axis indicating a good quality of the fit. The deconvolution of 

the Ni peaks is out of the scope of this study and can be found elsewhere [166,167].  
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 The spectra of the oxygen (O1s) reveal a significant change in the shape and 

position of the O1s peak during the first few sputtering cycles, see Fig 5.5. Before 

starting the sputtering procedure, we observe a relatively sharp oxygen peak at ca. 532 

eV. According to the literature [144-146,148,159], the O1s peaks recorded for Ni samples 

at ca. 532 and 534 eV can be attributed to the adsorbed atomic and molecular oxygen, 

respectively. This peak disappears after ca. 2 sputtering cycles and a new one, at ca. 

529.7 eV appears which can be attributed to negatively charged oxygen bounded to the 

Ni electrode [144,145]. Furthermore, the progress in the sputtering procedures does not 

change the position of the new oxygen peak and only induces a change in the area of this 

peak (the new oxygen peak is broader than the first one). Finally, this peak gradually 

diminishes upon the progress in the sputtering cycles. 
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Figure 5.5. XPS spectra for Ni electrode in 0.5 M aq. KOH solution recorded on the basis 
on Fig. 5.2 illustrate the change in the O1s peak with the sputtering process. 
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5.4 Analysis of the Depth–Profile Results for Ni Electrode 
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Figure 5.6a. A depth–profile plot for Ni electrode in 0.5 M aq. KOH polarized at Ep = 0.9 
V, T = 298 K and at tp = 300 s shows the change in the peak area of the Ni2p and the O1s 

peaks. 
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Figure 5.6b. Depth–profile plots for Ni electrode in 0.5 M aq. KOH polarized at Ep = 1.1 
V, T = 298 K and at various tp values, namely 60, 300 and 10800 s.   
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In Fig. 5.6a, we show a depth–profile (sputtering time) plot for Ni2p3/2 and O1s 

peaks obtained for Ni electrode polarized in 0.5 M aqueous KOH at Ep = 0.9 V, T = 298 

K and for tp = 300 s. We observed that the area of the Ni2p3/2 peak increases while the 

area of the O1s peak decreases as a function of the sputter time (sputter time is a function 

of sputter cycles). This can be explained by the gradual removal of the β-Ni(OH)2 layer 

exposing more Ni(0) to the surface of the electrode [168]. In Fig. 5.6b, we show a series 

of depth–profile curves for Ni electrode polarized in 0.5 M aq. KOH at Ep = 1.1 V, T = 

298 K and for three different values of tp, namely 60, 300 and 10800 s. We observed that 

as the polarization time increases, the sputter time needed to remove the hydroxide layer 

also increases. This is due to the fact that upon the extension of the polarization time, a 

thicker hydroxide is formed which requires a longer exposure time to the Ar+ beam to 

gradually remove it. We also observed that the Ni2p3/2 profile is broad (the region of the 

ascending part of the profile) and there is not a sharp transition from Ni(II) to Ni(0). 

There are a few reasons that could affect the shape (broadening) of the profile such as: (i) 

non–homogeneity of the surface (roughness and various crystal faces exposed), (ii) non–

uniformity of the Ar+ beam (different beam intensity at the edges than the center of the 

sputtered area), (iii) preferential sputtering (removal of one element more than the other), 

etc. The broadening of the Ni2p3/2 profile is out of the scope of this study and can be 

found in e.g. [146]. Therefore, the end of the sputtering process is usually selected as the 

point lying in the half of the maximum intensity of the Ni2p3/2 signal [143]. Due to 

significant broadening of the depth profile in the region of the interface with the O1s 

profile, the error of the analysis is relatively high. However, as it will be shown later, 
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scattering of the data obtained is relatively small indicating high reliability of the analysis 

based on the presented depth profiles. 

 

5.4.1 Determination of the Ta2O5 Oxide Thickness using the Depth–Profile Procedures as 

a Model Method to Estimate the β-Ni(OH)2 Thickness  

 

The depth–profile experiments were also performed on a tantalum oxide foil 

repetitively in order to investigate the reliability of this method in estimating the oxide 

thickness. In addition, a Ta2O5 oxide residing on a Ta foil is also used to calibrate the 

XPS depth–profile apparatus (i.e. to ensure that the XPS beam and the Ar+ beam are 

directed at the same area of the sample, see Fig.5.7). Tantalum as a pure metal has a dark 

grey color, while the Ta2O5 oxide electrochemically formed on the Ta surface has a 

different color depending on the oxide thickness (i.e. a dark blue or purple color is 

observed for a thickness of 50 nm of Ta2O5). The difference in color between the pure 

metal (substrate) and the oxide (at the surface) is very useful in the depth–profile 

experiment as one can visually determine whether the oxide film is removed totally. 

Another characteristic feature of the Ta2O5 layer is that the electrochemical growth of the 

oxide film depends only on the applied voltage and not on the current or the 

concentration of the electrolyte solution [169]. Thus, a particular thickness of the Ta2O5 

oxide film can be attained through precise experimental procedures. The relation between 

the thickness of the Ta2O5 oxide and the applied voltage is mathematically illustrated in 

the following equation: 
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         0.6 /  (5.1). 

 

In this study, the Ta foil was polarized in a dilute citric acid and connected to the 

positive end of the power supply (growth of Ta2O5 is anodic). A platinum electrode is 

used as a cathode that is immersed in the same electrolyte solution and connected to the 

negative end of the power supply. The value of the applied voltage was 30 V in order to 

obtain a Ta2O5 oxide with a thickness of 50 nm according to equation 5.1. After that, the 

Ta2O5 foil was placed on top of our Ni electrode to maintain the same sample height and 

position in the UHV chamber, see Fig. 5.8 for the Ta2O5 foil after the depth–profile 

experiment. The XPS depth–profile procedures were employed as explained in the 

experimental chapter. The sputtering ratio for a Ta using 3 kV Ar+ beam energy at 100 

µA cm–2 is 0.127 nm s–1 [170-172]. Figure 5.9 illustrates the Ta4f spectrum (Ta2O5 peaks 

at ca. 26.3 and 28.2 eV correspond to Ta4f7/2 and Ta4f5/2, respectively) prior to the 

sputtering process as well as the subsequent spectra for different sputtering cycles. The 

Ta2O5 peaks and the Ta4f peaks are in agreement with the standard Ta and Ta2O5 spectra 

reported in [173]. 
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Figure 5.7. Schematic XPS sample diagram illustrates the etch and the analysis areas 
[170]. 

 

 

 

Figure 5.8. The Ta2O5 foil on top of the Ni electrode illustrates the etch area after the 
sputtering process. 
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Figure 5.9. XPS spectra for the Ta2O5 foil depict the change in the Ta4f7/2 and Ta4f5/2 
peaks during the sputtering process.  

 

 

A depth–profile plot for the Ta2O5 oxide is presented in Fig. 5.10 for the Ta4f and 

O1s peaks. A sharp increase in the Ta profile and simultaneously a rapid decrease in the 

O profile indicate the removal of the oxide film exposing the substrate to the X–ray 

beam. The end of the sputtering point (the intersection of the two profiles) represents the 

time needed to remove the oxide layer [174]. Knowledge of the sputtering current, the 

sputtering area and the sputtering time allows us to determine the oxide thickness. The 

depth–profile experiments were performed for the Ta2O5 oxide foil prior to almost every 

Ni sample studied in order to achieve the same experimental conditions for the Ta2O5 and 

the Ni electrodes and to ensure the reliability of the results. The value of the Ta2O5 oxide 

thickness determined from the depth–profile method is 47.4 ± 0.5 nm. A comparison of 
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the obtained value of thickness with the theoretical one (i.e. 50 nm) indicates a good 

reliability of the depth–profile method in estimating the thickness of the oxide layer.     
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Figure 5.10. Depth–profile plot for the Ta2O5 oxide used to determine the time needed to 
remove the oxide layer. 

 

 

5.5 Mechanism of Ni Electro–Oxidation in 0.5 M Aqueous KOH at 0.70 ≤ Ep ≤ 1.20 V 

 The thickness of the electrochemically formed β-Ni(OH)2 hydroxide was 

determined in the same manner as that of Ta2O5. The etched area of the β-Ni(OH)2 layer 

was accepted to be the same as that in the case of Ta2O5 by ensuring the same depth–

profile setup, sample position, UHV pressure, energy of the Ar+ beam, etc. The obtained 

value of the β-Ni(OH)2 thickness is used in the estimation of the growth kinetics and 

mechanism of the passive film. This can be achieved by direct analysis of the β-Ni(OH)2 

layer thickness as a function of polarization conditions or by converting the thickness to a 
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charge density value. In the instance of converting the thickness to a charge density 

value, knowledge of the charge density that corresponds to the formation of one 

monolayer of the studied oxide/hydroxide as well as the thickness of one monolayer are 

required. For the β-Ni(OH)2 hydroxide electrochemically formed on metallic Ni 

electrode, the charge density corresponding to the formation of one monolayer is ca. 478 

µC cm–2. In this study, we analyzed the thickness rather than the charge density of the 

obtained β-Ni(OH)2 hydroxide as a function of the experimental conditions.  
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Figure 5.11. β-Ni(OH)2 thickness versus log tp relation for Ni electrode in 0.5 M aq. KOH 
solution recorded at T = 298 K, 60 ≤ tp ≤ 10800 s and 0.7 ≤ Ep ≤ 1.2 V. 

 

In Fig. 5.11, we present the thickness (d) of the electroformed β-Ni(OH)2 layer as 

a function of log tp for Ni electrode recorded in 0.5 M aqueous KOH at T = 298 K, 60 ≤ tp 
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≤ 10800 s and for various polarization potential values, in the range of 0.7 ≤ Ep ≤ 1.2 V. 

The data reveal that the thickness of the electroformed β-Ni(OH)2 layer increases with the 

polarization time. For instance, as the polarization time increases from 60 up to 10800 s, 

we observed an increase in the β-Ni(OH)2 layer thickness from 0.38 to 0.87 nm at a 

constant polarization potential (Ep = 1.1 V). Furthermore, at constant tp, the thickness of 

β-Ni(OH)2 layer also increases with the increase of the polarization potential values 

towards more positive values. We also observed a non–linear relation between d and log 

tp, which implies that the growth of β-Ni(OH)2 layer is non–logarithmic (discussed in the 

following section).  
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Figure 5.12. β-Ni(OH)2 thickness vs. log tp relation for Ni electrode in 0.5 M aq. KOH 
solution recorded at Ep = 1.2 V, 300 ≤ tp ≤ 7200 s and 288 ≤ T ≤ 318 K. 
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In Fig. 5.12, we show the d vs. log tp relations for Ni electrode in 0.5 M aqueous 

KOH recorded at Ep = 1.2 V, 300 ≤ tp ≤ 7200 s and for various oxidation temperatures, 

namely 288, 298, 308 and 318 K. The data reveal that the thickness of the 

electrochemically formed β-Ni(OH)2 layer increases as T is raised and/or tp extended. The 

comprehensive set of d vs. log tp data obtained for the range of Ep, tp and T values, allows 

us to analyze the kinetics and the mechanism of Ni electro–oxidation in the potential 

region of β-Ni(OH)2 formation. A linear relation between the reciprocal of β-Ni(OH)2 

thickness, d–1, and log tp is observed. Figure 5.13 illustrates this linear d–1 vs. log tp 

relation for the Ni electrode in 0.5 M aqueous KOH obtained for 60 ≤ tp ≤ 10800 s, T = 

289 K and for 0.7 ≤ Ep ≤ 1.2V. 
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Figure 5.13. d–1 vs. log tp relation for Ni electrode in 0.5 M aq. KOH solution recorded at 
T = 298 K, 60 ≤ tp ≤ 10800 s and 0.7 ≤ Ep ≤ 1.2 V. 
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The linear d–1 vs. log tp relations observed in Fig. 5.13 imply that an inverse–logarithmic 

law and a respective growth mechanism are applicable to the growth of the hydroxide 

layer under our experimental Ep, tp and T conditions. In a previous study, we showed that 

the growth of α-Ni(OH)2 in the potential region of –0.2 ≤ Ep ≤ 0.5 V follows logarithmic 

growth kinetics [175]. Thus, it should be emphasized that when a transition from one 

growth law to another takes place, a short non–liner region is expected. An inverse 

logarithmic law, i.e. a linear relation between d–1 vs. log tp, is predicted by Mott–Cabrera 

theory [153]. This model assumes that the slowest step in the process is the escape of the 

metal cation from the metal into the oxide film at the metal–oxide interface. This process 

is assisted by a strong electric field that established across the oxide layer. The Mott–

Cabrera mechanism is widely used to describe the formation of thin oxide layers 

(thickness above one monolayer) of many noble metals, such as Pt and Rh 

[37,127,160,161]. Moreover, Damjanovic et al. [150-152] reported that the inverse–

logarithmic law is applicable for Ni electrodes polarized in alkaline solution. The 

mathematical equation quantifying this process has the following form: 

 

   d
d

  Ω ib exp  
 

exp   
  

    (5.2) 

  

where N is the surface density of atoms, Ω is the volume of the oxide per metal atom, vib 

is the vibration frequency of the surface metal atom (usually of the order of 10–12 s–1), H 

= Hi + U, where Hi is the enthalpy of solution of the cation in the oxide and U is the 

activation energy barrier for the metal cation diffusion in the oxide, V / d is the electric 

field across the oxide, a’ is the distance between the metal cation and the top of the 
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activation energy barrier (a’ = 1.72 Å), q is the charge of metal cation and kB is the 

Boltzmann constant.  Rearranging Eq. 5.2 gives:  

 

     ln   ln     (5.3) 

 

where d1 = q a’ V / kB T, u = N Ω vib exp (–H / kB T), and dL is the limiting oxide 

thickness. The slope of d–1 vs. log tp plot is the simplest parameter to discuss due to the 

fact that it does not contain any parameter that is hard to quantify (i.e. H, Ω and vib) as in 

the intercept in equation 5.3. The slope of d–1 vs. log tp allows us to determine the 

potential drop across the interface and subsequently the electric field strength (see table 

5.1).  

 

Another confirmation of the inverse–logarithmic process is obtained through the 

fitting of our experimental results into the thin–oxide layer theories by determining the Xo 

and X1 parameters, which represent a particular oxide thickness and have the following 

forms [35,54,153]: 

 

    κ
   

/
 and        (5.4) 

 

where κ is the dielectric constant of the film, nion is the number of metal ions per unit 

volume, q is the charge of the metal cation, V is the potential across the oxide, a is the 

distance between the metal cations in the film (or the distance between the metal atom 

and the metal cation in the inner metal–oxide interface), kB is the Boltzmann’s constant 
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and T is the temperature. The Mott–Cabrera theory predicts that, when a film of 

chemisorbed species is present on the metal surface, a tunneling of the electrons from the 

metal to the chemisorbed O–containing species will take place. Consequently, a strong 

electric field develops across the metal–oxide interface which is accountable for the 

escape of the metal cation from the metal to the oxide at the inner metal–oxide interface. 

The growth of very thin oxides is known to be logarithmic or inverse–logarithmic in 

time. The applicability of these kinetic laws can be verified by comparing d to Xo and X1. 

Thus determination of Xo and X1 is important to differentiate between the two 

mechanisms. The applicability of specific thin–oxide growth kinetics can be examined by 

comparing the experimentally obtained oxide thickness (d) to the Xo and X1 parameters 

according to the following cases [35,54]: 

 

a- In the case of thick oxide films d >> Xo, the growth kinetics are controlled by the 

transfer of the metal cation from one interstice site in the film to another. 

b- In the case of thin oxide film d << Xo, electrons are transferred to the oxide film 

and a strong electric field (the electric field strength is E = V/d) develops. The 

strong electric field leads either to the escape of the metal cation from the metal 

surface into the oxide or to the movement of the cation in the oxide film as a rate 

determining step. If the obtained oxide thickness (d) is smaller than Xo but greater 

than X1, then the migration of the metal cation is proportional to the electric field 

and the rate determining step is the movement of the metal cation in the oxide 

film. In the case when the value of d is smaller than both Xo and X1, then the 

electric field is strong and the escape of the metal cation is no longer proportional 
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to it and the rate determining step is the escape of the metal cation from the metal 

into the oxide.  

 

The calculated X1 value for the Ni hydroxide equals 325 Å (by taking a = 3.1 Å and V = 1 

V). The determination of the Xo value is more complicated since it contains the κ and n 

parameters which are difficult to evaluate. In our case, the obtained oxide thickness d is 

smaller than X1 and since X1 is always smaller than Xo, then our oxide thickness d is 

smaller than both the X1 and Xo parameters. Under such condition, the rate of the metal 

cation escape from the metal surface into the metal–oxide interface is the rate 

determining step. Thus, the growth kinetics can be determined on the basis of the 

inverse–logarithmic theory of Mott–Cabrera [35,54].   
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Figure 5.14a. Slope of Mott–Cabrera equation (Eq. 5.3) vs. Ep calculated on the basis of 
Fig. 5.13. 
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Figure 5.14b. Intercept of Mott–Cabrera equation (Eq. 5.3) vs. Ep calculated on the basis 
of Fig. 5.13. 

 

 In Fig. 5.14, we show the influence of the oxidation potential on (a) the slope of 

Mott–Cabrera equation (S) and (b) the intercept for the same equation (I). We observed 

that at higher oxidation potential values, the slope of Eq. 5.3 becomes smaller and 

simultaneously the intercept value also decreases. Thus, the polarization potential affects 

the slope and the intercept in a similar manner. The fact that the slope of Eq. 5.3 

decreases as Ep increase can be explained as a result of the increase in the potential drop 

(V) across the oxide film with the increase in Ep values, see Table 5.1. In addition, the 

oxide thickness (d) also increases with Ep, therefore the electric field established across 

the oxide (E = V/d) is almost constant for the range of Ep values applied, see Table 5.1. 

This is understandable if we assume that the nickel oxides/hydroxides have 

semiconducting properties, usually of a p–type [111,136,158,176,177]. Thus, due to the 

concentration of the charge carriers, which is lower than in the case of conductors, the 
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potential drop established across the oxide–electrolyte and the metal–oxide interfaces 

resulted in formation of an electric field across the oxide film. We also observed that the 

slope and the intercept of Mott–Cabrera equation (Figs. 5.14a and 5.14b) changes with 

the applied potential. There are two differentiated slopes in Figs 5.14a and 5.14b that 

could be attributed to the changes in the value of the potential drop across the oxide (V) 

as the oxidation proceeds.  

  

T / K

278 288 298 308 318

S 
 / 

 n
m

-1
 

0.3

0.4

0.5

0.6

0.7

 

Figure 5.15a. Slope of Mott–Cabrera equation (Eq. 5.3) vs. T for Ni electrode in 0.5 M 
aq. KOH solution recorded at Ep = 1.2 V, tp = 300 s and for 278 ≤ T ≤ 318 K. 
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Figure 5.15b. Intercept of Mott–Cabrera equation (Eq. 5.3) vs. T for Ni electrode in 0.5 
M aq. KOH solution recorded at Ep = 1.2 V, tp = 300 s and for 278 ≤ T ≤ 318 K. 

  

Figures 5.15a and 5.15b illustrate the temperature influence on the (a) slope and 

(b) intercept of Mott–Cabrera equation obtained for Ni electrode at Ep = 1.2 V, tp = 300 s 

and 278 ≤ T ≤ 318 K. We note that the value of the slope decreases and the intercept 

becomes smaller with the increase in T values. The temperature affects the potential drop 

across the oxide film and it has been reported that the higher the T values the greater the 

drop in the potential across the oxide [37,160]. Furthermore, the temperature also affects 

the thickness of the oxide layer; the oxide becomes thicker at higher values of T. Thus, 

this behavior explains the constant electric field in this T range. The same effect was also 

observed for noble metal electrodes in which the potential drop across the oxide increases 

with T while the overall electric field is practically temperature independent due to 

simultaneous increase of d [37,160].  
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Explanation of the decrease of the intercept with the potential is more complicated 

since this term contains several components which may be affected by the oxidation 

potential such as V, dL or H. Contribution from V can be eliminated by combining the 

intercept and the slope of Eq. 5.3 according to the following equations: 

  

                        ln                (5.5).  

 

Introducing the slope (S) into the intercept (I) equation gives: 

 

    ln
 

      (5.6) 

 

     ln ln      (5.7). 

 

Taking the ln  (where  independed of V) and rearranging Eq. 5.7 gives: 

 

     ln      (5.8) 

 

     ln       (5.9) 
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where  is a function of the intercept and the slope of Mott–Cabrera equation (Eq. 5.3) 

independent of V. Based on the results presented in Fig. 5.13 and by using Eq. 5.9, we 

determined the value of  at various Ep, tp and T. In Fig. 5.16, we show the relation 



between  and the applied potential recorded for Ni electrode at 0.7 ≤ Ep ≤ 1.2 V. We 

know that ln  , where  Ω ib  , thus we can write:  

 

    ln  Ω ib      (5.10). 

 

Rearranging Eq. 5.10 gives:  

 

      ln  Ω ib     (5.11). 
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Figure 5.16.  vs. Ep relation for Ni electrode in 0.5 M aq. KOH solution recorded at T = 
298 K and at 0.7 ≤ Ep ≤ 1.2 V. 
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One can note the increase in the  values at higher Ep values. From Eq. 5.11, the 

parameters that could change the value of   are the H (H= Hi + U) and/or the limiting 

oxide thickness dL. As the value of the limiting thickness should not decrease with an 

increase in Ep, thus it follows from Eq. 5.11 that the main factor governing the increase in 

the   value is the influence of the potential on the H value. Furthermore, it is reasonable 

to assume that the activation barrier (U) should not increase with the oxidation potential 

as the driving force of the process (i.e. the electric field) increases continuously with Ep 

[178]. Thus, the only reasonable explanation of the increase in the H value is the increase 

in the enthalpy of solution Hi (H = Hi + U). According to Hess’s law, the enthalpy of 

solution of cation in the oxide could be considered as a difference between the enthalpy 

of Ni oxide/hydroxide formation and the enthalpy of the substrates (i.e. nickel and 

oxygen ions). The Ni and O ions are charged or form dipoles (i.e. Ni-O or Ni-OH bonds), 

therefore, their enthalpy of formation will be affected by the electric field applied. This, 

in turn, results in a temperature dependence of the overall enthalpy of the solution, Hi. 

For the analysis of the intercept, we also applied Eq. 5.3 and parameter  as a function 

of T–1. This is plotted in Fig. 5.17 for the Ni electrode polarized at Ep = 1.2 V for tp = 300 

s and 278 ≤ T ≤ 318 K.  
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Figure 5.17.  vs. T–1 relation for Ni electrode in 0.5 M aq. KOH recorded at Ep = 1.2 V, 
tp = 300 s and at 278 ≤ T ≤ 318 K.  

 

 As follows from Fig. 5.17,  is a linear function of T–1 and the intercept must 

then be independent of T (in this T range), otherwise the linearity will not be obtained. In 

this T range, the value of N, Ω and vib are constant, thus the value of the limiting 

thickness can be determined from the intercept by knowing the values of N, Ω and vib. 

This is a new method in estimating the dL using these results.  

The slope of Eq. 5.11 allows us to calculate the value of H which contains the 

enthalpy of solution of the cation in the oxide and the activation energy of the cation 

hopping (Eq. 5.2). These two parameters cannot be calculated separately on the basis of 

our data only. For the oxidation potential of 1.2 V, the H value is determined to be 26.5 

kJ mol–1. There are no equivalent data in the literature, especially for Ni(OH)2, which can 

be compared to our results of H and we can only compare our results with different 

systems. Furthermore, there are no data in the literature about the activation energy 

113 
 



barrier (U) for Ni(OH)2; otherwise the heat of the solution (Hi) could be determined. The 

obtained H value is significantly smaller than the enthalpy of formation of Ni oxides 

during thermal oxidation with O2, when no external electric field is applied, which is in 

the range of 240 – 220 kJ mol–1 at T = 298 K [179-182]. Additionally, it is smaller than 

the activation energy of the Ni cations transport in the Ni oxide that is in the range of 185 

– 280 kJ mol–1 at 540 – 1700 °C [182-185]. The enthalpy of ionization of the Ni and O 

during the NiO formation is in the range of thousands of kJ mol–1 [181]. The obtained 

value of H does not contain the activation energy of the Ni cation or the enthalpy of O2 

adsorption/dissociation. Thus, the obtained H value is substantially smaller than that of 

formation of NiO in reaction with O2. Another explanation for the smaller value of H 

than the activation energy is that the transport of the Ni cation in the strong electric field 

that is established across the oxide could significantly lower the activation energy barrier 

[182-185]. The data obtained were treated using the Mott–Cabrera model and we 

determined the potential drop across the oxide film at various Ep values. Then, the value 

of the potential drop were divided by the oxide thickness in order to determine the 

strength of the electric field (E) that established across the oxide, see table 5.1. Our 

results reveal that the strength of the electric field is consistently in the range of 0.015 – 

0.197 × 109 V m–1 as expected form the Mott–Cabrera theory [153]. The potential drop 

across the interface depends on the experimental conditions, however the electric field 

remains constant because an increase of V is assisted by an increase of the thickness, thus 

leading to the same field strength for different Ep values.  
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Table 5.1. Kinetics parameter for the oxide growth on Ni electrode at 0.7 ≤ Ep ≤ 1.2 V 

and T = 298 K derived on the basis of Mott–Cabrera theory [153]. 

Oxidation Potential, 

Ep , (V) RHE 

Potential drop across the 

oxide, (V)  

Electric field established across 

the oxide, 109 (Vm–1)  

0.70  0.014 – 0.057  0.015 – 0.167  

0.80  0.025 – 0.059  0.025 – 0.210  

0.90  0.027 – 0.061  0.037 – 0.187  

1.00  0.026 – 0.091  0.040 – 0.197  

1.10  0.029 – 0.094  0.039 – 0.178  

1.20  0.034 – 0.071  0.038 – 0.168  

 

 

5.6 Conclusions 

Oxidation of Ni electrode in an alkaline solution in a potential range of 0.7 ≤ Ep ≤ 

1.2 V vs. RHE was studied by means of CV and XPS depth–profiling techniques. The 

kinetics of the Ni oxidation was determined on the basis of d–1 vs. log tp relations. A 

linear relation between d–1 and log tp is observed which indicates that the oxidation 

growth proceeds according to the Mott–Cabrera model. The value of the slope of Mott–

Cabrera equation decreases with the increase in the oxidation potential, which indicates 
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an increase in the electric field across the oxidized film. The thickness of the oxidized 

layer increases with the increase in oxidation time and/or temperature values.   
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Chapter 6 – Electro–Oxidation of β-Ni(OH)2 that resides on metallic Ni electrode to 

NiOOH oxide  

 

6.1 Introduction 

 Nickel is one of the elements that are most often used to construct different types 

of electrodes for a variety of industrial applications. It is utilized in its metallic form, as 

well as a component of various alloys and compounds. The latter includes oxygen 

containing Ni(II) and Ni(III) compounds most often applied in alkaline solutions 

(different forms of Ni(OH)2 and NiOOH, see Fig. 4.1). Nickel hydroxide electrodes are 

usually obtained through the precipitation of Ni(OH)2 species from solutions containing a 

mixture of Ni salts [186]. Bode et al. proposed a scheme for the Ni(OH)2 electrode that 

serves as a background in the analysis of those electrodes in alkaline solution [108]. This 

scheme includes reversible and irreversible reactions of the Ni(OH)2/NiOOH redox 

couple, the reactions that take place at the anode in alkaline batteries [187,188]. Usually, 

the reaction scheme for Ni(OH)2 electrodes is also applied to metallic nickel with the 

assumption that the structure and composition of Ni(II) and Ni(III) compounds, formed 

on both types of electrodes, are similar. This, however, is not fully justified since many 

authors report differences between electrochemical processes taking place on metallic Ni 

and Ni(OH)2 electrodes, as well as differences in the structure of the compounds formed 

[15,18-21,106,189]. The latter concerns mainly the possible formation of NiO with or 

without a layer of Ni(OH)2 [15,18-21,118,154,158]. Conversely, some authors directly 

confirmed the existence of Ni(OH)2 on metallic Ni electrode on the basis of atomic force 

microscopy (AFM), scanning tunneling microscopy (STM), soft X–ray spectroscopy 

117 
 



(SXS), X–ray scattering, ellipsometry, photon emission microscopy (PEM), Raman 

spectroscopy, UV–visible and IR spectroscopy [10,11,13,17,118,119,137,158]. 

 The oxidation mechanism of Ni hydroxide in alkaline solution was reported 

mainly for Ni(OH)2 electrodes; the process is usually assumed to be accompanied by 

transport (diffusion) of a proton in the solid phase [190,191]. This process is also reported 

to be accompanied by transport of alkali metal cations and/or water into or from the 

electrode surface [106,192-203]. These alkali metal cations act as counter ions in non–

stoichiometric Ni compounds [199,203]. The cyclic voltammetry (CV) and CA data of 

Zhang et al. [107] shows that the proton diffusion process is the rate determining step 

(r.d.s.) in the overall electrode process. Barral et al. [136] also reported that the r.d.s is 

proton diffusion during the oxidation of Ni(II) to Ni(III) using electrochemical 

impedance spectroscopy (EIS). Conversely, Arvia et al. [13,139,140] proposed a complex 

model containing two charge transfer steps, one of them with a proton transfer, 

accompanied by one or two chemical reactions. Arvia et al. model suggests that the 

diffusion of the proton is not the rate determining step. However, the proposal made by 

Arvia et al. has not been confirmed by other authors.     

 If proton diffusion is assumed to be the r.d.s., then the diffusion coefficient (D) of 

hydrogen in Ni(OH)2/NiOOH phases can be determined. A variety of measurement 

methods have been applied so far to determine the value of D for Ni and Ni(OH)2 

electrodes such as CV curve fitting or peak current analysis as a function of scan rate 

[107,135,204-210], current transient analysis [107,209,211-216], EIS [111,136,176,190], 

potential transient methods [117,217-219], charging curves with active material 

utilization analysis [220-222], and spectroscopic methods [107]. The reported values of D 
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vary depending on the electrode material and the preparation methods. In the case of 

metallic Ni electrodes, the reported D values are in the range of 10–8 – 10–12 cm2 s–1, 

while for Ni(OH)2 electrodes the D values are in the range of 10–7 – 10–13 cm2 s–1 

[107,136,176,223]. Apart from other factors, the D values depend on the presence of 

additives, such as Co, Zn, Al, etc.  [111,117,208-221,224,225]. The reported values of D 

could be compared with the diffusion coefficients of oxygen and hydrogen in nickel. The 

D values for oxygen and metal vacancies in Ni(OH)2 film were reported to be on the 

order of 10–20 – 10–21 cm2 s–1 [227]. The range of D values for oxygen is significantly 

smaller than the proton diffusion coefficient reported above for Ni(OH)2/NiOOH redox 

couple. Alternatively, the reported D values for hydrogen in nickel is on the order of 10–6 

– 10–7 cm2 s–1 and strongly depends on the amount of absorbed hydrogen and on the 

structure of nickel [227-230]. These values are closer to the ones reported for Ni(OH)2 

and Ni electrodes, which supports the proposal that the species which diffuses during the 

oxidation of the Ni(OH)2/NiOOH redox couple is the proton rather than oxygen 

containing species. For nickel hydroxide electrodes, it was found that the proton diffusion 

process depends on the size of Ni(OH)2 grains [117], crystallographic form of Ni(OH)2 

[211], oxidation state of Ni(II) [190,207,219-222] and degree of conversion of Ni(OH)2 

to NiOOH, usually referred to as the state of charge  (SOC) [220-222]. The reported 

activation energy values for the proton diffusion in Ni(OH)2 electrodes are in the range of 

9 – 21 kJ mol–1 [216,219,223].   

 In this study, we report new experimental results and theoretical analysis for the 

oxidation and reduction of the Ni(OH)2 surface compound that resides on a metallic Ni 

electrode. We applied CV and CA techniques under well–defined polarization potential 
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(Ep), polarization time (tp) and temperature (T) conditions, namely 1.5 ≤ Ep ≤ 1.6 V, 0 ≤ tp 

≤ 3600 s and 278 ≤ T ≤ 348 K.  

 

6.2 Results and Discussion 
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Figure 6.1a. Series of CV oxide formation and reduction profiles for Ni electrode in 0.5 
M aq. KOH recorded at T = 289, 299, 304, and 313 K, for Ep = 1.6 V and v = 100 mV s–1. 
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Figure 6.1b. qred vs. T relation for Ni electrode recorded at Ep = 1.50 V and v = 50 mV s–1 
for different polarization times, tp, namely 60, 600, 1200, 1800, and 3600 s.  
 

In Fig. 6.1a, we present a series of CV oxide formation and reduction profiles for 

Ni electrode in 0.5 M aq. KOH recorded for the following experimental conditions: 0.5 ≤ 

Ep ≤ 1.55 V, 293 ≤ T ≤ 348 K and v = 100 mV s–1. We observe that an increase in 

temperature increases the charge density of the anodic and cathodic peaks (peaks IV and 

V). This process is accompanied by a shift of both peaks towards less–positive potential 

values, but the shift for the cathodic peak is significantly smaller than for the anodic one. 

A negative shift in potential of both the anodic and cathodic peaks has already been 

reported for the Ni(OH)2 electrode [140], but the shift was similar for the two peaks. 

Slightly different results reported elsewhere [231] show that increasing the temperature 

shifts the anodic peak towards more positive potential with only a small increase in the 

charge of the cathodic peak. The results shown in Fig. 6.1b illustrate the relation between 
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the charge density of the reduction peak (qred) and T for Ni electrode recorded at Ep = 

1.50 V, v = 50 mV s–1 and for different tp values, namely 60, 600, 1200, 1800, and 3600 

s. We observe that as T is increased gradually from 293 to 348 K, qred increases from 3.47 

to 7.40 mC cm–2, corresponding to a two–fold increase in the oxide thickness. In addition, 

the oxide charge density increases upon extension of polarization time, we observe that 

qred increases from 5.25 to 7.40 mC cm–2 as the value of tp increases from 60 to 3600 s.    
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Figure 6.2. Series of CV oxide–reduction profiles for Ni electrode in 0.5 M aq. KOH 
recorded at Ep = 1.5, 1.55, and 1.6 V for T = 277 K, and v = 100 mV s–1. qox vs. Ep 

relation is presented in the inset. 
 

Figure 6.2 shows a series of CV oxide formation and reduction profiles for the Ni 

electrode in 0.5 M aq. KOH recorded at T = 277 K, v = 100 mV s–1 and for three different 

values of Ep, namely 1.50, 1.55, and 1.60 V. An increase in the area of the reduction peak 
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is observed with the extension of the polarization potential towards more positive values. 

Thus, as the potential increases, the oxide layer formed on Ni electrode becomes thicker. 

The potential of the peak V is not shifted as a result of the increase in the polarization 

potential. In the inset of Fig. 6.2, we show the qred vs. Ep relation for different polarization 

times in the 0 ≤ tp ≤ 1800 s range. We observe that the qox increases with the extension of 

the polarization potential towards higher values. The same effect is also observed as the 

value of tp increases indicating that the oxide formed has become thicker as Ep and/or tp 

increases. A wave or poorly–defined peak starts to develop at a potential lower than that 

of the peak V (such a wave is also observed for low scan rates measurements). The wave 

was discussed in [13,140] and attributed to the reduction of various forms of NiOOH. 

Electrochemical quartz–crystal microbalance (EQCM) data shows that this potential 

wave is accompanied by a mass change [106]. The nature of this potential wave is 

beyond the scope of this discussion. Here we wish to focus only on the analysis of the 

main anodic and cathodic peaks. 
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Figure 6.3. Series of CV oxide–reduction profiles for Ni electrode in 0.5 M aq. KOH 
recorded at 20 ≤  v ≤ 500 mV s–1 for T = 294 K, and Ep = 1.65 V.  

 

Figure 6.3 shows a series of CV oxide formation and reduction profiles for the Ni 

electrode in 0.5 M aq. KOH recorded at Ep = 1.65 V, T = 294 K and at 20 ≤ v ≤ 500 mV 

s–1. The increase in v shifts the anodic peak (IV) towards more positive potential values, 

while the cathodic peak (V) is shifted in the opposite direction, leading to an increase in 

the separation between the two peaks. It is known that for irreversible oxidation and 

reduction processes, the separation of the anodic and cathodic peaks increases with the 

increase in the scan rate according to Randles–Sevcik equation (Eq. 6.1 in the following 

section) [107]. The influence of scan rate on the peak potential for Ni and Ni(OH)2 

electrodes has been reported elsewhere [140,205]. We observe that the scan rate does not 

change the shape of the anodic peak IV and induces only a potential shift. The data 

presented in Figs. 6.1, 6.2 and 6.3 shows that the current due to the oxygen evolution 
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reaction (OER) is practically zero and does not obscure the shape and the charge density 

of the peak V. Thus, the influence of OER on the reduction current of NiOOH is 

negligible.  
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Figure 6.4a. Anodic peak current, jp vs. v1/2 plots for NiOOH reduction in 0.5 M aq. KOH 
recorded at Ep  = 1.6 V, and at different T values, namely 280, 286, 294, and 313 K.  
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Figure 6.4b. Cathodic peak current, jp vs. v1/2 plots for NiOOH reduction at the same 
parameters presented in Fig. 5a. 
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Figure 6.4c.  jp vs. v1/2 plots for NiOOH anodic and cathodic currents in 0.5 M aq. KOH 
recorded for different thickness, namely 12, 21, and 31 ML at Ep  = 1.6 V, T = 294 K, and 

v from 5 up to 500 mV s–1.  
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Figure 6.4d.  jp vs. v plots for NiOOH anodic and cathodic currents in 0.5 M aq. KOH 

recorded at Ep  = 1.6 V, and at different T values, namely 286, 294, and 313 K.  
 

 
 

Figure 6.4a shows jp vs. v1/2 relations for the peak IV (growth of NiOOH oxide) for the Ni 

electrode in 0.5 M aq. KOH recorded at 280 ≤ T ≤  313 K, 5 ≤ v ≤ 500 mV s–1 and Ep  = 

1.6 V. In Fig. 6.4b, we show jp vs. v1/2 relations for the peak V at the same parameters. 

We observe a linear jp vs. v1/2 dependence that becomes well–defined at higher scan rates, 

c.a. ≥ 75 mV s–1. The linear relation is observed for the entire range of T and for different 

thickness of the oxide layers. This linear dependence has been previously reported for 

metallic Ni electrodes, Ni(OH)2 electrodes, doped Ni(OH)2 electrodes and Ni alloys 

[107,204-208,210]. In the case of the cathodic process, the linear region starts at slightly 

higher values of v than the anodic peak. Furthermore, the slope of jp vs. v1/2 relation is 

smaller for the cathodic process than for the anodic one. For both peaks, we observe that 

the slope of the jp vs. v1/2 relations increases with increase of T and an extrapolation of the 

linear region does not pass through the origin. When the absolute value of jp is plotted, 
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the intersection with the current density axis is always negative. The non–zero 

intersection of the jp vs. v1/2 relations with the current density axis is also reported for Ni 

electrodes, Ni-Cu alloys and Ni(OH)2, but has not been discussed in any of these 

contributions [107,204,206,208]. A similar effect was also observed for other systems, 

e.g. Co(OH)2 electrodes [232]. The data presented in Fig. 6.4c show the jp vs. v1/2 

relations for the anodic and cathodic peaks for Ni electrode in 0.5 aq. M KOH recorded at 

Ep  = 1.6 V, T = 294 K, 5 ≥ v ≥ 500 mV s–1 and for different oxide thicknesses (d), 

namely 12, 21, and 31 monolayers (ML). The increase in the oxide thickness is achieved 

through continuous CV cycling of the electrode in the potential range of Ni(III) formation 

and reduction [140]. An increase of the oxide thickness improves the linearity; i.e. the 

linear region becomes wider as d increases. This behavior resembles the one expected by 

the semi–infinite diffusion model. Figure 6.4d illustrates the  jp vs. v relation for NiOOH 

anodic and cathodic currents in 0.5 M aq. KOH recorded at Ep  = 1.6 V, and at different T 

values, namely 286, 294, and 313 K. A linear relation is observed between jp and v for 

low scan rate values as expected according to the finite–length diffusion model. These 

models are discussed in detail in a later section. Figure 6.5 shows the result of increasing 

the oxide thickness on the slope of the jp vs. v1/2 relations. A departure from linearity is 

observed at a thickness of ca. 30 ML that could be attributed to the limitation of the 

proton diffusion in thicker hydroxide/oxide layers.  
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Figure 6.5. Influence of the Ni oxide thickness on the slope of the jp vs. v1/2 relation 
(anodic and cathodic) calculated on the basis of Fig 6.4c.  

 

 

6.3 Chronoamperometry Analysis 

The data presented in Fig. 6.6 show a series of CA profiles for the Ni electrode in 

0.5 M aq. KOH recorded at Ep = 1.5 V and 278 ≤ T ≤ 308 K. The inset of Fig. 6.6 shows 

CA curves recorded at T = 293 K and for two different values of Ep, namely 1.48 and 

1.50 V. As expected, the value of jp increases as T is increased.  
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Figure 6.6.  j – tp relation for the Ni electrode in 0.5 M aq. KOH recorded at Ep = 1.5 V, 0 
≤ tp ≤ 2 s and 278 ≤ T ≤ 308 K. The inset shows the j vs. tp relation at T = 298 K for two 

values of Ep, 1.48 and 1.50 V. 
 

We observe a current density peak which could be attributed to the nucleation–

and–growth process [233]. This peak is observed only for low temperatures and for lower 

potential values. The latter condition can be attributed to the influence of the electrode 

potential on the number of nuclei formed, an effect which is widely observed in many 

nucleation processes [233,234]. This nucleation peak appears only if the electrode has 

previous been reduced at sufficiently less positive potentials (below 0.5 V). The rising 

part of the peak is ascribed to the formation and growth of nuclei, while the descending 

part is attributed to the growth of the nuclei through a diffusion–limiting process. We also 

observed a linear region in the CA curves at different values of Ep and T, which suggests 

that this process is limited by diffusion of the reacting species [233]. A finite–length 
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diffusion model can be applied to explain the linearity of jp vs. tp relation using Randles–

Sevcik equation [107,235]: 

 

    4 exp       (6.1) 

 

where n is the number of electrons transferred in the process, F is Faraday’s constant, A is 

the geometric surface area of the electrode, D is the diffusion coefficient, Cb is the bulk 

concentration of the diffusing species, and d is the thickness of the oxide layer. The data 

presented in Fig. 6.7 show the ln jp vs. tp relation for the Ni electrode in 0.5 M aq. KOH 

recorded at tp = 2 s, Ep = 1.5 V and 278 ≤ T ≤ 308 K. At larger tp values, a departure from 

the linearity is observed indicating that the simple model of Randles–Sevcik equation 

cannot explain the entire diffusion process [107,223]. It is reasonable to assume that this 

departure from linearity after a short time indicates the existence of at least two processes 

of Ni(II) oxidation: a fast process for a very short time represented by the fast current 

density decay (linear ln jp vs. tp region), followed by a slow process represented by the 

slow current density decay (departure from linearity).  

131 
 



tp / s
0.0 0.5 1.0 1.5 2.0

ln
 j 

/ m
A

 c
m

-2

0.1

1

10

100

308 K
303 K
293 K
283 K
278 K

 

Figure 6.7. Semi–logarithmic I – tp relation for Ni(II) oxidation showing a linear decay 
recorded at Ep = 1.5 V, 0 ≤ tp ≤ 2 s, and for various temperatures, namely T = 278, 283, 

293, 303 and 308 K. 
 

 

6.4 Peak Current vs. Scan Rate Relation 

The data presented in Figs. 6.3 and 6.4 indicate that the β-Ni(OH)2/NiOOH redox 

couple is electrochemically irreversible and follows the Randles–Sevcik equation. 

Additionally, oxidation of β-Ni(OH)2 and the subsequent reduction of NiOOH is a 

diffusion–controlled process. The results recorded in quiescent solution are consistent 

with those obtained for N2 stirred solutions. Thus, we can assume that the rate 

determining diffusion process takes place inside the solid phase (i.e. Ni(II) and/or 

NiOOH) and not in the solution. The lack of influence of solution mixing on the 

oxidation of NiCu alloys was reported in [204]. The smaller slope of jp vs. v1/2 relation 
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was reported for the cathodic process and attributed to the dependence of the diffusion on 

the electrode composition (SOC effect) [204,207]. Asymmetry of D values for the 

formation and reduction of NiOOH was also reported for Ni(OH)2 electrodes with DNiOOH 

> DNi(OH)2 [190,219-222]. It is assumed that the oxidation of Ni(OH)2 and the reduction of 

NiOOH takes place at the oxide–electrolyte interface and grows toward the bulk of the 

electrode [190,225]. In this case, different values of D are expected for the diffusion of 

the proton in the pure Ni(OH)2 and NiOOH phases. When a mixture of the two phases 

exists, the diffusion coefficient value is then a function of the NiOOH/Ni(OH)2 ratio 

[150,225]. According to Eq. 6.1, for cathodic processes, a smaller slope suggests a 

smaller value of D for protons diffusing in the NiOOH oxide (during the reduction of 

NiOOH). The reported values of D are smaller for the NiOOH discharge by two orders of 

magnitude [221].  

The departure from linearity and the non–zero intercept with the current density 

axis (see Figs. 6.4) requires further discussion. The non–linear region of the jp vs. v1/2 

relation at low scan rates can be analyzed using the finite–diffusion model. In this model, 

a linear relation between jp and v is predicted [236]. Aoki et al. [237] developed a general 

theory for the jp vs. v relation for a broad range of potential scan rate values. This theory 

has been applied to study the intercalation process and charge transfer in polymer layers 

[238-240]. According to this model, the linear relation depends on the thickness of the 

diffusion layer (d) and the scan rate (v); at higher values of v and/or d, a semi–infinite 

diffusion model is expected. Thus, for higher values of , a linear relation between jp 

and v1/2 is expected, while at lower  values, a linear relation between jp and v is 
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expected, see Figs. 6.4. For high scan rates and irreversible processes, the semi–infinite 

diffusion model is described by the following equation [235,237]: 

 

                                   p 5.155 10 /   / /   (6.2) 

    

where n is the total number of electrons exchanged in the process, nα is the number of 

electrons passed in r.d.s., A is the electrode surface area, D is the diffusion coefficient and 

Cb is the bulk concentration of the diffusing species. Although the formation of Ni2O3 

during the oxidation of Ni(OH)2 has been reported, it is usually assumed that nα = n = 1 

for the oxidation of Ni(OH)2 at ambient temperature [241]. Moreover, the theory of 

finite–length diffusion indicates that the increase in v and/or d creates conditions of semi–

infinite diffusion [237]. In general, the thicker the oxide/hydroxide layer, the wider the 

linear range of the jp vs. v1/2 relation. However, this theory predicts that the jp vs. v1/2 

linear region must cross the current density axis at the origin. From the results displayed 

in Figs. 6.4, the intersection with the current axis is non zero and is weakly affected by 

the thickness of NiOOH oxide. If we assume that an increase in NiOOH layer thickness 

mirrors the increase in the overall Ni(II) thickness [242], we can conclude that the 

intersection is practically thickness independent. The non–zero intercept of jp vs. v1/2 

relation, which is positive for janodic and negative for jcathodic, was attributed to the 

influence of electrode surface roughness [243]. Kulesza et al. attributed the non–zero 

intercept to the drop in potential due to the migration of the charged species or the 

limitation in charge propagation [244]. In addition, theory of microelectrodes also 

predicts a non–zero intercept of the jp vs. v1/2 relation [245]. However, those theories are 
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not applicable in our case as we obtained only a negative value for the intercept for both 

the anodic and the cathodic current densities. Similar behavior to these negative intercept 

has been reported for both currents in the literature for nickel based electrodes 

[107,204,206,208]. Thus, this effect cannot be attributed to the experimental data scatter. 

The possible cause for the non–zero intercept could be attributed to one or a combination 

of the following: (i) hydrogen trapping, (ii) influence of the electric field or (iii) an effect 

of the oxide composition. In our case, the latter is most likely the reason of the non–zero 

intersection. Therefore, in the following section, only the effect of the oxide composition 

is discussed while the first two cases are discussed in the Appendix.   

 

 

 6.4.1 Effect of the Oxide Composition 

It is well known that the D values are different for Ni(OH)2 than for NiOOH 

layers, and the total diffusion coefficient (effective diffusion) is a function of DNi(OH)2 and 

DNiOOH values [190,207,219-222]. Influence of the state of charge on the value of the 

effective (measured) H+ diffusion coefficient can be described by the following equation 

[190,212,217,246]: 

 

                                       
/

 1    (6.3) 

 

where D1 and D2 are the diffusion coefficient of H+ in NiOOH and Ni(OH)2, respectively. 

This equation is evaluated with an assumption of parallel diffusion of H+ in the two 

media (D1 and D2). From the equation, an increase in the value of Deff with the progress 
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of Ni(OH)2 oxidation to NiOOH is expected. In previous sections of this study, we 

determined the D values on the basis of jp vs. v1/2 relationships (Eq. 6.1). Such determined 

D values are for a constant diffusion coefficient which does not change with the progress 

in oxidation. This is in contrast to Eq. 6.3 which shows that the Deff changes continuously 

with progress in oxidation (small values of Deff when only Ni(OH)2 layer exist on the 

electrode surface and slightly increases as the NiOOH formation takes place). The 

analysis of the influence of SOC on the D values obtained from the CV experiments 

requires the introduction of a parameter that describes the ratio of Ni(OH)2 and NiOOH at 

the apex of the oxidation peak (where the concentration of the diffusing species equals 

zero). The SOC is defined here as a MNiOOH/MNi(OH)2 ratio, where MNiOOH and MNi(OH)2 are 

the amounts of NiOOH and Ni(OH)2 layers present at the electrode surface, respectively. 

The amount of NiOOH electrochemically formed is determined by the charge transferred 

till the top of the oxidation peak (qox1). Knowledge of the Ni(OH)2 layer thickness is 

required, however this thickness is constant during a single experiment. This is due to the 

fact that the oxidation rate of Ni is expected to decrease significantly for a thicker Ni(II) 

layer [150]. Thus, for relatively thick Ni(II) layers (31 MLs, see Fig 6.4c), knowledge of 

the MNi(OH)2 thickness is trivial. In this case, changes in qox1 mirrors the changes in SOC 

(SOC = qox1/qNi(II)).  
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Figure 6.8. qox1 vs. ln v relations for Ni electrode in 0.5 M aq. KOH recorded at various 
temperatures, namely T = 281, 294, and 308 K.  

 

Figure 6.8 shows the relationship between qox1 and ln v for the Ni electrodes in 0.5 

M aq. KOH recorded at different T values, namely 281, 294 and 308 K. We observe an 

increase in qox1 (reflects an increase in SOC) as the scan rate increases. According to Eq. 

6.3, different values of SOC imply different values of Deff. Thus, a small value of Deff is 

expected before the NiOOH layer is established and a higher value of Deff is expected as 

the formation of NiOOH takes place (the thicker the NiOOH layer, the higher the value 

of Deff). The obtained values of D from Eq. 6.1 are not equal to Deff, and a SOC parameter 

must be introduced to Eq. 6.1 in order to calculate the Deff. It is important to note that the 

linear region in Fig. 6.8 is obtained for high values of v (the linear region of jp vs. v1/2 

relation is also obtained for high v values, see Fig. 6.4). For a linear change of the SOC 

(directly proportional to qox1) with scan rates, the following equation is applied: 
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    ln      (6.4) 

 

where a and b are empirical parameters. The relation between qox1 and ln v can be 

obtained by multiplying SOC by qNi(II). This equation is applicable when the qox1 vs. ln v 

relation is linear (Fig. 6.8). Determination of SOC is possible only when the thickness of 

the Ni(OH)2 layer is known, otherwise the parameters a and b remain unknown. Further 

discussion of Eq. 6.4 was made with the assumption that a linear relation between Deff 

and SOC at the peak maximum exists. This is due to the fact that SOC value increases 

with the scan rates (Eq. 6.4). Thus, introducing Eq. 6.4 into Eq. 6.3, we can replace SOC 

with v and obtain a relation describing the influence of v on the measured D values: 

 

      ln      (6.5) 

 

where i = [a + (D2/D1)1/2(1 – a)] and j = b[1 – (D2/D1)1/2]. The D1 and D2 in this equation 

are Deff for both processes, as discussed earlier. This equation is applicable to a range of v 

values where a linear qox1 vs. ln v relation exists. Introducing Eq. 6.5 into Eq. 6.2 results 

in the following equation: 

 

                                       p
/  /  /  / ln    (6.6) 

 

where m = 5.155x106nAT–1/2Cb(αnα)1/2. Equation 6.6 can be simplified by dividing both 

sides by v1/2 and the final form of this relation is given by the following equation: 
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   p
/

/ /  ln ln    (6.7). 

 

Equation 6.5 indicates a linear relation between jp/v1/2 and ln v with a non–zero intercept 

which depends on SOC. The data in Fig. 6.9 show such determined jp/v1/2 vs. ln v 

relations for a nickel electrode in 0.5 M aq. KOH.  
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Figure 6.9.  jp / v relation as a function of ln v for Ni electrode in 0.5 M aq. KOH 
recorded at various temperatures, namely T = 281, 286, 294, 308 and 313 K (on the basis 

of Figs. 6.4, 6.8 and Eq. 6.4).  

 

A linear relation between jp/v1/2 and ln v is observed for high values of v 

confirming the validity of the above discussed assumptions. This linear part begins at 

similar values of v (ln v = 3 ± 0.5 mV s–1), and the linear regions of qox1 vs. ln v and jp vs. 
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v1/2 as shown in Figs. 6.4 and 6.8, respectively. For thicker Ni(II)/Ni(III) layers, the linear 

region of the jp/v1/2 vs. ln v relation extends to almost the entire range of scan rates 

studied. This corresponds to an extension of the linear part of jp vs. v1/2 dependence on 

the thickness of Ni(II)/Ni(III) layer (see Fig. 6.4). Combining “p” and “q” values, it is 

possible to calculate the D2/D1 ratio and subsequently, each of these values separately. In 

order to accomplish this, however, the values of a and b must be known which requires 

detailed knowledge of the thickness of the Ni(OH)2 layer for calculation of SOC. 

Although the thickness of the Ni(OH)2 layer and the D2/D1 ratio cannot be determined 

from Fig. 6.9, the linearity in this relation qualitatively confirms the approach discussed 

in this study and indicates that introducing the term SOC in the cyclic voltammetry 

analysis is required. Further evaluation of equations used for peak current vs. scan rate 

analysis is required, especially for the explanation of the non–zero intercept observed in 

Fig. 6.4.  

 

 

6.5 Influence of the Temperature on the CV Profiles 

The slope of jp vs. v1/2 relation is temperature dependent (see Fig. 6.4), this 

dependence results not only from the term  in Eq. 6.2, but is also due to the 

temperature dependence of D according to the following Arrhenius–like equation: 

 

     o exp       (6.8) 
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where Ea is the activation energy of diffusion and Do is a constant (D at infinite 

temperature). In this case, the slope will increase with increasing temperature. Since we 

observe an increase in the slope of the jp vs. v1/2 plots with temperature in Fig. 6.4, we 

conclude that the dominant factor of the temperature dependence is the T parameter in 

Eq. 6.8 and not the T–1/2 term in Eq. 6.2.  
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Figure 6.10. Diffusion coefficient, D, as a function of temperature for anodic and 
cathodic peaks calculated from Eq. 6.2. 

 

 Figure 6.10 shows the D vs. T relationship (calculated from Eq. 6.2) for anodic 

and the cathodic processes. At room temperature, such determined values of D are 8.1 ± 

0.5 x 10–12 and 4.3 ± 0.2 x 10–12 cm2 s–1, for the anodic and cathodic processes, 

respectively. As it was mentioned earlier, the reported values of the diffusion coefficient 

for Ni and Ni(OH)2 electrodes cover a wide range, namely from 10–7 to 10–13 cm2 s–1, 

with DNiOOH > DNi(OH)2. The D values obtained in this study are smaller than those 
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reported for Ni(OH)2 electrodes (including Ni(OH)2 with added Co, Al, etc.)  

[21,111,136,190,205,213,219-221] and are also smaller than in the case of metallic Ni 

electrodes [136,176]. On the other hand, our D values are higher than those reported for 

Ni(OH)2 electrodes [107,117,206,208,209,211,214,215,224] and comparable to those 

measured using CA, CV and spectroscopic methods for metallic Ni electrodes [107].  

The discrepancy in D values could result from (i) differences in structure of 

NiOOH formed, (ii) different values for concentration used in Eq. 6.2 (calculated from 

different values of Ni(OH)2 density) or (iii) different thickness of Ni(OH)2/NiOOH 

layers. The densities of α-Ni(OH)2 and β-Ni(OH)2 differ, therefore different values of Cb 

could be introduced into Eq. 6.2. When the density of α-Ni(OH)2 is used, the values of D 

calculated are ca. 3 times higher than when they are calculated using the density of β-

Ni(OH)2. This, however, will not affect the values of activation energy obtained as long 

as the proton concentration and Ni(OH)2 density are considered temperature independent 

in the T range of interest.  
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Figure 6.11. Arrhenius–like ln D vs. T–1 relation for the diffusion coefficient values 
presented in Fig. 13. 

 

In Fig. 6.11, we present the Arrhenius–like ln D vs.  relationship for Ni 

electrodes in 0.5 M aq. KOH recorded at 277 ≤ T ≤ 313 K for the anodic and the cathodic 

processes. A linear relation between ln D and  is observed for the anodic and the 

cathodic processes. This linearity indicates that the activation energy and the pre–

exponential factor, in Eq. 6.8, could be considered temperature independent in this 

temperature range. Such obtained Ea values are 23 ± 2 and 26 ± 2 kJ mol–1 for the anodic 

and the cathodic processes, respectively. The difference between these values lies within 

the accepted experimental error range indicating that Ea could be considered the same for 

the oxidation of β-Ni(OH) and the reduction of NiOOH. There is no literature data for Ea 

of the proton diffusion in Ni(OH)2/NiOOH oxides formed on metallic Ni electrodes. The 

only data available is for nickel hydroxide electrodes, which have D values slightly 
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smaller than those obtained in this study. The reported values of Ea are 7.8 – 19 kJ mol–1 

for Co–doped Ni hydroxide, 9.2 – 20.9 kJ mol–1 for Ni(OH)2 oxidation, and 13.4 kJ mol–1 

for the reduction of NiOOH electrode [117,216,219]. The range of the activation energy 

values obtained in this study is very small compared to the reported Ea values (23 – 26 kJ 

mol–1). The small difference in Ea values for the anodic and cathodic processes suggests 

that the activation energy value for the β-Ni(OH)2 oxidation is the same as that for the 

NiOOH reduction. Thus, the difference in D values, for the cathodic and the anodic 

process, must be due to a difference in the value of the pre–exponential factor in Eq. 6.8 

or a difference in the concentration of the proton used in the calculation of Eq. 6.2.  

  Comparison of our results for smooth, metallic Ni electrodes to the literature data 

for Ni(OH)2 electrodes suggests that the compactness of the Ni(OH)2 structure seems to 

play a significant role in the proton diffusion process. The values of activation energy 

obtained in this study for metallic Ni electrodes are slightly higher than those reported in 

the literature for Ni(OH)2 electrodes. If we assume a less compact structure with more 

defects in the Ni(OH)2 layer (i.e. containing incorporated anions during the deposition), it 

is likely that the diffusion of the proton would be further inhibited than in a more 

compact structure of Ni(OH)2/NiOOH formed on solid, smooth metallic Ni electrodes.  

 

 

6.6 Chronoamperometric analysis  

Chronoamperometric curves were analyzed on the basis of the finite–length 

diffusion model by applying several parallel diffusion pathways according to the 

following equation [235]: 
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     ∑  oi exp   ox   (6.9) 

 

where  is the number of the parallel processes, Iox is the oxygen evolution current 

(time independent), Ioi and τ are the pre–exponential and the exponential terms from Eq. 

6.1 ( ox  4 ,      . The above equation is a sum of parallel 

currents, each one is represented by Eq. 6.1. The best non–linear least square (NLS) 

fitting is obtained for three parallel processes (Ea is the same for all). The data in Fig. 

6.12 present an example of the NLS fits of Eq. 6.9 with the CA profiles for Ni electrode 

in 0.5 M KOH recorded at Ep = 1.5 V and T = 288 K. The inset of Fig. 6.12 shows CA 

profiles at the same parameters but at T = 303 K.  
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Figure 6.12. ln j vs. tp relation for Ni electrode in 0.5 M aq. KOH showing the NLLS fits 
(red line) to Eq. 6.9 recorded at Ep = 1.5 V and at T = 288 K. The inset shows the same 

relation at T = 303 K. 
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The NLLS fit of Eq. 6.9 fits the data for relatively short oxidation times as well as 

for longer oxidation times (up to a few tens of seconds). The three parallel diffusion 

processes detected on the basis of CA curve–fitting are denoted here as D1, D2, and D3. In 

Figs. 6.13 and 6.14, we present the relation of D vs. T and ln D vs.  for the three 

diffusion processes.  
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Figure 6.13. Diffusion coefficients (D) as a function of temperature obtained by fitting of 
CA curves in Fig. 15 for three parallel processes of Ni(II) oxidation, namely D1, D2, and 

D3. 

146 
 



T -1 /  K-1 

0.0032 0.0033 0.0034 0.0035 0.0036

ln
 D

  /
  c

m
2  s-1

 

-27

-26

-25

-24

-23

-22

-21

-20

-19

D1
D2
D3

 

Figure 6.14. Arrhenius–like ln D vs. T–1 relation for diffusion coefficient processes 
presented on Fig. 6.10.  

 

 The highest values of D obtained are in the range of 10–12 – 10–13 cm2 s–1 and are 

comparable to the D values obtained from the CV experiments (Fig. 6.10). For the other 

two processes, the obtained D values are significantly smaller and in the range of 10–14 – 

10–15 cm2 s–1. Although the values of D1 and D3 are close and apparently can be treated as 

one process, separation of these two processes gives an enhanced fit to Eq. 6.9. This is 

due to the fact that the pre–exponential and exponential factors in Eq. 6.1 and 6.9 depend 

not only on the D values, but also on the thickness of the diffusion layer which varies 

significantly for both processes. The D2 can be attributed to the proton diffusion through 

NiOOH while D1 and D3 are associated with the diffusion through Ni(OH)2 compounds, 

most likely Ni(OH)2. The fact that proton transport through the Ni(II) phase is described 

by two different values of D can be attributed to the contribution of NiO in the Ni(II) 
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layer, therefore the latter can be treated as a mixture of Ni(OH)2 and NiO. A good 

linearity of ln D vs.  plots allows us to calculate the activation energy on the basis of 

Eq. 6.8. Such obtained Ea values are 25 ± 3, 26 ± 3 and 28 ± 2 kJ mol–1 for D1, D2 and D3, 

respectively. The model presented in this section requires both phases, Ni(II) and Ni(III), 

to be in contact with the electrolyte solution. The Ni(II)–electrolyte and Ni(III)–

electrolyte interfaces participate in proton exchange between the electrolyte and the 

electrode so further transport of H+ takes place in the bulk of the Ni(II) and Ni(III) 

phases. Jain et al. determined the ratio between Ni(II) and Ni(III) phases for Ni(OH)2 by 

the electrode potential [247]. The same method can be applied for the oxidation of the 

metallic Ni electrode ensuring coexistence of both phases in contact with the electrolyte.   

 

When the crystallographic structure of the metal and the oxidation products (i.e. 

oxide/hydroxide) differs significantly, the oxidation mechanism must include phase 

transition or atom rearrangement processes in order to build the new lattice structure of 

the oxide/hydroxide. It is likely that this phase transition or rearrangement is the r.d.s. 

However, crystallographic structures of Ni(OH)2 and NiOOH are similar; the main 

difference between these two structures is the number of H atoms (assuming undisturbed 

stoichiometry of compounds formed on Ni electrode) [9]. Therefore, one can assume that 

the kinetics of the Ni(OH)2 ↔ NiOOH redox couple does not require a significant atom 

rearrangement and its rate could be determined by the diffusion of protons in NiOOH and 

Ni(OH)2 phases. Since we did not observe a significant difference between the results 

obtained in quiescent and N2 stirred solutions, we can conclude that the rate determining 
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diffusion process takes place in the electrode material, i.e. the oxide/hydroxide layer and 

not in the solution.  

 

 

6.7 Conclusions 

Oxidation of the Ni(II) layer formed on metallic Ni electrodes is controlled by a 

diffusion process inside the oxidized layer. Analysis of the jp vs. v1/2 relations suggests 

the applicability of Randles–Sevcik model. A finite–length diffusion model explains the 

departure from linearity of these curves at low scan rate values. A non–zero intercept of 

the jp vs. v1/2 plots could be the result of multiple diffusion processes in two different 

phases. The effective diffusion coefficient obtained from the  jp vs. v1/2 relations is ca. 10–

12 cm2 s–1 at room temperature and the activation energy values are in the range of 23 – 

26 kJ mol–1. The influence of hydrogen trapping phenomena and electro–migration on the 

overall H+ transport is insignificant. Chronoamperometry profiles for the Ni(II) oxidation 

are best analyzed as a sum of three parallel diffusion processes, each one is described by 

exponential relations between the current density and the time. The diffusion processes 

are treated according to the model of finite–length diffusion which allows us to estimate 

D and Ea for the processes. The diffusion coefficient values of D2 are comparable to those 

calculated from cyclic voltammetry experiments at various potential scan rates. The other 

D values (D1 and D3) are significantly smaller. The values of the activation energy of the 

three processes are comparable to the Ea values calculated from cyclic voltammetry 

experiments, which confirms the accuracy of the method applied.  
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Chapter 7 – Electro–reduction of pre–formed PtO at well–defined experimental 

conditions  

 

 The growth kinetic and mechanism of the surface oxides on Pt electrode is a 

widely studied system. This is due to the fact that Pt is extensively used as a catalyst in 

many chemical and electrochemical technologies and also serves as a model system for 

the oxide growth at non–noble metals. The electro–oxidation of Pt electrode and the 

subsequent electro–reduction of the oxides are important because they affect the kinetics 

of interfacial electron transfer. The initial stages of the oxide growth and the subsequent 

reduction can be studied in detail using different electrochemical and surface science 

techniques [49-64]. The electro–reduction of PtO oxides in acidic solution has never been 

a subject of systematic research, except in the presence of dissolved hydrogen, and the 

reduction mechanism is not understood at all. As the reduction mechanism is unknown 

and has never been a subject of research, it is difficult to determine the exact reduction 

kinetics. Thus, this study presents the first comprehensive set of data for the PtO oxide 

reduction that can bring about new understanding of the process and create favorable 

conditions for the eventual development of an oxide–reduction theory.  

 

 

7.1 Electrochemical Procedures for the Electro–Reduction of PtO Oxide  

The PtO electro–reduction was studied in detail by the application of cyclic 

voltammetry according to the following steps: 
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(i) Prior to the electro–reduction study, the PtO oxide was electrochemically 

formed by the application of well–controlled polarization conditions (Ep = 1.5 

V and tp = 10000 s), which lead to the formation of a thin oxide layer of well–

known composition and thickness. The value of the reproducible charge 

density (qox) was 896 µC cm–2 and corresponded to ca. 2 ML of PtO. The 

same Ep and tp values were employed to ensure the same oxide thickness, thus 

the same charge density for each set of experiments. This charge density 

serves as a reference value for the subsequent oxide reduction study. 

(ii) Step one is repeated (to ensure that the value of qox is 896 µC cm–2), followed 

by a subsequent reduction of the oxide by the application of a negative–going 

sweep that started at 1.5 V and held/stopped at various pre–selected reduction 

potential values, 0.66 ≤ Er ≤ 0.94 V (with an interval of 0.02 V). 

(iii) For each reduction potential value, the negative potential scan was held for 

various reduction times, 1 ≤ tr ≤ 10000 s, then the negative–going sweep was 

continued to 0.05 V. Any remaining amount of PtO was reduced upon 

completion of the CV scan.  

(iv) Repetition of steps i, ii and iii at different temperature values, 283 ≤ T ≤ 323 

K.        

 

 

7.2 Determination of the Charge Density 

The charge density of the unreduced or remaining PtO oxide that resides on the 

electrode surface was precisely determined from the subsequent CV profile after the 
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partial oxide reduction at Er. The qualitative determination of the remaining (unreduced) 

charge density (qrm) allows us to determine the amount of the reduced oxide (qred) by 

subtracting qrm from the total charge density (qox = qrm + qred). Figure 7.1 shows a CV 

oxide reduction profile (cathodic scan) for Pt electrode in 0.5 M aq. H2SO4 solution 

recorded at Ep = 1.5 V, T = 298 K, v = 50 mV s–1 and at tp = 10000 s. The CV oxide 

reduction profile reveals one peak only (OC1 peak) which corresponds to the reduction of 

PtO and confirms that the pre–formed oxide film consists only of PtO. The CV profile 

shown in Fig. 7.1 was recorded several times to ensure the reproducibility of the result 

and was used to determine the total charge density prior to the electro–reduction 

experiments. It serves as a reference CV profile at each specific temperature for the 

electro–reduction experiments performed for different values of Er and tr.  
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Figure 7.1. CV oxide formation and reduction profile for Pt electrode in 0.5 M aq. H2SO4 
recorded at Ep = 1.5 V, v = 50 mV s–1, T = 298 K and for tp = 10000 s. 
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In Figure 7.2, we show a series of CV oxide–reduction profiles for Pt electrode in 

0.5 M aq. H2SO4 solution recorded at Er = 0.94 V, T = 298 K, v = 50 mV s–1 and for 

various reduction times, namely 1, 10, 102, 103 and 104 s. It should be emphasized that 

when the potential scan is held at a given Er value, the current falls to a small but non–

zero value, which indicates that the reduction of the oxide is still occurring. Comparing 

the charge density of the remaining oxide with the value for the pre–formed oxide, qox 

(Fig. 7.1) allows us to determine the amount of the oxide reduced at each set of Er and tr 

values. We observe that the charge density of the remaining PtO slightly decreases with 

the increase in the reduction time (see Fig. 7.3). In the case of Er = 0.94 V and T = 298 K, 

an increase in the reduction time from 1 to 104 s reduces the remaining charge density 

from 889 to 802 µC cm–2. Another important observation is that the half–width of the 

reduction peak becomes smaller upon the increase in the reduction time.   
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Figure 7.2. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.94 V, v = 50 mV s–1, T = 298 K, and at 1 ≤ tr ≤ 10000 s. 
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Figure 7.3. qrm vs. log tr relation for Pt electrode calculated on the basis of Fig. 2. 

 

Figures 7.4a, b, c and d show four series of CV oxide–reduction profiles for Pt 

electrode in 0.5 M aq. H2SO4 solution recorded at Er = (a) 0.90 V, (b) 0.86 V, (c) 0.82 V 

and (d) 0.78 V which are representative of the overall behavior. For a given tr, we 

observe that the amount of the remaining oxide decreases as Er becomes less–positive. 

Furthermore, for a given Er, the amount of the remaining oxide decreases as tr is 

extended. An extension of the reduction time from 1 to 10, 100, 1000 and 1000 s reduces 

the amount of qrm as follows: (a) from 844 to 631 µC cm–2 for Er = 0.90 V, (b) from 781 

to 293 µC cm–2 for Er = 0.86 V, (c) from 672 to 32.8 µC cm–2 for Er = 0.82 V and (c) 

from 518 to 1.79 µC cm–2 for Er = 0.78 V. 
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Figure 7.4a. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.90 V, v = 50 mV s–1, T = 298 K, and at 1 ≤ tr ≤ 10000 s. 
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Figure 7.4b. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.86 V, v = 50 mV s–1, T = 298 K, and at 1 ≤ tr ≤ 10000 s. 
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Figure 7.4c. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.82 V, v = 50 mV s–1, T = 298 K, and at 1 ≤ tr ≤ 10000 s. 
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Figure 7.4d. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.78 V, v = 50 mV s–1, T = 298 K, and at 1 ≤ tr ≤ 10000 s. 
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Because the electrochemical growth of monolayer oxides on noble metals is 

logarithmic or inverse–logarithmic in time, it is logical to evaluate whether the 

electrochemical reduction of oxides is also logarithmic or inverse–logarithmic in time. 

The qrm vs. log tr relations, presented in Fig. 7.5, were determined on the basis of the CV 

oxide–reduction profiles for PtO at the Er and tr values reported above. From Fig. 7.5, it 

follows that the amount of qrm decreases quickly with time at less positive Er values. 

Furthermore, by comparing the results obtained at two different values of tr (i.e. tr = 10 

and tr = 100 s), it follows that the qrm also decreases rapidly as a function of Er for higher 

tr values.  
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Figure 7.5. qrm versus lot tr relation for Pt electrode in 0.5 M aq. H2SO4 recorded at T = 
298 K, 0.78 ≤ Er ≤ 0.94 V and at 1 ≤ tr ≤ 10000 s. 
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7.3 Electro–Reduction of the PtO at Different Temperatures 

In a similar manner, the electro–reduction of the PtO oxides was studied at 

different temperatures in order to investigate the impact of T on the oxide reduction. The 

electro–reduction of a thin layer of PtO was studied at lower temperature value (283 K) 

and at higher T values, namely 308 and 323 K. For each set of electro–reduction 

experiment at constant T value, a reference CV profile was recorded prior to each 

experiment as described in section 7.1. Figures 7.6a and 7.6b show reference CV profiles 

for PtO pre–formed in 0.5 M aq. H2SO4 recorded at Ep = 1.5 V and tp = 104 s for T = 283 

K (a) and T = 323 K (b), respectively; the scan rate is 50 mV s–1 in both cases.   
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Figure 7.6a. CV oxide formation and reduction profile for Pt electrode in 0.5 M aq. 
H2SO4 recorded at Ep = 1.5 V, v = 50 mV s–1, T = 283 K and for tp = 10000 s. 
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Figure 7.6b. CV oxide formation and reduction profile for Pt electrode in 0.5 M aq. 
H2SO4 recorded at Ep = 1.5 V, v = 50 mV s–1, T = 323 K and for tp = 10000 s. 

 

 

Figures 7.7a, b and c show three series of CV profiles for T = 283, 308 and 323 K, 

respectively. In each case, Er = 0.8 V and each serie of CV profiles corresponds to tr = 1, 

10, 100 and 1000 s. We observe that the reduction peak (i.e. the remaining charge 

density) decreases upon the extension of tr and this decrease is more pronounced for 

higher T values. This indicates that a greater amount of the oxide is reduced at higher 

temperature value while other parameters (i.e. tr and Er) are constant. A small shift in the 

potential of the reduction peak is also observed for the entire range of Er, tr and T values.  
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Figure 7.7a. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.80 V, v = 50 mV s–1, T = 283 K, and at 1 ≤ tr ≤ 1000 s. 
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Figure 7.7b. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.80 V, v = 50 mV s–1, T = 308 K, and at 1 ≤ tr ≤ 1000 s. 
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Figure 7.7c. Series of CV oxide–reduction profiles for Pt electrode in 0.5 M aq. H2SO4 
recorded at Er = 0.80 V, v = 50 mV s–1, T = 323 K, and at 1 ≤ tr ≤ 1000 s. 

 

 

Shibata et al. [40] reported that the rate of the PtO reduction, in the presence of dissolved 

hydrogen, is rapidly increased when the surface coverage of the oxide is 0.6 and proposed 

that the oxide reduction proceeds according to the following steps:  

 

    H  2H  2       (7.1) 

 

                                      Pt–O 2H  2  Pt  H2O                                      (7.2). 

 

Conway et al. [55] proposed a two–step mechanism for the reduction of PtO in aq. H2SO4 

solution that involves the formation of PtOH according to the following equations: 
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    PtO  H   PtOH                                        (7.3) 

 

    PtOH  H   Pt  H2O   (7.4). 

 

Arvia et al. [41] also proposed a two–step mechanism for the PtO reduction in molten 

alkaline solution (NaHSO4-KHSO4 and KHSO4 melts) and supports the proposal of PtOH 

formation. The first step of Arvia’s et al. reduction mechanism is the same as in 

Conway’s mechanism (Eq. 7.3), while the second step is as follow:  

 

    PtOH  PtOH Pt  PtO  H2O    (7.5). 

 

As mentioned earlier, there is no theory in the literature that explains the oxide reduction 

of noble metals, thus we present a qualitative discussion of the result without the 

application of any theoretical method. The charge density is a main parameter in the 

discussion and the analysis of any oxide growth kinetics [37]. Therefore, we analyzed the 

relation between the charge density of the remaining and the reduced oxide as a function 

of Er and tr for various temperature values. The data presented in Fig. 7.8a and b illustrate 

the relation between the reduced amount of PtO (after subtracting the remaining charge 

density from the total qox) and Er for two different tr values, namely (a) 10 s and (b) 1000 

s. These results are representative of the overall trend.   
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Figure 7.8a. qred versus Er relation for Pt electrode in 0.5 M aq. H2SO4 recorded at tr = 10 
s, 283 ≤ T ≤ 323 K and at 0.76 ≤ Er ≤ 0.90 V. 
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Figure 7.8b. qred versus Er relation for Pt electrode in 0.5 M aq. H2SO4 recorded at tr = 
1000 s, 283 ≤ T ≤ 323 K and at 0.76 ≤ Er ≤ 0.90 V. 
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The Er scale (the x–axis) in Fig. 7.8 is reversed in order to depict the changes in 

the amount of qred as a function of Er during the negative–going scan. The amount of the 

reduced oxide is greater when Er has less positive values. Moreover, at constant Er value, 

the PtO oxide is reduced more at higher temperature values. From the comparison of Fig. 

7.8a and 7.8b, it follows that the amount of PtO reduced increases with the extension of 

tr. The ratio between the charge density of the reduced PtO amount and the total charge 

density of the pre–formed oxide, qred/qtot is presented in Figure 7.9a as a function of Er. In 

a similar manner, the ratio between the charge density of the remaining PtO (qrm) on the 

electrode surface and qtot is illustrated in Fig. 7.9b as a function of Er.  
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Figure 7.9a. qred/qtot vs. Er relation for Pt electrode in 0.5 M aq. H2SO4 recorded at T = 
298 K, 1 ≤ tr ≤ 10000 s and at 0.66 ≤ Er ≤ 1.0 V. 
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Figure 7.9a. qrm/qtot vs. Er relation for Pt electrode in 0.5 M aq. H2SO4 recorded at T = 
298 K, 1 ≤ tr ≤ 10000 s and at 0.66 ≤ Er ≤ 1.0 V. 

 

 

The formation of PtO is slow and long tp is required to form 2 MLs of PtO; each 

monolayer follows a different growth mechanism. The first ML follows a logarithmic 

growth kinetic, while the second ML follows inverse–logarithmic growth kinetics [37]. In 

the case of logarithmic growth mechanism, the rate determining step is the interfacial 

place exchange between the Ochem and the top–most Pt atoms, whereas in the case of 

inverse–logarithmic growth law the r.d.s. is the escape of the Pt cation (Pt2+) from the 

metal into the oxide at the inner metal/oxide interface. The 2 MLs of PtO can be reduced 

within several seconds in a single negative–going potential scan; the PtO electro–

reduction resembles a desorption isotherm, but the process is not a simple electro–

desorption. The result shown in Figs. 7.10a and b are 3–D presentation for the charge 

165 
 



density of the remaining PtO as a function of Er and log tr recorded in 0.5 M aq. H2SO4 

solution at (a) 298 K and (b) 323 K. 

 

0

200

400

600

800

1000

0.70
0.75

0.80
0.85

0.90

0
1

2

3

q r
m
   /

  μ
C

 c
m

-2
  

Er   /  V, RHE
log

 t r /
 s

298 K

 

Figure 7.10a. 3–D plot for qred versus Er and log tr for Pt electrode in 0.5 M aq. H2SO4 
solution recorded at 0.76 ≤ Ep≤ 0.9 V, 1 ≤ tp ≤ 1000 s and at T = 298 K. 
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Figure 7.10b. 3–D plot for qred versus Er and log tr for Pt electrode in 0.5 M aq. H2SO4 
solution recorded at 0.76 ≤ Ep≤ 0.9 V, 1 ≤ tp ≤ 1000 s and at T = 323 K. 

 

 

 

7.4 Conclusion 

The well–controlled polarization conditions of Ep and tp lead to the formation of a 

thin PtO oxide; the CV profile reveals one reduction peak that corresponds to the 

formation of PtO. The growth mechanism and kinetics are well known for Pt electrode 

but there is no theory for the electro–reduction of PtO or any other oxide. We observe 

that the case of PtO layers comprising ca. 2 ML of PtO, the reduction of the oxide 

requires much less time once ca. 1 ML of the PtO has been reduced (ca. 1 ML of PtO 

remains). We do not want to refer to it as a reduction rate because at the present time 

there are no theories that treat electrochemical reduction of metal oxide. The amount of 
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the reduced PtO increases upon the extension of tr. In general, for higher values of tr 

and/or lower Er values, the amount of the reduced oxide is greater and consequently 

smaller amount of the remaining PtO oxide.      
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Chapter 8 – Conclusions 

 

Anodic polarization of Ni electrode in an alkaline solution to Ni(II) and 

subsequently to Ni(III) was studied in detail by means CV, CA and XPS depth–profiling 

techniques. For the oxidation of Ni to β-Ni(OH)2, a linear relation between the reciprocal 

of the hydroxide thickness and the logarithm of the polarization time is observed. This 

linear relation suggests that the growth of β-Ni(OH)2 follows the inverse–logarithmic 

growth kinetics of Mott–Cabrera. In addition, the thickness of the β-Ni(OH)2 hydroxide 

layer is smaller than the value of Xo and X1 parameters. This also suggest that the β-

Ni(OH)2 growth might follow inverse–logarithmic growth. The value of the electric field 

across the oxide film increases at higher polarization potential values. The β-Ni(OH)2 

film thickness increases with the increase in the polarization potential and/or polarization 

time and/or temperature values.   
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On the other hand, the electrochemical oxidation of Ni(II) to NiOOH proceeds 

according a diffusion–controlled mechanism. As expected for the diffusion process a 

linear relation between the peak current (jp) and the square root of the scan rate (v1/2) is 

observed. According to the semi–finite diffusion model, the relation between jp and v1/2 

should be linear in the entire range of scan rate and should pass through the zero point. 

The jp vs. v1/2 relation obtained in this study was observed to depart from linearity for low 

scan rates and this behavior was explained on the basis of the finite–length diffusion 

model. Our results show that the non–zero intercept of the jp vs. v1/2 plots is a result of 

different diffusion processes occurring in two different phases. The effective diffusion 

coefficient for the anodic and cathodic processes at T = 298 K are of 8.1 ± 0.2  10–12 



and 4.3 ± 0.2  10–12 cm2 s–1, respectively. Such determined values of the activation 

energy for the anodic and cathodic diffusion processes are 23 ± 2 and 26 ± 2 kJ mol–1, 

respectively. Our results show that the effect of the hydrogen trapping and the electro–

migration on the overall H+ transport is insignificant. The chronoamperometry profiles 

are best fitted for three parallel diffusion processes; each one is described by an 

exponential relation between the current density and the time. The diffusion coefficient 

values obtained from the CA experiments are comparable to those calculated from the 

CV experiments at various potential scan rates. The value of the activation energy 

obtained from the CA measurements are comparable to the Ea values calculated from 

cyclic voltammetry experiments, which confirms the applicability the accuracy of the two 

methods applied.  

The kinetics and the mechanism of the PtO electro–reduction are unknown and 

there is no theory that explains the process. This study presents qualitative data for the 

PtO oxide reduction in 0.5 M aq. H2SO4 electrolyte solution that can be used in a 

qualitative analysis of the reduction process and shed light on any applicable kinetic laws. 

In a similar manner to the oxide growth study, we analyzed the charge density of the 

oxide reduction as a function of the well–controlled experimental conditions. The charge 

density of the reduced PtO oxide increases as the reduction potential value becomes less 

positive. Furthermore, it also increases with the increase in the reduction time and/or the 

temperature. A rapid increase in quantity of the reduced oxide’s charge density is 

observed after the removal of ca. one monolayer of PtO. The relation between the charge 

density of the remaining oxide and the reduction time is non–linear for the entire 

experimental potential, time and temperature range.  
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Appendices 

Hydrogen Trapping Effect  

The passive Ni(II)/Ni(III) films formed on the metallic Ni electrodes are not 

perfect and exhibit defects in the structure such as crystal imperfection, non–

stoichiometry, ion vacancies and incorporated solution species [176,226,248]. Therefore, 

it is expected that some of those defects could act as hydrogen traps in the diffusion 

process and affects the rate of H+ diffusion and thus the measured D values. However, 

according to our result, those hydrogen traps does not have any influence on the 

measured D values as we will discuss it below. The process of H+ transport under the 

conditions of reversible trapping (the trapped proton can be released or de–trapped) could 

be described by the following equation [214,249]: 

 

                                          tot  diff  trap  de‐trap   (A-1) 

 

where Jdiff is the rate of diffusion (diffusion flux), vtrap and vde-trap are the rates of H+ 

trapping and de–trapping, respectively. The vtrap and vde-trap are expressed as ki Ntrap, where 

ki is the rate constant of trapping/de–trapping processes and Ntrap is the concentration of 

the trap. For small vde-trap value, the calculated diffusion coefficient will be smaller than 

the one calculated from typical Fick’s–based equations, such as Jdiff in Eq. A-1. For full 

discussion of this aspect, we need to estimate the traps concentration. Since Ni(II) 

compounds posses semiconducting properties, the number of p–type acceptors or defects 
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located in the depletion zone of the Ni(II) layer can be estimated from Mott–Schottky 

plots according to the following equation [250-252]:   

  

                      2 o r  –  fb  B  dl   (A-2) 

 

where εr is the dielectric permittivity of a semiconducting layer, Ntrap is the acceptor 

concentration (a p–type semiconductor), Efb is the flat–band potential, Cdl is the double 

layer capacitance and e is the elementary charge; the other terms have their usual 

meaning as defined earlier in this study. The last term represents the double layer 

capacitance in the potential range where the Mott–Schottky equation is applicable. The 

double layer capacitance is much smaller than the space charge capacitance, Cdl << Csc, 

and it is considered potential independent [252]. In this case, Cdl can be neglected and the 

total measured capacitance is practically equal to the space charge layer capacitance (C–1 

= Csc
–1 + Cdl

–1) [252]. The concentration of p–type acceptors (Ntrap) is calculated from the 

slope of C–2 vs. E plots, assuming εr ≈ 12 [112]. At room temperature, the calculated Ntrap 

values are in the range of 5.1x1019 to 2.9x1019 cm–3. These values are ca. 2 orders of 

magnitude smaller than the values reported in [112] for solutions of neutral and basic pH, 

but much closer to those presented in [177] for high potential values in neutral pH.  

The acceptor concentration value could be compared to the concentration of 

mobile protons in Ni(OH)2, bearing in mind that only one proton participates in transport 

processes (Ni(OH)2 ↔ NiOOH reaction). Using the molecular mass of Ni(OH)2 (92.7 g 

mole–1) and Ni(OH)2 density (4.15 g cm–3) [181], we obtain a concentration of reacting 
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protons of ca. 2.7  1022 cm–3 at room temperature. The comparison of this value with the 

calculated Ntrap value indicates that the defects or the acceptors could lower the total 

concentration of reacting protons by about 0.2% only. The thickness of the depleted layer 

(L) can be estimated from the following equation [253]: 

 

                                                                o r

SC
    (A-3) 

 

where Csc is the space charge capacitance per real surface area. Considering Csc value in 

the range where a linear C–2 vs. E relation is observed (not discussed in this study), we 

estimated the thickness of the depleted layer which is in the 1 to 3.5 nm range at room 

temperature. Such obtained values of L are higher than the ones reported for nickel at Ep 

= 0.5 V, and constitute ca. 2.2 – 7.6 monolayers of β-Ni(OH)2 [9,112]. This indicates that 

the depleted layer constitutes about 7 – 26% of the total thickness of the Ni(II) layer, as 

estimated from the charge of peak V.  
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Figure A-1a. Influence of the defects concentration (Ntrap) on the slope of jp vs. v1/2 
relation (anodic and cathodic) calculated on the basis of Fig 6.4 (Ntrap calculated from Eq. 

A-2 at T = 293 K).  
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Figure A-1b, Influence of the defects concentration (Ntrap) on the intercept of jp vs. v1/2 
relation with y–axis, for the anodic and cathodic processes, calculated on the basis of Fig 

6.4.  

187 
 



In Figs. A-1a and b, we present the influence of Ntrap on the anodic and the 

cathodic slopes of jp vs. v1/2 plots (A-1a) and the intercepts of jp at v1/2 with the y–axis (A-

1b). We observe that both the slopes and the intersections are apparently Ntrap 

independent. One could note that although the oxide thickness increases (see the arrows), 

the number of defects (Ntrap) is constant; only the slopes and the intercept change with 

increase in thickness. This indicates that the number of the defects does not affect the 

slope or the intercept. From the above results, it follows that the transport of the proton is 

apparently unaffected by the number of the defects which acts as acceptor sites in the 

depleted layer. Although the number of the measured defects reflects only a fraction of 

the total thickness of Ni(II)/Ni(III) layers, it is expected that two–fold increase in the 

number of the defects in this fraction of the film could influence the proton penetration 

through it, unless the proton trapping processes are insignificant.  

 

Electric Field Influence on the Proton Migration  

The electric field could facilitate or inhibit the proton transport depending on the 

direction of the H+ transport [254]. In general, in the presence of migrational and 

diffusional transport processes, the overall flux of transported species could be presented 

as [254-257]: 

 

                                                            d        (A-4) 

 

where d is the diffusional transport (according to Fick’s equations), q is the charge of 

migrating species, Nc is the species concentration, E is the electric field and C is the 
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mobility which is related to the diffusion coefficient according to Einstein’s relation (D = 

C kB T q–1) [258,259]. The influence of electric field on the diffusion process was 

reported for surface diffusion with potential dependence [260].  

 

In the potential region of Ni(II) oxidation, the direction of the electric field should 

facilitate the transport of H+ from the electrode towards the solution, i.e. in the same 

direction as required for a simple Ni(OH)2 → NiOOH reaction, bearing in mind that the 

oxidation starts at the oxide–solution interface. In this case, the proton transport rate 

should increase resulting in higher values of the diffusion coefficient. When the 

migrational transport of H+ is considered, the shape of the potential drop profile across 

the passive film must be assumed [261]. The simplest situation is a linear potential drop 

across the entire film. In this case, the obtained electric field is linearly proportional to 

the film thickness. In the case of non–intrinsic semiconductors (i.e. depletion or 

accumulation), a significant part of potential drop is located in the space charge region 

(SCR). When the space charge layer does not extend to cover the entire thickness of 

passive film, as in the case of Ni(II) system, an inhomogeneous electric field is 

distributed across the film. The oxidation of Ni(II) takes place at a potential positive to 

the flat–band potential, which indicates that during the formation of NiOOH, the 

hydroxide is under accumulation conditions. Under such conditions, most of the potential 

drop is located in the electric double layer on the electrolyte side of the interface [262]. 

When an external electric field is applied to a highly doped semiconductor, screening of 

the electric field could prevent the penetration of the field deeply inside the 

semiconductor [263].  
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On the other hand, it is known that the transport of charged particles is 

proportional to the surrounding electric field when qaxE << kBT (ax is an interstitial 

distance between positions) [153]. Based on this relation, we can estimate the importance 

of the electric field on transport of H+ in our experimental conditions. The following 

parameters have been used in our calculation; elementary charge as q (H+ transport), ax is 

3 or 4 Å (possible distance between H+ atoms in Ni(OH)2/NiOOH lattice, respectively), E 

was calculated to be 0.66 V, and the approximate film thickness is ca. 7 nm. The value of 

the electric field is estimated from the difference between oxidation potential (1.46 V) 

and the flat band potential (ca. 0.80 V). The obtained qaxE is in the order of 10–20, which 

is about an order of magnitude higher than the kBT value. A comparison of these values 

indicates that the condition presented above, the influence of the electric field on the 

transport of H+ is not fulfilled (a saturation velocity) [264]. Although this calculation 

contains many simplifications, such as different film thickness and non–homogeneity of 

potential drop across the film, the final qualitative conclusions will not be changed.  

From an electrochemical point of view, an electric field independent of H+ 

transport would be interpreted as independent transport of electrode potential and, in turn, 

of potential scan rate. If so, contribution from migration of H+ during the transport should 

move jp vs. v1/2 plots up without changing the slope. As a result, the intersection of jp vs. 

v1/2 plots with the origin should be positive, instead of negative as is observed on Fig. 6.4. 

Finally, in [257] it was shown that, for low electrolyte concentration with diffusion and 

migration transport, the jp vs. v1/2 plots pass through the origin, which is opposite to our 

experimental findings. Observed in Fig. 6.4, the influence of estimated thickness on the 

slope and intersection of jp vs. v1/2 plots also rules out significant influence of the electric 
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field on proton transport. In the case of constant potential drop across the film, the 

electric field should decrease with increasing the oxide thickness. This leads to slower 

proton transport in the electric field and a decreased value of jp vs. v1/2 slope. The effect 

observed in Fig. 6.4 is opposite; the slope first increases and then levels off, indicating 

that an increase in the thickness facilitates proton transport. This effect, then can be 

attributed to a thickness dependent composition of Ni(II) or Ni(III) phases, an increase in 

Ni(III) contribution and/or formation of additional compounds, e.g. NiO, but not to 

contribution from proton electro–migration.  
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